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ABSTRACT

AN ANALYSIS OF 4™ GRADE STUDENTS’ ROUTINE AND NON-
ROUTINE PROBLEM-SOLVING SKILLS USING COGNITIVE
DIAGNOSTIC MODELS

Assessment is an important part of education that provides feedbacks to both students on
their learning and educators on their instruction. Assessments enhance students’ learning
when providing effective and immediate feedback to learners. In this study, Cognitive
Diagnostic Assessments (CDAs) are used to give informative and in-depth feedback to
teachers and students. CDAs provide cognitive data about students’ strengths and
weaknesses in a particular ability. This study investigates routine and non-routine problem-
solving attributes of grade 4 students with four operations (addition, subtraction,
multiplication, and division) using CDA. The test used in the study is specifically
developed with diagnostic purposes regarding 2021-2022 4" grade mathematics
curriculum and analysed with Cognitive Diagnostic Models (CDMs). There are 6 attributes
and 20 items in the test. A Q-matrix was constructed to show attribute-item relationship.
Before administering the test, a group with 10 students were asked to answer the items and
interviewed later to evaluate the timing and clarity of the items. The final form of CDA test
was administered to 511 students in 4" grade, from various public and private schools. The
responses were analysed by the GDINA package in R. As a result of the analysis, each
participant was assigned to an attribute profile showing which skills they have mastered
and which they have not. The results showed that 75% of the students have mastered
routine problem-solving skills, while 17% of the students have mastered non-routine
problem-solving skills. The most frequent attribute profiles in the study group are found as
follows: 000010, 010010, 111111, 111110, 000000 and 110010.
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OZET

4. SINIF OGRENCILERININ RUTIN VE RUTIN OLMAYAN
PROBLEM COZME BECERILERININ BIiLISSEL TANILAMA
MODELLERI KULLANILARAK ANALIZLENMESI

Olgme-degerlendirme, hem &grencilere kendi dgrenmeleri hakkinda hem de egitimcilere
ogretimleri hakkinda geri bildirim saglayan egitimin Onemli bir parcasidir.
Degerlendirmeler, Ogrencilere etkili ve aninda geri bildirim saglarken Ogrencilerin
Ogrenmesini gelistirir. Bu calismada, Ogretmenlere ve 0Ogrencilere bilgilendirici ve
tanilayic1 geribildirim vermek i¢in Biligsel Tanilama Degerlendirmeler (BTD)
kullanilmistir. BTD'ler, 6grencilerin belirli bir yetenekteki giiglii ve zayif yonleri hakkinda
biligsel veriler saglar. Bu ¢alisma, BTD kullanarak 4. sinif 6grencilerinin dort islemde rutin
ve rutin olmayan problem ¢6zme 6zelliklerini arastirmaktadir. Arastirmada kullanilan test,
2021-2022 4. sinif matematik miifredatina yonelik tanisal degerlendirme saglamak amaclh
0zel olarak gelistirilmis ve Biligsel Tanilama Modelleri (BTM) ile analiz edilmistir. Testte
6 0zellik ve 20 madde bulunmaktadir. Calismadaki nitelik-madde iliskisini gostermek i¢in
bir Q-matrisi olusturuldu. Testi uygulamadan oOnce 10 kisilik goniillii bir 6grenci
grubundan maddeleri cevaplamalar1 istendi ve daha sonra testin siliresi ve maddelerin
anlasilirhigint degerlendirmek icin goriismeler yapildi. BTD testinin son hali, ¢esitli devlet
ve Ozel okullardan 4. smiflarda 6grenim goren 511 Ogrenciye uygulanmistir.Yanitlar,
R'daki GDINA paketi tarafindan analiz edilmistir. Analizin sonucunda, her katilimciya
hangi becerilerde ustalasip hangilerinde ustalagsmadiklarini gdsteren bir Oznitelik profili
atanmistir. Sonuclar, Ogrencilerin  %75'inin  rutin problem ¢6zme becerilerinde
uzmanlastigini, %17'sinin ise rutin olmayan problem ¢6zme becerilerinde uzmanlastigini
gostermistir. Calisma grubunda en sik goriilen 6znitelik profilleri ise su sekildedir: 000010,
010010, 111111, 111110, 000000 ve 110010
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1. INTRODUCTION

Wiggins (1998) states that main goal of the assessment should be enhancing student
performance instead of just scoring or checking their knowledge. Also, Stiggins (2002)
asserts that assessments should be used to both determine the state of learning and to
advance learning. On the other hand, as accountability became more and more popular,
most of the resources were directed into assessments that just audit students’ learning
rather than offering data that may support instruction and learning (de la Torre, 2009a).
Assessments in education are mostly developed to evaluate various domains based on
contents, skills, or proficiency (Haberman, Sinharay, & Puhan, 2009; Sinharay, Haberman,
& Puhan, 2007) and scores for individuals are assigned to these domains. Although there
are many types of assessments to cover a wide domain, assessments in education are
dominated by one-dimensional summative tests, in which the total scores of the students
show their achievement levels (de Ayala, 2009; Hambleton, Swaminathan, & Rodgers,
1991; Yao & Boughton, 2007). Regarding these assessment tests, each test taker is ranked
according to total item score, or a single continuous latent variable and even

comprehensive abilities are analysed and reported based on one total score (Wang, 2009).

Even though old assessment models are convenient and beneficial in ranking,
comparing, and even predicting learners’ future performance, they contain a limited
amount of diagnostic information on the strengths and weaknesses of the learners (Choi,
2010; de la Torre & Karelitz, 2009). Knowing their strong and weak points is critical for
students who are not satisfied with their performance and want to improve in those areas
(Ardig, 2020). In the “Knowing What Students Know” report of National Research
Council (NRC) (2001), emphasis on the need of providing formative and diagnostic
assessment to the students was indicated. Similarly, in the project of No Child Left Behind
(2001), the importance of giving diagnostic feedbacks is stated to help teacher to address
the needs of the students. In conclusion, summative tests that gives one total score to
evaluate learners’ abilities or knowledge in the domain are found inadequate to give in-
depth feedbacks in both individual and classroom level. Therefore, diagnostic models and

assessments have become more known and valuable to meet the demands and benefit from



large-scale assessments more (Liu, Huggins-Manley, & Bulut, 2017; Rupp, Templin, &
Henson, 2010; Sinharay, Puhan, & Haberman, 2010). As a result, assessments should be
more explicit about the attributes or abilities that individuals have mastered or have not
mastered. It is also crucial that assessments should be formative and diagnostic to direct

students on what they need to study and what abilities they should improve to succeed.

Assessment in education has progressed beyond rating one's level of achievement to
being diagnostically valuable at all levels of education (Bolt, 2007). Nowadays, there is an
increasing demand for more formative information on students’ academic performances in
assessment tests in the field of education. The existing models are criticized for their
incapacity to provide in-depth information on students’ strengths and weaknesses in a
particular subject. Most of the educators agree on that it would be beneficial to receive
diagnostic and detailed information at both the individual and classroom levels beyond
what is often provided by large-scale tests. (Huff & Goodman, 2007). These objections
revolve on the need for methods to give individuals more comprehensive diagnostic
information and relate this data to instructional needs and educational requirements. New
assessment and evaluation models have been developed and discussed to provide feedback
for learners, teachers, parents, and administrations. Cognitive Diagnostic Assessments
(CDAs) are one of these approaches. CDAs are designs that provide data to assess
knowledge structure and abilities of the students and to identify cognitive strengths and
weaknesses of the students (Gierl, Cui, & Zhou, 2009). CDAs require statistical models
called Cognitive Diagnostic Models (CDMs) to extract in-depth and diagnostic data. These
models also called as Diagnostic Classification Models (DCMs) (DiBello, Roussos, &
Stout, 2007; Rupp, Templin, & Henson, 2010).

Cognitive diagnostic models have been developed to offer diagnostic data on test
results by classifying test takers according to their mastery of a particular subject or
proficiency in a certain ability (DiBello, Roussos, & Stout, 2007). Cognitive Diagnostic
Models (CDMs) or Diagnostic Classification Models (DCMs) are confirmatory latent
models (Ma, laconangelo, & de la Torre, 2016). These models are useful to describe the
relationship between the variables and categorical latent models. In CDMs, the variables

are observable responses in the assessment, which are typically referred to as attributes



(Cheng, 2010). The most important and characteristic side of CDM is that it offers in-depth
and multi-dimensional representation of individual profiles. Ardi¢ (2020) also indicated
that one of the main reasons of using CDMs in education is to identify the attributes and
the skills of the test takers and determine their weaknesses and strengths in the domain.
Thus, to evaluate students’ strengths and weaknesses on routine and non-routine problem-

solving abilities a CDA test is specifically designed and analysed by using CDMs.

1.1.  Significance of the Study

The current study provides information on the weaknesses and strengths of 4%
graders in the domain of problem solving with arithmetical operations as addition,
subtraction, multiplication, and division. The study aims to develop an instrument with
CDA approach and exemplify an alternative way for assessment to provide effective
feedback. The findings of this study are expected to contribute to the field for many

reasons.

First, the items of the study are specifically prepared with diagnostic purposes based
on defined attributes. Generally, in the field of education most of the CDA studies are
administered using items of large-scale assessments like Programme for International
Student Assessment (PISA) and The Trends in International Mathematics and Science
Study (TIMSS) (Li et al., 2020; Sen & Arican, 2015; Toker & Green, 2012) instead of
designing a test with diagnostic purposes. They define the attributes considering the items
that are prepared for large scale assessment purposes by retrofitting. Sen & Arican (2015)
pointed out although their research showed that retrofitting a CDM through the DINA
model may be highly effective for TIMSS evaluation, it is clear that CDM-based analyses
can provide more advantage when tests are created using CDMs in advance. Therefore,
current study is expected to contribute to the field by providing a pure cognitive approach.

Secondly, the current study shows the mastery levels of the participants in the
cognitive attributes depending on their responses. The study focuses on giving diagnostic
feedbacks on problem-solving skills with four operations. According to Van de Walle,



Karp, and Bay-Williams (2016), every student should get effective feedback on their
problem-solving skills and progress in grasping mathematical procedures. However, most
research on problem-solving abilities focus on problem posing (Kilig, 2013; Tertemiz,
2017) or misconceptions in operational skills (Brandt, Bassoi, & Baccon, 2016;
Passolunghi & Pazzaglia 2005; Stoyanova, 2003). Although there are some CDM studies
focus on mathematics achievement (Im & Park, 2010; Lee et al., 2013; Sen & Arican,
2015; Toker & Green, 2012), the number of research on developing a CDA test in the
domain of mathematical problem-solving is limited (Li, Zhou, Huang,Tu, Gao, Yang, &
Li, 2020). There is gap in the field on developing a CDA test in the domain of routine and
non-routine problem-solving skills with four operations. Therefore, being aware of what
abilities students have and how they differentiate in the name of mastering each attribute
can lead the way for the teachers and students.

Additionally, the study highlights the ability differences of the students who have the
same total score. Differentiating students’ profile is especially important on the domain of
problem solving. Assume that there are two different students who get 70 from the test.
They have the same number of correct responses from the test in which marking of each
question is weighted equally. However, cognitive diagnostic assessment provides another
view. Since all items are designed regarding cognitive attributes, every student has a
cognitive profile according to their mastered and non-mastered skills. Therefore, even
though they get the same score, they may belong totally different profiles. One student
might have mastered the order of operations but the other one might have mastered in
adding and subtracting integers. Hence, this study suggests providing individual feedbacks
for each student according to their strengths and weaknesses.

1.2.  The Purpose of the Study

The purpose of the study is to investigate the weaknesses and strengths of 4™ grade
students on the routine and non-routine problem-solving abilities with four operations
using CDMs. As parallel to the aim, a CDA test is specifically designed based on fine-

grained attributes to provide diagnostic and informative feedback to the students.



1.3.  Research Question

The research question of the study:
1. What are the cognitive strengths and weaknesses of 4" grade students for the
attributes of routine and non-routine problem-solving skills with four operations

(addition, subtraction, multiplication, and division)?

1.4. Problem and Problem Solving

A problem can be defined as a situation that individuals or groups are faced with and
requires determination to solve in the case that solution path is not clear or obvious to
follow (Polya, 1962). Definition of problem from the view of mathematics can be stated as
a circumstance in which a strategy must be found or demonstrated, but the solution is not

immediately apparent to the solver (Kayan & Cakiroglu, 2008).

Furthermore, the problem-solving in mathematics consists of the cognitive processes
that require a specific and directed goal to reach, when the solution way is unknown (Van
de Walle, 2014). The process of problem-solving is complicated and requiring the
coordinated application of a variety of talents (Tertemiz, 2017). It requires some level of
creative and critical thinking. The problems that are discussed in mathematics classrooms
needs to have some aspects like including both factual and procedural concepts, being

engaging and authentic, being appropriate for the level of the students and for the context.

During instruction, problems are important questions that demands students to use
both prerequisite knowledge and mathematical thinking. That is, they require some
intellectual and cognitive challenges to improve students’ mathematical comprehension
(National Council of Teachers of Mathematics, 2000). In these kinds of questions, there
could be one, none or many different solutions paths to obtain answer. However, problem
solving does not aim just finding a correct answer. It also aims to introduce unfamiliar and

new situations to the learners, encourage them to find different and flexible solution



strategies, and improve useful and aesthetic solutions for the problems (Gail, 1996).
Therefore, problem solving is much more than following well-memorized routine steps or
recalling facts for every question (Lester,1994), it requires not only mathematical
knowledge and computational skills but also creativity, reasoning, and curiosity.

The steps in problem-solving procedure can be ordered as understanding the
problem, selecting the relevant data from the options, converting the data to mathematical
symbols, and arriving at the solution after completing the required operations. There is no
straight path connecting these parts. (Olkun & Toluk, 2004). The first stage in problem
solving is understanding what was read, and if this step is not completed, it is assumed that

the person would fail selecting the correct answers or numbers from the problem.

After reviewing the literature, two types of problems may be found: routine problems

and non-routine problems (Tertemiz, 2017). The problem types are explained below.

1.4.1. Routine and Non-routine Problems

As the perspective toward problem-solving changes in time, the features and types of
the problems are also affected by that change. It resulted in the emergence of several
problem types and strategies over time. With a shift in perspective, problems are classified
as either routine or non-routine. While regular problems are computational problems with
well-known techniques (Altun, 2001), non-routine problems need mathematical reasoning

and criticism (Mullis & Martin, 2017) that extends beyond routine problems.

A routine problem is one that a learner would encounter in textbooks or in regular
classes and that requires the use of a typical, well-known technique (Arikan, Erktin, &
Pesen, 2020). A formula, an equation, or a well-known process can be used to address
routine problems (Polya, 1957). Routine problems rely mostly on determining which
computations will be used and then performing arithmetic operations. Therefore, it can be
said that routine problems tend to require a low level of critical and very limited creative
thinking. Altun (2001) defined routine problems as practical and requiring at least one of
the four arithmetic operations or ratios. In light of the definitions, routine problems might

be considered weak problems in the context of mathematical reasoning. Math educators,



on the other hand (Xin, Lin, Zhang, & Yan, 2007), believe that routine problems are
equally as important as non-routine problems. Polya (1966) pointed out, however, that
routine problems can be basically a need and beneficial at the right time, but only when

used appropriately.

Compared to routine problems, non-routine problems are generally focus more on
mathematical thinking, originality, and empowering students in the name of mathematical
understanding. A non-routine problem is one that necessitates the use of one's thinking
abilities and has a novel context to which a learner cannot find a solution by following a
standard approach (Arikan et al., 2020). When the literature is evaluated, it is discovered
that non-routine problems often contribute the problem-solving ability, and non-routine
problem-solving skills improve the ability to use them in real life scenarios (Polya, 1957;
London, 2007; Schoenfeld, 2016). London (1993) stated that as students solve more non-
routine problems, they also experience and gain additional problem-solving skills like data
organization, interpretation of given data, designing algorithms, or transformation of
complex equations to another easier form. London (1993) also indicated that the
experience with non-routine problems encourage students to act like a mathematician,
while they are solving problems because non-routine problems reinforce them to think

mathematically, be creative, and think critically.

1.4.2. Importance of Problem Solving

Problem solving is crucial in mathematics and mathematics education. It is not
simply a mathematical ability, but also a survival skill that increases with time and
experience. In recent decades, mathematical problem solving has received more attention,
and it has come to be seen as an integrated aspect of mathematics learning rather than an
isolated component of mathematics curriculum (National Council of Teachers of
Mathematics, 2000). The reason of this importance is that problem-solving skills are not
needed just for daily life problems and success but also for the improvement of the society
(Brown, 2003). NCTM (2000, p.54) indicated:

“Students can learn about, and deepen their understanding of, mathematical

concepts by working through carefully selected problems that allow applications of



mathematics to their contexts, and these well-chosen problems can be particularly
valuable in developing or deepening students’ understanding of important

mathematical ideas”.

Since the problems lead students to think deeper about the concepts in mathematics,
they can change or support their mathematical knowledge and concepts and they can be
more open to different ways of learning mathematics in that way (Steele & Widman,
1997). Therefore, it can be said that problem solving provide students a new and dynamic
perspective toward mathematics and they can organize their ideas, construct concepts and

be more engage in discussions (Santos-Trigo, 1998).

1.4.3. Assessment of Problem Solving

Problem solving is an excellent way to observe students’ mathematical concepts and
demonstrate how they link or relate to one another (Brown, 2003). Furthermore, problem
solving is not limited to a mathematical framework. The importance of problem-solving
stems from its many aspects and large impact on problem-solving skills to create a better
future and contribute to the improvement of society (Brown, 2003). As a result, problem-
solving instruction have become more popular in the twenty-first century, and many

countries began to place more emphasis on it.

However, these changes must reach students to achieve the purpose of the
educational improvements in the domain of problem-solving. Students learn from their
experiences, which are largely provided by the teacher in the classroom setting. These
encounters have the potential to alter students’ mathematical understandings and problem-
solving abilities (Arabeyyat, 2004). Additionally, the creation of curriculum materials,
assessment tools, manipulatives, activities, and difficulties by instructors demonstrates the
importance of teachers in bringing about educational reforms (Mason, 2003). Therefore,
the perspective of the teachers to the problem-solving, the instruction in the classroom, the
materials and assessment style have an impact on students’ problem-solving skills.
According to some research (Nathan & Koedinger, 2000; Schimidt & Broshan, 1996),
there are some important points to consider while teaching and assessing problem-solving.

For example, the feedback and process are valuable than answers, excellent computational



skills are not required to be able to solve problems and spending some time in a problem
should not be seen as a waste of time (Nathan & Koedinger, 2000; Schimidt & Brosnan,
1996). However, still there are some educators who assess the problem-solving skills by
the number of the correct answers instead of the process (Arabeyyat, 2004). Since the
current study focuses on assessing problem-solving skills and providing feedbacks,
importance of the assessment and types of the assessments will be shortly explained in

following parts.

1.5. A Historical View for the Definition of Assessment

Assessment is an inseparable part of education that is directly related to both learning
and teaching. Assessment can be basically defined as the process of collecting, analyzing,
recording, and using data of learners’ answers on an educational test or task (Harlen et al.,
1992). The general idea of assessment is to collect information that reflects students’

content knowledge and cognitive skills.

Interpretations can be made based on the collected data regarding where the learner
is in his or her learning process, what knowledge level is aimed to achieve, and how best to
achieve the goal (Black & William, 2009; Brown, 2004). Wiggins (1998) indicated the aim
of assessment as not only checking students’ content knowledge but also teaching and
achieving further learning. Also, Stiggins (2002) pointed out that assessment needs to be

used also to improve learning but detecting students’ achievement level.

Considering the domain of the assessment definitions, a wide range of assessment
tools and tests are developed for different purposes. Even though assessment has covered
teaching and learning, it is mostly used in one direction. Assessment is a way to measure
learning and identify students’ content knowledge and cognitive abilities. But it is
commonly used for summative purposes like ranking, scoring, and certificating.
Assessment is a two-way ticket that can be beneficial also for teaching. It can be used to
evaluate the effectiveness of the programs or instructions (Harlen et al., 1992). de La Torre
(2009) highlighted that especially with the increment on the importance of accountability,
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the expectation for assessment has been changed. Assessments are expected to not only
measure conceptual knowledge but also provide feedback for students, teachers, and
instruction. Also, in 2001 NRC reported that the need for more research and funding for
assessment to facilitate learning. In that way, it is aimed to provide more, informative, and
diagnostic data to support learning and teaching by using assessment. In this part, it is
presented various definitions for assessment and emphasized the need for cognitive
assessments. Now, two the most common types of assessment will be explained, and

cognitive diagnostic assessment will be summarized.

1.6. Summative and Formative Assessment

Assessment is important in learning and education since it is closely tied to both the
learning and teaching processes. Although there are several types of assessment, such as
formative assessment, summative assessment, and cognitive diagnostic assessment,
determining which type of assessment will be employed depends on the educational
purposes (Shute & Rahimi, 2017). The most common two assessment types in the
education are summative assessment which is assessment of learning and formative

assessment which is assessment for learning.

Summative assessment is utilized for grading and accountability since it involves the
using information for certification, grades, or GPAs. It is simpler to use cumulative
groupings, yet it requires solid proof for each student. Summative evaluation allows for the
comparison of student performances, trustworthy data, accountability, and is employed by
authorities in common and entrance exams (Pellegrino, Chudowsky, & Glaser, 2001).
However, it is also possible to argue that its contribution to learning is restricted because it

is done after learning with the primary goal of grading (Shute & Rahimi, 2017).

Formative assessment, on the other hand, is used to promote and improve learning by
offering feedback. The needs of the learner guide instruction in formative assessment
(Shute & Zapata-Rivera, 2010). Formative assessment is offered based on the learner's

knowledge level and learning outcomes. Formative assessment informs educators about
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how well students are learning. As a result, it provides a chance for the learner to improve
his or her learning by offering feedback (Reigeluth & Karnopp, 2013). Therefore, it is used
to support both teaching and learning. In other words, formative assessment is a more
learner-centered methodology than summative evaluation (Pellegrino, Chudowsky, &
Glaser, 2001).

To sum up, different assessment types can be preferred based on the aim of the
assessment. Each assessment provides information about students’ learning in different
levels. Summative assessment and formative assessment are well-known assessment types
in the field of education. Summative assessment is assessment of learning and applicable
for large-scale groups at the end of their learning process. On the other hand, formative
assessment is assessment for learning which focus on providing feedbacks and continue
during the learning (Black & William, 2009). On the other hand, the current study focuses
on the Cognitive Diagnostic Assessments (CDAs) which can be used to obtain qualitative
data from quantitative tests (Leighton & Gierl, 2007).

1.7. Cognitive Diagnostic Assessments (CDAS)

Cognitive Diagnostic Models (CDMs) are statistical models that are needed for
Cognitive Diagnostic Assessments (CDASs) to obtain diagnostic information from the
student responses (de La Torre & Minchen, 2014). CDAs are designed to measure
learners’ knowledge structures, attributes, and processing skills in order to provide
cognitive feedbacks in terms of weaknesses and strengths (Leighton & Gierl, 2007). CDAs
are directly related to representation of students from different achievement levels with
various processing skills. It is also related to improvement of the knowledge levels and
adjustments-based profiles of students over time through interventions that is based on the
results of the assessments. In that sense, it can be said that most of the need for CDAs
comes from this potential to identify the learning level, diagnose the learning needs, and
manipulate teaching to improve students’ learning. Thus, it brings us to the integration of
three basic elements which are curriculum, instruction, and assessment (Leighton & Gierl,
2007).
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CDAs provide in-depth and diagnostic information. With the help of this diagnostic
information, students will not only learn where they are in their learning process, they will
also learn what they need to study to improve. CDAs are also useful for the teachers since
they offer an opportunity to review their instruction and curriculum depending on the
results. CDAs provide informative data for the curriculum since it shows which attributes
or skills have been achieved (Yamaguchi & Okada, 2018). In that way, teachers can
identify the attributes that need to be supported for the classroom and also individuals
(Yamaguchi & Okada, 2018). Therefore, CDAs are beneficial to provide effective and
individual feedbacks. That is why, CDAs are one of the potential future assessment models

in the field of education.

1.8.The Need for Cognitive Assessments

In order to help students to improve their academic skills and knowledge, assessing
current content knowledge is an important step. It is very useful to inform students,
teachers, and parents about the learning process. In that way, assessment will facilitate to
follow the academic process of the learners and give feedback to improve their cognitive
skills. One of the most common educational assessments that is used in schools to measure
students’ content knowledge is administering an achievement test (de La Torre, 2009).
Achievement tests are necessary to measure what students already know (Yamaguchi &
Okada, 2018). Many psychometric models like Classical Test Theory (CTT) and Item
Response Theory (IRT) have been designed to evaluate the data based on students’
learning processes from these achievement tests. However, since these models have not
been developed to extract diagnostic information from educational assessment tests, they
have some limitations like unidimensionality which restricts to show students’ latent
ability (Yamaguchi & Okada, 2018). Therefore, achievement tests and other psychometric
models might not be appropriate to represent various attributes, which is needed for

educational diagnosis.

While providing feedback for further learning, having detailed and cognitive
information on learner profile is essential. However, according to NRC (2003)
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assessments are mostly used as a part of school system to measure what is taught, instead
of providing diagnostic and detailed information. Assessing learners’ content knowledge
and knowledge status is one of the basic aims of the assessment. But, providing effective
feedback for teachers, parents, following up students’ learning and evaluating curriculum
effectiveness are also crucial roles of assessment (Yamaguchi & Okada, 2018). Based on
school assessments, the need for cognitive assessments has been an issue in education for
years. In order to extract diagnostic and detailed information from educational
assessments, Cognitive Diagnostic Models (CDMs) are shown to be effective (Gierl, Cui,
& Zhou, 2009).

1.9. Psychometric Models for Educational Assessment

There are numerous psychometric models for educational assessment that serve
different purposes considering the aim of the assessment. The purpose of the assessment
has an important role to determine an appropriate model that fits in. Ranking, finding out
the conceptual knowledge, detecting misconceptions, certification or identifying
weaknesses and strengths are some examples for the purpose of the assessment (Brown,
2004). For example, while ranking students in a single administration, it may be very
convenient to have one common score to see the order of the students. In that case,
Classical Test Theory (CTT) might be used. CTT models are used to estimate true scores
of the students. CTT models are quite simple and easy to apply. But for large-scale
assessment, when the assumptions of Item-Response Theory (IRT) could be satisfied, it is
more effective to use IRT models. IRT models are very helpful to estimate latent ability of
students independent from the test (Deng & Hambleton, 2013). On the other hand, IRT
models are not efficient for all purposes. They do not provide detailed cognitive feedback
for participants about their weaknesses and strengths. CDMs can be beneficial to answer
this problem. They are designed to identify students’ weaknesses and strengths while
creating various learner profiles using attained attributes. Therefore, all psychometric
models have their own advantages and provide better results for various test purposes, and
they correspond to a need in the field. Hence, deciding which model is the most beneficial

and appropriate depends on purpose of the test.
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Assessment is important in learning and education since it is closely tied to both the
learning and teaching processes. Although there are several types of assessment, such as
formative assessment, summative assessment, and cognitive diagnostic assessment,
determining which type of assessment will be employed depends on the educational
purposes (Shute & Rahimi, 2017). The most common two assessment types in the
education are summative assessment which is assessment of learning and formative

assessment which is assessment for learning.

Summative assessment is utilized for grading and accountability since it involves the
using information for certification, grades, or GPAs. It is simpler to use cumulative
groupings, yet it requires solid proof for each student. Summative evaluation allows for the
comparison of student performances, trustworthy data, accountability, and is employed by
authorities in common and entrance exams (Pellegrino, Chudowsky, & Glaser, 2001).
However, it is also possible to argue that its contribution to learning is restricted because it

is done after learning with the primary goal of grading (Shute & Rahimi, 2017).

Formative assessment, on the other hand, is used to promote and improve learning by
offering feedback. The needs of the learner guide instruction in formative assessment
(Shute & Zapata-Rivera, 2010). Formative assessment is offered based on the learner's
knowledge level and learning outcomes. Formative assessment informs educators about
how well students are learning. As a result, it provides a chance for the learner to improve
his or her learning by offering feedback (Reigeluth & Karnopp, 2013). Therefore, it is used
to support both teaching and learning. In other words, formative assessment is a more
learner-centred methodology than summative evaluation (Pellegrino, Chudowsky, &
Glaser, 2001).

To sum up, different assessment types can be preferred based on the aim of the
assessment. Each assessment provides information about students’ learning in different
levels. Summative assessment and formative assessment are well-known assessment types
in the field of education. Summative assessment is assessment of learning and applicable
for large-scale groups at the end of their learning process. On the other hand, formative
assessment is assessment for learning which focus on providing feedbacks and continue

during the learning (Black & William, 2009). On the other hand, the current study focuses
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on the Cognitive Diagnostic Assessments (CDAs) which can be used to obtain qualitative
data from quantitative tests (Leighton & Gierl, 2007).

1.10. Cognitive Diagnostic Models (CDMs)

In recent years, a new psychometric model known as the Cognitive Diagnostic
Model (CDM) has been created to address the issues that CTT and IRT are unable to
address. CDMs are alternative psychometric models that give extensive and cognitive
information based on the test performance of the learners. CDMs mainly aim to identify
students’ mastery or non-mastery attributes (de La Torre & Rutgers, 2011). Thus, cognitive
models allow us to learn more about learners’ weaknesses and strengths to provide
information for instruction and learning. Furthermore, CDMs provide the information on
students’ performances and the reasons of their performances (Ravand, 2016). They break
the tests down into strategies, knowledge and processes needed to complete each task
correctly, allowing teachers to identify their students’ mistakes or misconceptions
(Embretson, 1983).

Haagenars and McCutcheon (2002) grouped CDMs as latent class models because
they classify students into groups based on how similar their responses to items are. CDMs
are named as restricted latent class models since the number of attributes in test items
limits the number of latent classes (Ravand & Robitzsch, 2015). Students are divided into
2K latent groups based on K characteristics underlying test performance (the number 2
implies that each attribute has two alternative outcomes: mastery or non-mastery). For
example, for the current study, there are 6 defined attributes necessary to complete the
assessment test successfully, so students are divided into 2°=64 latent classes. To
summarize, CDMs use a set of discrete/dichotomous attributes to diagnose students’
proficiency. In CDMs, latent (unobservable) categorical variables to estimate the
likelihood of an observable skill are used. Skills, subskills, attributes, abilities, and

processes have all been used to describe these latent variables (Ravand, 2016).
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According to Rupp and Templin (2008b), CDMs are “probabilistic, confirmatory
multidimensional latent variable models with a simple or complex loading structure” (p.
226). Each CDM describes students’ performances in terms of the likelihood of mastery of
each characteristic independently, or the possibility of each student belonging to each
latent class (Lee & Sawaki, 2009). Therefore, CDMs can be classified as probabilistic
models. CDMs are also confirmatory since they, like confirmatory factor analysis models,
have latent variables created a priori using a Q-matrix (Ravand & Robitzch, 2015). Q
matrix is kind of framework for CDM (Tatsuoka, 1985) because a Q-matrix consists of
assumptions for the necessary attributes to answer each item correctly (Li, 2011). As the
last key feature, it can be highlighted that CDMs are also multidimensional latent variable
models because unlike one dimensional IRT models where a single score is assigned,
CDMs assign respondents to multidimensional skill profiles by categorizing their skills

included in the test proficiency as mastery vs non-mastery.

To sum up, there are different types of statistical models that can be used for data
analysis. The purpose of the analysis has an impact on deciding the best model for the
analysis. CDMs are one of these models. CDMs are designed to provide diagnostic and in-
depth data from a quantitative designed assessment (Leighton & Gierl, 2007). Therefore,
CDMs were used to analyze the data in the presented study. The aim of the study was to
investigate the weaknesses and strengths of the grade 4 students in the domain of routine
and non-routine problem-solving with four-operations by using CDMs. In the light of the

aim, a CDA test is designed to identify students’ weaknesses and strengths.
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2. LITERATURE REVIEW

2.1. CDM Studies

Regarding the literature, CDMs have been administered in two different ways as
retrofitting (post hoc analysis) of an existing non-diagnostic test (Dogan & Tatsuoka, 2008;
Duong Thi & Loye, 2019; Im & Park, 2010; Lee et al., 2011; Lee et al., 2013; Sen &
Arican, 2015; Toker & Green, 2012) or designing a group of items or task for diagnostic
purposes in the first place (Demir & Kog, 2018; Li et al., 2020; Lin, Xing & Park, 2020).
Majority of the CDM applications are administered using retrofitting to extract diagnostic
information from non-diagnostic tests. In this chapter, retrofitting studies and studies

designed by diagnostic purposes are presented.

2.1.1. Retrofitting Studies

There are several studies (Dogan & Tatsuoka, 2008; Duong Thi & Loye, 2019; Im &
Park, 2010; Lee et al., 2011; Lee et al., 2013; Sen & Arican, 2015; Toker & Green, 2012)
have been administered to provide feedbacks to the students by using retrofitting. In
retrofitting studies, the attributes are defined by using the items of the tests or exams that
are prepared before (Ravand, 2016). These studies are important, and they are very useful
while providing feedbacks for large-scale assessments like TIMSS or PISA (Sen & Arican,

2015). Some of the retrofitting studies in the field of mathematics are provided below.

Toker & Green (2012) investigated cognitive abilities of 8" graders’ mathematical
achievement in an international exam. The purpose of the study was to validate cognitive
attributes on the TIMSS-2007 mathematics test items as regards the cognitive attributes
developed by Tatsuoka & her colleagues (1983). In the study the least squares distance
method (LSDM) was used to analyse the data. The attribute identification is applied 4498
8" grade students from seven regions of Turkey. TIMSS-2007 mathematics test included
179 questions 96 of which were multiple-choice questions. Two of the items were
cancelled to provide validation since everyone answered correctly. 20 attributed were
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defined and Q-matrix was designed to analyse the data. The findings of the study showed
that the attributes that were defined for each item provided important information in terms
of item difficulty. However, the relationship between items and Q-matrix was not that
successful because according to the finding 14 items were not related to the defined
attributes. So, in order to obtain better findings from the study some items needed to be

changed.

Sen & Arican (2015) conducted a study to compare the math scores of Korean and
Turkish students in TIMSS. The purpose of the study was to analyse international large-
scale assessments using CDM approaches. In that sense, their study aimed to provide
diagnostic feedback for the large-scale assessments instead of a single score. The study
was designed to give feedback to the samples about their weaknesses and strengths. Data
for the study were taken from TIMSS 2011 8™ grade mathematics tests. Therefore, the
study was designed as retrofitting research and it was analysed by using DINA (the
deterministic, inputs, noisy, “and” gate) model. In the tests, different kinds of items like
multiple-choice and constructed response were asked. The domains of the items were
Number (30%), Algebra (30%); Geometry (20%); and Data and Chance (20%). For
TIMSS 2011, out of 14 mathematics assessment blocks just 6 of them were open to public.
The number of the items and sample sizes were different in each booklet for Korean and
Turkish students. Considering these differences, Booklet 2 was chosen for the study to
assess the responses of the students. There were some reasons for the researchers to choose
Booklet 2. It had relatively more topics, the distribution of the topics was almost equal, the
cognitive domains were also matched equally for knowing, applying, and reasoning. To
sum up, Booklet had 32 items as 15 multiple-choice and 17 constructed response items.
The sample size of the study was 856 students. 368 of these students were Korean and 488
of them were Turkish. Their results indicated that Turkish students did not master in the
attributes comparing to Korean students. According to the results Turkish students had
some difficulties in fractions and decimals especially equivalent fractions and ordering
fractions. On the other hand, Korean students mastered in these attributes. Also, in
geometry items the weaknesses of the Turkish students were in the topics of drawing,
constructing, and describing geometrical figures. However, both Turkish and Korean
students mastered at data and solving data analysis items. According to the study, another
important result was about the types of items. Study showed that the performance of the
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Turkish students was low on the open-ended items in comparison to multiple-choice items.
So, the findings of the study showed not only the weaknesses of the students individually it

also led the way for the changes in the Turkish curricula and instruction.

Dogan & Tatsuoka (2008) reanalysed the math performance of eight grade Turkish
students on TIMSS-R in 1999 and compare the performances of 2900 Turkish and 4411
American students. One of the aims of the study was to show how to compare different
student groups who are taking part in an international exam by using cognitive diagnostic
analysis. The Rule Space Model is used to analyse the performance of the students. 23
attributes were identified and divided into three groups as content (five attributes), process
(nine attributes) and skill/item type (nine attributes). 162 items were coded according to
these attributes. Mastery level of each student was identified for these specified attributes.
According to the results, algebra and probability/statistics were shown to be poor areas for
Turkish students. Additionally, they had weaknesses in several abilities including applying
algebraic rules, approximation/estimation, solving open-ended problems, identifying
patterns and relationships, and quantitative reading. One of the most significant results of
the study was that both Turkish and American students tend to master thinking skills and
complex problem-solving abilities after becoming proficient in routine problems, numbers,
and geometry but before becoming proficient in algebra-related abilities. This finding
suggests that for these students, regarding their development teaching advanced and
complex skills in the context of numbers and geometry may be better than teaching them

via algebra.

Im and Park (2010) conducted a study to compare the math performance of Korean
and American 8" graders in TIMSS 2003 using cognitive diagnostic models. Another
purpose of the study was to identify relationships between instruction of the teachers and
mastery of knowledge and attributes of students. The samples of the study were 1179
pupils as 740 students from the US and 439 from Korea who took the Booklet 3
mathematics exam. In the study, 10 attributes and 43 items related to these attributes are
identified. Rule Space Model was used to analyse the data. In the study, different data sets
are integrated to examine students' mathematical abilities and knowledge in relation to
characteristics relevant to instruction that were included in the TIMSS 2003 data set. These

data sets are students’ score data, teachers’ and students’ survey data, the data from Rule
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Space Model and teacher and student link data. According to the results of the study, there
is a significant difference between the performances of Korean and American students in
terms of problem restructuring and reasoning, geometry, and measurement. On the other
hand, data, and probability, translating word into equations and visualizing/utilizing figures
and graphs were considered as difficult attributes for all students. They also showed that
encouragement of students' individual and independent problem solving was the most
effective approach for American and Korean students. For the US students, reviewing,

reteaching, and clarifying the material were particularly beneficial.

As another retrofitting study example, Lee et al. (2011) carried out a study to
compare the fourth-grade students’ math achievement levels in Massachusetts and
Minnesota to the national results excluding these two regions on the TIMSS 2007. The
aims of the study were to use CDM to determine item characteristics including
discrimination, slip-and-guessing parameters and to assess students’ proficiency of
attributes and their ability to effectively apply them in an exam context. By doing this, it
might be easier to look at how the two benchmark states and the rest of the US are similar
or different in terms of attribute mastery of the students. In the study, TIMSS 2007 4™
grade math assessment was used. The assessment test had content domain items and
cognitive domain items. Totally, 25 items as 15 multiple-choice and 10 constructed
response items were used in the study. 15 attributes were identified, and DINA model was
used to analyse the collected data. According to the results of the study, the performance of
the students in Massachusetts and Minnesota was higher than the US overall except for one
attribute which is data display. Therefore, teachers should make sure that students in
Massachusetts and Minnesota thoroughly comprehend and have the mastery of interpreting
data from tables, pictographs, bar graphs, and pie charts to prevent them from guessing.
Additionally, Lee et al. (2011) presented diagnostic data about the performances of the
students which they claimed may be precisely applied to instruction. They benefited from
item parameter estimates such as slipping and guessing to provide suggestions for the

curriculum on how to increase students’ math performances.

Lee et al. (2013) also implemented a retrofitting study and develop a multi-group
DINA (MG-DINA) model to reanalyse the math performance of 8" grade students in
TIMSS 2007. The aim of the study is to identify cognitive strengths and weaknesses of
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students’ math performances of the countries using visualization methods. To achieve this
aim 17 countries with at least 8 benchmark participants, including the United States, were
chosen among 59 countries. Two math instructors created a Q-matrix for the items that
comprises nine attributes or abilities evaluated by TIMSS exam. Four subject domains
were determined as numbers, algebra, geometry and data and chance. The provided data
which includes 88 item responses from 17 different countries, was fitted using MG-DINA
model to produce a total of 176 item parameters as 88 guessing and 88 anti-slipping
parameters. The model also showed a total of 153 attribute prevalence proportions which
consist of 9 attribute proportions for each country. Another aim of the study was to analyse
the similarities and differences in how attribute prevalence varied across countries since
the chosen model allowed to estimate attribute prevalence. The study relied on
multidimensional scaling (MDS) and clustering methods to assess and explain the data.
These methods were used to determine the similarity or difference in attribute prevalence
that is required to answer the items correctly on the assessment. The results of the methods
that were used in the study offered various perspectives on how to examine similarity of
the countries. It is clear to see that Taipei, Korea, Singapore, Hong Kong, and Japan

perform better in any attribute level.

Even though this group of countries may be considered as “high-achieving”, the
weaknesses and strengths of each country considerably varied. Russia and Israel, for
instance, have higher level of success than Korea, yet they have similar success patterns.
However, there are several countries having similarities in both success levels and success
patterns such as the US and Hungary or England and Scotland. On the other hand, Turkey
is a country that does not have either a similar level of success or success pattern with
other countries examined in the study. The results of the study may suggest that there is no
one optimum curriculum or set of teaching techniques without taking into consideration
specific educational conditions of the countries. It is also important to indicate that the
study showed Japan has very high results for some attributes and they are considerably

better at these abilities while the majority of the other countries struggle.
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2.1.2. Studies Designed by Diagnostic Purposes

A limited number of studies (Demir & Kog, 2018; Li et al., 2020; Lin, Xing & Park,
2020) have been implemented to provide feedbacks to the students by designing a test or
task with diagnostic purposes. These studies have been provided effective and diagnostic
feedback on students’ learnings and performances. Since they are designed by diagnostic
purposes, they can pinpoint the needs of the students and deficiencies of the instruction.

Some of the studies that are designed with diagnostic purposes are discussed below.

Li et al. (2020) administered a study on kindergarteners’ mathematical problem-
solving skills. The purpose of the study was to assess the mathematical problem-solving
ability of kindergarteners using CDAs. Through the study it is also aimed that to develop
an instrument for the students to assess children’s problem-solving abilities in the domain
of numbers and operations. The sample size of the study was 747 kindergarteners from 12
kindergartens. The samples were chosen from both rural and urban areas to obtain a
representative sample. A test with 11 attributes and 38 items were developed to use for the
study. For the test 30 minutes were given. Before the test to check validation, interviews
were administered. The items were coded using 0-1 score system. 0 was used for the
attributes that were not mastered, 1 was used for the attributes that were mastered. The
results of the study indicated that cognitive diagnostic tests are effective. Also, the
instrument that is developed is reliable for the assessment of kindergarteners’ mathematical

problem-solving skills in number and operations.

Lin, Xing and Park (2020) conducted a study to evaluate the development of skill
mastery and assess the impacts of attribute-level interventions over time. This study
suggests longitudinal CDMs integrate latent growth curve modelling and covariate
extensions. The research illustrated implications of unconditional and conditional latent
growth CDMs using data from the real-life. The study was divided into three sections as
one real-life data and two simulation studies. In the study, real-life data was used to
illustrate how the model may be used, support the justification for the latent growth
framework, and track adjustments in the skill mastery of students and intervention effects.
The simulation studies were conducted independently to analyse the parameter recovery of
the suggested models. In this way, simulation studies with diverse longitudinal design
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elements offer thorough inference for a range of variables, including sample sizes, time
points, and covariate specification. Simulations demonstrated consistent parameter
recovery and latent class classification for various sample sizes. These results imply that
applications of covariate based longitudinal CDM can be useful to see the impact of
explanatory variables and intervention on the development in attribute mastery. These

applications can be built upon the well-established growth modelling frameworks.
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In the methodology section, the sample of the study, data collection instrument, steps

of CDA design, construction of Q-matrix, data collection process, data analysis and data

analysis methods used in the study like model-fit indices, item parameters, accuracy and

consistency are explained.

3.1. Sample

The sample size influences the recovery of CDM model parameters, since item

parameter recovery gives better results with larger sample sizes (Basokcu, 2014; Sen &

Cohen, 2021). To determine the sufficient sample size, Sen and Cohen (2021) indicated

that if the sample size is less than 200, the results are found poor. To achieve exact
estimates, the sample size needs to be at least 500 for C-RUM, DINA, DINO, and reduced-
LCDMs. Therefore, the sample size of the current study is determined as 511 4™ grade

students. Details about participants are shared in Table 3.1. As shown in Table 3.1, the

samples are selected from public and private schools by the given amounts.

Table 3.1. The number of students according to schools (N=511).

School Type Schools n Total

A 206

Public 400
B 194
C 23

Private D 6
E 73 111
F 9




25

In the current study, the purposive sampling method was used. Public and private
schools were selected regarding the success of the school, their location and socio-
economic level of the neighbourhood that school located in. Having a representative
sample group for Istanbul was aimed. Therefore, schools were chosen from various regions
of both Asian and European side in Istanbul like Etiler, Ulus, Cekmekdy, Atasehir,
Umraniye and Sultangazi. Before administering the test, 10 students were selected
voluntarily to conduct an interview about items. While the current study was approved by
the Ethical Committee of the Institute of Graduate Studies in Science and Engineering of
Bogazici University. Also, legal permission was taken from Turkish Ministry of Education

to collect data.

3.2. Instrument

In the line with the aim of the current study, a cognitive diagnostic mathematics test
was developed and was administered to 4" grade students. The test consists of 6 attributes
and 20 items. All the attributes and items were developed in the scope of 4" grade
mathematics curriculum. The items of the test cover the routine and non-routine problem-
solving skills with four operations in natural numbers (addition, subtraction, multiplication,
and division). In order to develop the items, 2021-2022 education year fourth grade math
books are reviewed, the questions shared by ministry of education were examined and
various textbooks with routine and non-routine questions were analysed in detail. For the
non-routine problems, the researcher collaborated with Bogazi¢i University Adaptive
Testing Lab (BAT). First, 30 items were written, then regarding the timing issue, some of
them were eliminated. In the elimination process, the attributes required by the items,
appropriateness of the students’ level and clearness of the items were considered. At the
end a test with 20 item was created. The items of the study consist of routine and non-
routine problems that require four arithmetic operations with natural numbers. To finalize
the instrument, four booklets were created for the study. While items in each booklet
remained the same, the order of the items was changed by the researcher. In that way,
students were prevented from cheating. Also, teacher-class interactions were aimed to

decrease since the teacher may lead or mislead the students while answering the items.
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3.3. Steps of CDA

Educational tests which are designed with cognitive diagnostic purposes differs from
traditional tests. Unlike traditional approaches, cognitive diagnostic assessment tests do not
only depend on taxonomies or objectives (Leighton & Gierl, 2007). CDAs directly focus
on the mechanisms that test takers use while answering the items or tasks. CDAs make
assumptions about the learners regarding the knowledge level and the processes, how to
use the knowledge, how to improve the learning processes, the differences of the learners

than others in terms of their weaknesses and strengths (Nichols, 1994).

There are different suggested paths while designing a CDA test. According to
Nichols (1994), the first step is to devise a model or theory that illustrates the assessment's
target knowledge structures, abilities, and processes. The second one is design selection
like choosing the test items considering the cognitive processes and knowledge structures
that is identified in the first step. Next is test administration which includes deciding on the
item format and test setting. Then, the following step is response scoring which activates
the assessment design identified in test administration step. The last step is design revision

to check whether it fits in with the model or theory.

Embretson (1994) also suggested Cognitive Design System (CDS) approach to
emphasize the part of cognitive theory in CDA test development. CDS mainly includes
three parts which is developing the items, writing, and analysing (Gorin, 2007). Embretson
(1994) identified seven steps for test development: identifying aims of the assessment,
deciding the features of the assessment task, developing a cognitive model, generating the
items, evaluating, and checking the model for the generated test, keeping the items with
cognitive accuracy and validation. Gorin (2007) especially emphasize the model-fit
checking for the tests and changing the items if it is necessary.

Regarding these two significant pathways to develop a CDA test, the steps for the

current study are determined as follows:
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Identifying aims and attributes of the study
Design Selection

Writing Items

Q-matrix construction

Test Administration

Model-fit and validity Check

Revision (if necessary)

N o a ~ wDdh e

3.3.1. Identifying Cognitive Attributes

Leighton and Gierl (2007) defined cognitive attributes as the conceptual knowledge
and procedural skills required to achieve a task or test in a particular domain. In this study,
cognitive attributes are referred to the conceptual knowledge in the domain of four
operations required to solve each test item and conceptual skills required to perform
routine and non-routine mathematical problem-solving skills. In the beginning of the
attribute identification process, 4" grade mathematics curriculum of Turkey was examined.
The learning areas, subjects, objectives, explanations, and questions were identified.
Additionally, the tests prepared by the ministry of education and several current test books
are analysed. After the examinations, the attributes are identified as “adding, subtracting,
multiplying, dividing, routine problem-solving and non-routine problem-solving”. The

objectives of ministry of education are shown in Table 3.2.

Table 3.2. MEB Objectives.

-Students will be able to solve addition problems. (M.4.1.2.4. Dogal sayilarla toplama
islemi gerektiren problemleri ¢ozer.)

-Students will be able to solve subtraction problems. (M.4.1.3.4. Dogal sayilarla toplama
ve ¢tkarma islemi gerektiren problemleri ¢ozer.)

-Students will be able to solve multiplication problems. (M.4.1.4.6. Dogal sayilarla
carpmaa islemi gerektiren problemleri ¢ozer.)

-Students will be able to solve division problems. (M.4.1.5.6. Dogal sayilarla en az bir
bolme islemi gerektiren problemleri ¢ozer.)
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The attributes were related to problem-solving skills with 4 operations as addition,
subtraction, multiplication, and division. The cognitive domains included in the assessment
are, routine and nonroutine problems. While deciding the attributes, similar studies in the
literature was checked to make sure about routine and non-routine problem-solving
attributes (Lee, Park & Taylan, 2011; Su, Choi, Lee, Choi & McAninch, 2013). Attributes

required by the test items are presented in Table 3.3.

Table 3.3. Attributes of the Study.

Attribute 1 Al Adding 2-, 3-, and 4-digit numbers
) Subtracting 2-, 3-, and 4-digit
Attribute 2 A2
numbers
Multiplying 2-, 3-, and 4-digit
Attribute 3 A3 PIng :
numbers
Attribute 4 A4 Dividing 2-, 3-, and 4-digit numbers
Attribute 5 A5 Solving routine problems
Attribute 6 A6 Solving non-routine problems

3.3.2. Design Selection

It has been determined that all items would be presented as multiple-choice
questions. At the beginning the number of the items was decided as 30. However,
regarding the timing and the targeted age group it would be tiring for the students. Because
of these issues some items were eliminated. During the elimination process, it is regarded
to have an equal number of items for each attribute, appropriate level for students and clear
explanations and pictures. Regarding all the criteria above, the number of the items was

decreased to 20.
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3.3.3. Writing Items

After determining the subject and identifying the cognitive attributes, multiple-
choice test items were prepared by the researcher who is currently a mathematics teacher
and taught 4" graders in previous years. Some of the non-routine items are chosen among
the questions of Bogazi¢i University Adaptive Testing Lab, with a permission and then
revised. For the other items, literature was searched and the items in similar studies were
considered as examples. Then, items were developed regarding the level of students and
defined cognitive attributes. These items were also evaluated by a faculty member from the

field of measurement and evaluation.

3.3.3.1. Revision of the Items. After the proposal presentation of the presented study,

some revisions are done on the items based on the recommendations of the thesis jury. For
example, in the initial form of the item 9 the distance was not straightforward, thus the
item was unclear. Then, the item was revised (see Figure 3.1) regarding the feedback from
the jury. The final form of the item is provided in Figure 3.2.

Suya disaridan bakan bir gozlemci, suyun altinda H

bulunan cisimlerin kendisine olan mesafesini, ger¢ek

b4

mesafeden daha yakin olarak algilar. Gozlemci
tarafindan algilanan bu mesafe ‘’goriinlir derinlik’’
olarak isimlendirilir. Ornegin, gercekte 20 metre

derinlikte bulunan bir balia disaridan bakan bir

gbzlemci i¢in goriiniir derinlik 20 metreden daha azdir.
Ali, suya disaridan bakmaktadir.
e Sari balik ve mavi balik arasindaki gergek mesafe: 800 mm

e Alii¢in sar1 baligin gortiniir derinligi: 1500 mm

Yukarida verilen bilgilere gére mavi baligin gergek derinligi kag mm olabilir?

A) 560 B)601 C)699 D) 701

Figure 3.1. Initial Form of Item 9
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Suya disaridan bakan bir gozlemci, suyun altinda bulunan H

cisimlerin kendisine olan mesafesini, ger¢cek mesafeden daha

b4

yakin olarak algilar. Gozlemci tarafindan algilanan bu mesafe
’goriniir derinlik’” olarak isimlendirilir.

Ornegin, gercekte 20 metre derinlikte bulunan bir baliga

disaridan bakan bir gozlemci icin gorunir derinlik 20

metreden daha azdir.

Ali, suya disaridan bakmaktadir.
e San kiigiik balik ve mavi biiylik balik arasindaki
gergek mesafe: 800 mm

e Alii¢in sar1 kii¢iik baligin goriiniir derinligi: 1500 mm

Yukarida verilen bilgilere gére mavi biiyiik baligin gergek
derinligi ka¢ mm olabilir?

A)560 B)601 C)699 D) 701

Figure 3.2. Final Form of Item 9

3.3.4. Construction of Q-Matrix

One of the most important steps in cognitive diagnostic models is to create a Q-
matrix which shows the link between attributes and items. Q-matrix is developed to define
each attribute that is measured by the assessment. Tatsuoka (1983) was the first to develop
a Q-matrix for a CDM, his Rule-Space Model (RSM), and apply it to 5"" grade Fraction-
Subtraction problems. To limit the number of allowed attribute profiles, attributes were
arranged in a hierarchy. Since then, a Q-matrix has served as the starting point for CDM
building. Tatsuoka (1985) pointed out that Q-matrix is a binary item-by-attribute matrix.
The process of specifying the number of attributes and their interactions is referred to as
attribute structure specification. The definition of item-attribute alignments is the process
of appropriately determining which items are used to measure which characteristics

(Dogan & Tatsuoka, 2008). Shortly, Q-matrix is a representation that shows the
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relationship between items and attributes (Koyuncu, 2020). A lot of diagnostic information

can be obtained by using a well-designed Q-matrix.

Q-matrix is created as [J X K] dimensional matrix with the 0 or 1 inputs where J
represents the number of items and K represents the number of attributes (de La Torre &
Chiu, 2016). In Q-matrix, rows include items and columns include attributes. Each item is
coded by 0 or 1 considering the existence of the defined attribute. 0 means that the attribute
is not required to be mastered and 1 means that the attribute is required to be mastered to
answer the question correct. As an example, for a [J X K] Q-matrix, demonstration can be

shown as follows:

Table 3.4. A Q-matrix example with Three Attributes for Cognitive Diagnostic Models.

Attributes
Attribute 1 Attribute 2 Attribute 3
Item 1 1 0 0
Item 2 0 1 0
Item 3 0 0 1

Based on Table 3.4, to be able to answer item 1, only attribute 1 is required.
Similarly, to be able to answer item 2 correctly, the participants need to master attribute 2,
for item 3 they need to master attribute 3. Table 3.4 is a basic example for Q-matrix
design. In a different example, each item may require more than one attribute as shown in
Table 3.5.

The total number of possible learner profiles depends on the number of attributes and
their hierarchical relationship. If all attributes are independent which means that each item
corresponds only one attribute (Sun et al., 2013), then the number of all possible learner
profiles depends on the number of attributes. If “K” attributes are defined by binary system
(0,1), the total number of possible learner profiles is 2¥. Based on the Table 3.4 example,
there are three independent attributes, so the total number of possible learner profiles is 2°.
This means that there are 8 different latent classes as (000),(100),(010),(001),(11
0),(101),(011),(111). These latent classes show the weaknesses and strengths that
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each group member has. For example, the learners that is grouped in (0 0 0) latent class
does not have any defined attributes. As another example, the members of latent group (1 0
0) have achieved only attribute 1 but they need to improve attribute 2 and 3. On the other
hand, the learners who are classified in (1 0 1) group are good at attribute 1 and 3 but they
do not have attribute 2. In that way, using Q-matrix is helpful to diagnose the strengths and

weaknesses.

Table 3.5. A Q-matrix example with Five Attributes for Cognitive Diagnostic Models.

Attributes
Attribute 1 | Attribute 2 | Attribute 3 | Attribute 4 | Attribute 5
Item 1 1 0 0 0 1
Item 2 0 1 0 1 1
Item 3 0 0 1 1 1
Item 4 1 1 1 1 0
Iltem 5 1 1 1 1 1

3.3.4.1. Construction of Q-matrix for the Current Study. The initial Q-matrix of the

current study was developed by the researcher. The Q-matrix of the current study had 20
multiple-choice items for 6 attributes. To evaluate the Q-matrix, the items and attributes
were asked to match by one academic, one homeroom teacher and two math teachers. As a
result of their suggestions, some revisions are made on the Q-matrix. The final form of the
Q-matrix is provided in Table 3.6. Table 3. 6 also shows the number of the items that

requires mastering each of the attributes.

Table 3.6. Final Form of Q-Matrix.

Attributes
items Al | A2 | A3 | A4 | A5 | A6

o| Ol ol o

0 0
0 0
0 0
0 0

A w| M| e
I I e
o ,| k| .,
| o ol o
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Table 3.6. Final Form of Q-Matrix (cont.).
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*= revised values

The items of the study are given in Appendix 1. Two of the items for the exam are

shown in Figure 3.3 and Figure 3.4:

Karavanla tatile ¢ikan bir aile tatilin,

* birinci haftasinda 2230 km,

* ikinci haftasinda 1985 km,

* liclincii haftasinda 2368 km yol gitmistir.

Buna gore li¢ haftanin sonunda gidilen yol toplam kag kilometredir?

A) 2368 B) 4215 C) 4353 D) 6583

Figure 1.3. Example for Routine Problems.
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Hatice, gittigi bir manavdan her biri 150-gram
olan 6 tane elma ve her biri 10-gram olan / %
cileklerden bir miktar alacaktir. Manav; elmalari i
terazinin sag kefesine, cilekleri terazinin sol ﬁ
kefesine koydugunda yandaki gibi bir goriintii ? |
elde etmistir. (5 Q? D)

Buna gore Hatice en az kag tane ¢ilek almistir? é‘\
=

A) 89

B) 90

C) 91

D) 92

Figure 3.4. Example for Non-Routine Problems.

3.4. Data Collection Process

To evaluate the clarity of the items, the test was administered to a group of 10
volunteer students from 4" grade. The answer sheets of the participants were checked and
the semi structured interviews with the participants were completed to ensure the clarity of
the items, timing, and other issues with same group. Interview questions are provided in
Appendix 2. The clarity of the items and timing were asked to the students. After the
interviews, revisions were made, and the final form of the items was prepared. Regarding

these feedbacks, the duration of the test was decided to be 60 minutes.

The final form of the test was administered to 511 students from various schools in
Istanbul. Detailed information about schools and students were provided in the samples
section. As in the trial test, the place of the items in the test was changed and the test was

organized as four forms. These 4 booklets were named as A, B, C, and D.
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The participants answered 20 items in 60 minutes in their own classroom. For the
test, two consecutive lesson hours were allocated during the day. The test administered
under the invigilation of homeroom teacher and the researcher. Before answering the
items, the test instructions were explained to the students. Students were told that
correction for guessing would not be used, thus it was tried to encourage students to
provide an answer for all the questions. All the students completed the test within 60

minutes.

3.5. Data Analysis

There are various CDMs such as deterministic, inputs, noisy “and” gate (DINA),
deterministic inputs, noisy “or” gate (DINO), noisy-input, deterministic “and” gate (NIDA)
and the reduced reparameterized unified model (R-RUM). General CDMs are the log
linear cognitive diagnostic model (LCDM), the general diagnostic model (GDM) and
generalized DINA (GDINA) model (Ravand, 2016; Ravand & Robitzch, 2015). This study
focuses on the GDINA model to analyse the collected data. Thus, a brief description of
CDMs and GDINA model is given below.

3.5.1. General Properties of CDMs

According to Gulliksen (1950), one of the most important points for test
development is to focus on the relationship between the observed score and skills aimed to
be measured. In the field of education, these skills cannot be measured directly since they
are latent or unobservable skills or attributes (Demir & Kog, 2018). Therefore, the

importance of the latent models has increased and accelerated.

There is different naming for CDMs in the literature. They can be expressed as
restricted latent class models (Haertel, 1989), cognitive psychometric models (Rupp,
2007), multiple classification models and structured item response theory models (Rupp &
Mislevy, 2007). According to Rupp and Templin (2008a), the reason for this diversity
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comes from the expression of aspects of the models regarding certain features. Some
definitions reflect the theoretical background of the models, some reflect the purpose of the

models, and some reflect the statistical properties of the models.

Restricted Latent Class Models are mentioned by Haertel (1989). Depending on
these models, participants are divided into latent classes. However, there is a restriction for
the number of identified latent class models (Haertel, 1989). Cognitive Psychometric
Models focus on two important points. First, it is essential to create multi variable profiles
based on the participants’ responses and second, the level of the participants according to
degree of carrying the characteristics of their profile (Rupp &Templin, 2010). Structured
Item Response Theory Models (SIRT) (Rupp & Mislevy, 2007) demonstrates that the
theoretical foundations that underlie the creation and use of a particular set of
psychometric models. SIRT models depends on evidential arguments. Cognitive
Diagnostic Models aim to show the relationship between items and skills like Item
Response Theory models. In that sense, they have a common point in essence. Thus, the

root of CDMs comes from IRT models.

3.5.2. CDM Types

CDM s are categorized into two groups as specific and general based on whether they
have inter-skill relationships or not. This categorization is summarized by Ravand and
Robitzch (2015) like in Table 3.7. General CDMs can include both compensatory and non-
compensatory types in the same test. On the other hand, specific models can include only
compensatory or only non-compensatory types within the same test. In that case, the
advantage of the general models is they provide an opportunity to choose the best fit model
instead of forcing to pick one single model for all items Therefore, all specific models may

be covered by general models (Ravand, 2016).

For compensatory models, mastery of a skill needed to answer the item successfully
might compensate non-mastery attributes. It means that even though the test takers fail to
answer corresponding item correctly, they may compensate this by answering another item
to achieve the attribute (Ravand & Robitzch, 2015; Ravand, 2016). However, in non-

compensatory / conjunctive models, lack of mastery of any skill cannot be totally
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compensated by other skills based on item performance. To sum up, if a learner did not
master any of the required attributes s/he cannot answer the question correct. To give the

correct answer the learners must master all of the required attributes.

Table 3.7. CDM Types and Examples.
Source: [Ravand & Robitzch, 2015; Ravand, 2016].

CDM Type Examples Author(s)
1. Deterministic-input, noisy-or-gate | Templin and
model (DINO) Henson (2006)
. Compensatory reparameterized S. M. Hartz
Compensatory unified model (C-RUM) (2002)
. Additive CDM (ACDM) de la Torre (2011)
Specific
Non- Deterministic-input, noisy-and- Junker and
Compensatory gate model (DINA) Sijtsma (2001)
Non-compensatory DiBello, Stout,
reparametrized unified model and Roussos
(NC-RUM) (1995); S. M.
Hartz (2002)
General | Both . General Diagnostic Model von Davier
compensatory (GDM) (2005)
and
non- Log-linear CDM (LCDM) Henson, Templin,
compensatory and Willse (2009)
. Generalized deterministic-input, | de la Torre (2011)
noisy-and-gate model (GDINA)
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3.5.2.1. DINA Model. First studies on DINA Model were administered by Macready and
Dayton (1977), Haertel (1989), and Tatsuoka (2002). After these studies, de la Torre and
Douglas (2004), and Junker and Sijtsma (2001) contributed to the literature by revising the

DINA model. DINA model creates a basis for cognitive diagnostic assessment to explain
the relationship between properties of cognitive items and the qualification of the
individuals. (de La Torre, 2008).

DINA consists of the first letters of “Deterministic Input Noisy and Gate”. The
DINA model requires just two parameters for each object, regardless of how many
qualities are necessary. The term of “deterministic input” indicates “1” if a participant has
proper latent skills that is required by the item; it indicates “0” in opposite condition. “and”
expression means that the model is non-compensatory (Toker & Green, 2012). In non-
compensatory models, participants need to have all required and related skills to be able to
answer the item correct (de La Torre, 2009b). Since DINA model is a hon-compensatory
model, to be able to answer an item correctly, participants must have all attained attributes.
Otherwise, both a participant does not have just one attribute and a participant does not
have all attributes will be considered as non-mastery. Although DINA model is considered
as an extension for IRT models, it identifies students’ attributes by dividing them into

latent class models instead of measuring as a continuous variable (Haertel, 1989).

DINA model shows the relationship between latent variables and observable variable
based on probability. It also produces “slipping (s)” and “guessing (g)” parameters as
item parameters. Slipping and guessing parameters can be shown as:

Si=PYij=0|#nij=1 (3.1)
gj=PYij=1|#j=0. (3.2)

S parameter represents that participant answers the item (j) incorrectly even though
s/he has required attributes. This is known as the false positive probability. The lower the
value of the s parameter for the item, the higher the probability that individuals with the
desired characteristics will answer the item correctly (Zhang, 2006). The g parameter, on
the other hand, indicates that the individual answers the item correctly even though he or
she does not master the necessary attributes. This is known as true positive probability.

The higher the value of the g parameter, the higher the probability of answering the item
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correctly for individuals who do not have the necessary qualifications to answer the item
correctly. Similarly, the lower the value of the g parameter, the higher the probability that
the item will be answered correctly only by individuals with the necessary characteristics
(Zhang, 2006). Mathematical expression for DINA Model is given below:
P(Xi)=17ij,5;,9j=1-s; g " (3.3)
where P represents the probability of the student who has all the required skills or
attributes to answer the item correctly. Tatsuoka (1983) stated ai = (ai1 ....... Qik) as
“knowledge states” with aik = 0 or 1 based on having attribute k; ni = (i1 ......... Nii), J
=the total number of items, as a sign of if all necessary attributes for each item mastered by

the participant I, and y;j as the observed score.

3.5.2.2. GDINA Model. GDINA (Generalized DINA) model is one of the compensatory
CDM. Like most CDMs, GDINA model is also constructed using JXK Q-matrix and it

also has L = 2% latent classes. Each latent class can be demonstrated by an attribute
vector (o;;) and each latent class has a success probability which is calculated by P( ;)
(De La Torre, 2011). In DINA model, the possibility of answering an item correctly is
possible only if student has all attributes or skills required by the item (de La Torre, 2011).
For any other cases, the possibility of answering an item always remains at minimum level.
On the other hand, In GDINA model each attribute has an individual effect on the
possibility of answering an item correctly (De La Torre & Rudgers, 2011).

The GDINA model also calculates the probability of each P( oc;) that participant
may have for each item. In GDINA model, if a student has one or more attributes or skills
required by the item, the probability of answering the item correctly changes based on the
weighting of the attribute (De La Torre & Rudgers, 2011).

The item response function of GDINA model can be defined by using one of many
link functions to relate the likelihood of a correct answer to the model requirements, as the
identity, logit, or log link. (de La Torre, & Chiu, 2016; McCullough & Nelder, 1999). The
identity link is used to create the GDINA model's canonical form, and its response function
(De LaTorre & Rudgers, 2011) is expressed as:
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K YK K
Pi(aij) = jo + 8jk 0 + Sjkrer Ok Qi +...+ 812 k) I1,.L; (3.4)
J ko ) o1 ) j ) Hg=1
- kr>1 -

where

8jo s the intercept for item j;

8, is the main effect due to ay;
8jkk: 18 the interaction effect due a; and ay,; and

Sik..... K is the interaction effect dueto a; ......... [

As above the original P (c;;) based formula for GDINA can be divided into parts

according to the total effects of each specific skill and the interaction of skills with each
other. The probability formula for the GDINA model (Ma, & de LaTorre, 2020) is given

below:

.
K EEER ST K
Pi(0ij’) = 8jo + 8ji Ok + ik Ok O +...+ 812, k) [ Loy (35)
J ey J o1 J ) Hg=1
- k=k+1 -

where djo is the intercept, djk is the main effect due to a single attribute ax, djk is a first-
order interaction effect between ox and ax, and dji2...k*j is the highest-order interaction

effect due to a, . . ., ok

3.5.2.3. DINO Model. The DINA model's compensating equivalent is the DINO (Ravand
& Robitzsch, 2018). The DINO model states that mastery of any single attribute enhances
the likelihood of successfully answering any given question in the same way as mastery of
all necessary characteristics would (de La Torre, 2011). The formula of DINO model is

given as

P (X = lou, o) = g0 0702 (1 ) 170707 (36)

In the given formula as similar to DINA model, 1 — s; represents the probability of
not slipping estimate for item j, and g; represents the probability of guessing for an item j.
Compared to GDINA model parameters, it stands for djo = g; and sj=1-djo- dj1 =1- djo- Jj1-
Oj2 = 0j1- Oj2- Oj12.
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3.5.2.4. ACDM. The GDINA model's interaction effects are all adjusted to zero to produce
the ACDM (Ravand & Robitzsch, 2018). According to the ACDM, the likelihood that a
student would correctly answer item j, which calls for the two attributes a; and ay, is as

follows
P (Xj = 1l]aa, 02) = djo + djroa + djoarz (3.7)

Each attribute in the ACDM adds incrementally to the increase in the likelihood of a
successful response, and the absence of one attribute can be made up for by a mastered

attribute since it is a compensatory model (de la Torre, 2011).

3.5.2.5. NC-RUM. By setting all interaction effects to zero, NC-RUM may be produced
from the GDINA similarly to the ACDM (Ravand & Robitzsch, 2018). However, in
contrast to the ACDM, the NC-RUM is estimated using a log link function rather than an

identity link function (de la Torre, 2011). The following information is provided for a two-
attribute item's item response probability
log (P (Xj = 1|aa, a2) = djo + djro1 + djoai2 (3.8)

The NC-RUM is often reparameterized as follows
P (Xj = 1o, 02) = Tj rji_al rj;_az (3.9
As a result, some researchers contend that the NC-RUM is the non-compensatory
equivalent of the ACDM (Roussos et al., 2007).

3.5.2.6. C-RUM. By setting all interaction effects to zero, the C-RUM may also be
produced from the G-DINA, much as the ACDM and NC-RUM. However, the C-RUM
utilizes a logit link function as opposed to the ACDM and NC-RUM (de la Torre, 2011).
For a two-attribute item, the following is the item response probability

logit P (Xj = 1]ou, 02) = djo + djr01 + djpaz (3.10)
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3.5.3. Data Analysis

After the data collection process, the scores and the responses of the participants first
checked manually. Then, all data is entered on an excel file. Each participant is entered to
the dataset considering if they answered the item correctly or not. In order to check the
internal consistency, Cronbach’s alpha (o)) (Cronbach, 1951) was calculated in SPSS (IBM,
2017). Then, students’ response dataset and designed Q-matrix is used to analyse the data.
Relative fit indices were calculated between GDINA, DINA, DINO, ACDM, C-RUM and
R-RUM. Therefore, it is decided for this study to analyse the designed CDA by using

GDINA model based on the test design, the model fit analysis results and literature.

The data of the study is analysed with GDINA model using GDINA package, version
2.8.8. (Ma & de La Torre, 2022) and CDM package (Robitzsch, Kiefer, George, Unlii,
2022) in R software (4.2.0) (R Core Team, 2022). The syntax for the GDINA model is
written in R program. The responses of the students were coded as 0-1 As a result of the
analysis, GDINA gives the model and item fit indices, the item parameters, and the
standard errors of these parameters, the profile distributions of the attributes of the model
and the latent classes of the students. On the other hand, classification consistency values

are calculated by using CDM package.

As a result of the analysis, the values of guessing (g), slipping (s) and GDINA
discrimination (GDI), which are the GDINA model parameters that determine the quality
of the developed test and the Q-matrix, are obtained. Model data fit indices, item
parameters and latent class information related to the final test were examined.
Additionally, 2° attribute profiles were constructed to identify strengths and weaknesses.
Considering the students’ responses, students were assigned to attribute profiles. Detailed

information provided in the results section.



43

3.5.4. Analyses of the Study
In this part, detailed information on the analyses used in the study presented as
follows; reliability, assessment of model relative and absolute fit to the data, item

parameters, identify students’ skill mastery profiles and cross-validation.

3.5.4.1. Reliability. Cronbach’s alpha (a)) (Cronbach, 1951) is stated as a value between 0

and 1 to quantify the internal consistency of a test or scale. Internal consistency refers to
how closely each test item measures the same notion or construct, and it is related to how
closely one item inside the test is related to the other (Tavakol, & Dennick, 2011). Before a
test is used for study or testing, its internal consistency should be established to assure
validity. Therefore, to make sure about the internal consistency of the study Cronbach’s
alpha value was calculated. The acceptable value for alpha, according to several studies
(Cronbach, 1951; DeVellis, & Thorpe, 2021; Tavakol, & Dennick, 2011), is 0.70.

3.5.4.2. Model Fit Statistics. Evaluating model fit to the data allows for testing of

fundamental coherency between the estimated model and observed data to offer model
modifications (DiBella, Roussos & Stout, 2007; Sinharay, Almond & Yan, 2004). Fit
indices are often computed at two levels at the test and item levels: relative fit indices and
absolute fit indices. While deciding the best fitting model out of many other models, data
from the relative fit statistics are beneficial (Chen, de La Torre & Zhang, 2013). On the
other hand, the absolute fit of the model indicates whether the models appropriately match
the data or not (Duong Thi, & Loye, 2019).

3.5.4.3. Relative Fit Statistics. The purpose of the analysis of models’ relative fit to the

data is to check the accuracy of the model. In order to choose the most appropriate model
to analyse the data among competing models, relative fit statistics are evaluated. (Chen,
Torre & Zhang, 2013). The following three statistics:

1. Deviance statistic (i.e., -2log-likelihood (-2LL)): 2In (ML)
2. Akaike Information Criterion (AIC): -2LL + 2P
3. Schwartz Bayesian Information Criterion (BIC): -2LL + P In(N)
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where ML represents the maximum likelihood of the item parameters, P represents the
number of model parameters, L represents the total number of attribute patterns, and N
represents the sample size. To choose the best fit model relative fit statistics were applied
and the relative fit indices of GDINA, DINA, DINO, ACDM, C-RUM and R-RUM were
compared. Regarding the results GDINA was decided to be used to analyse the data. The
model with the lowest value for each statistic will be preferred over competing models
(Chen, de La Torre & Zhang, 2013).

3.5.4.4. Absolute Fit Statistics. Mz, RMSEA: (the root means square error of
approximation fit index for Mz) with 90% CI (confidence interval), SRMSR (the

standardized root mean squared residual) and proportion correct are provided for absolute
fit statistics. Therefore, details of absolute fit statistics for GDINA model are presented

below in detail.

M2 is a sensitive value that is appropriate to identify model misspecifications and
model-data fit (Chen, Liu, Xin, & Cui, 2018; Henson et al., 2009). Some researchers
(Maydeu-Olivares & Joe, 2014) suggest using RMSEA: instead of M. to evaluate the
accuracy of approximation for CDMs and to define the level of model error. RMSEA: is
an indicator that resembles effect sizes and helps to compare different models (Chen et al.,
2018). The RMSEA: scale runs from 0 to 1. According to Hooper et al (2008), the values
less than .06 represents a good fit for RMSEA.. On the other hand, Liu et al. (2016) states
that the values less than 0.05 indicate good fit and the values less than 0.03 indicate
excellence fit. Also, non-significant value of p which means p > 0.05 shows a good fit
(Ravand, 2016). SRMSR is a measure of the degree of the mean of the standardized
residuals between the expected and observed covariance matrices (Chen, 2007). SRMSR

scores between 0.00 and 0.08 are considered as acceptable (Hu & Bentler, 1999).
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3.5.4.5. Accuracy and Consistency. Classification accuracy (Pa) and classification

consistency (Pc) values were calculated to refer to the validity and reliability of the
classification of the students into the latent classes (Ravand, 2016). Classification
consistency measures how consistently a student is placed in the same latent class or how
clearly, s/he will be classified as a master or non-master of the same attribute, when the
test is administered again (re-test) using the same or a similar format (Ravand &
Robitzsch, 2018). Additionally, classification accuracy measures how closely his/her
classification corresponds to his/her actual latent class or how clearly s/he is identified as a

master or non-master of any given attribute (Ravand & Robitzsch, 2018).

In the literature, there are no clear thresholds for classification accuracy and
classification consistency values (Cui, Gierl, & Chang, 2012). However, Cui et al. (2012)
indicates the accuracy (0.68), and consistency (0.52) values of Tatsuoka (2002) are
acceptable. On the other hand, Ravand and Robitzsch (2018) accept the range of accuracy

and consistency categorization rates between 0.70 and 0.80.

3.5.4.6. Cross-Validation. Cross-validation is a resampling technique that tests and trains a

model on multiple iterations using different portions of the data (Browne, 2000). It is most
frequently employed in situations when the aim is prediction, and the researcher wants to
assess how well a predictive model will perform in practice (Browne, 2000). In the present
study, since most of the participants had chosen the distractor and the results found
unexpected, a cross-validation process conducted by eliminating item 1. The results of this
part were presented in the results section.
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4. RESULTS

In the result section, model fit statistics, item parameters, classification accuracy and
consistency values, attribute prevalence, latent class profile and individual level feedbacks

are provided.

4.1. Reliability

In the current study, Cronbach’s alpha (a) was calculated for internal consistency.
According to the results of the reliability test, the Cronbach’s alpha was calculated as 0.76.
Since the value of the Cronbach alpha is above 0.70, it is acceptable (Cronbach, 1951,
DeVellis, & Thorpe, 2021; Tavakol, & Dennick, 2011).

4.2. Model Fit Statistics

Fit indices are calculated, and relative fit indices and absolute fit indices are reported

below.

4.2.1. Relative Fit Statistics

Relative fit indices reported to check the model fit and choose the best fit model.
Deviance (-2LL), AIC, BIC and SABIC values of the data are reported in Table 4.1.

As it can be compared regarding the values in Table 4.1, deviance, and AIC values of
GDINA model were the lowest. Since BIC statistic was not the lowest for GDINA, SABIC
values were also checked. Regarding all relative fit indices GDINA model was chosen to
analyse the data since it has lowest deviance and AIC with the highest number of

parameters. Also, BIC and SABIC indices were relatively close the lowest value. The
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attribute-level GDINA model converged, with the following estimates: —2 log likelihood (-
2LL) = 11126.19, Akaike information criterion (AIC) = 11460.19, Bayesian information
criterion (BIC) = 12167.66, sample-size adjusted BIC (SABIC) =11637.58; 167
parameters. Therefore, these fit values supported the use of GDINA model for the current
study (see Table 4.1).

Table 4.1. Relative Fit Indices.

CDM -2LL AlIC BIC SABIC P

DINA 11384.04 11590.04 12026.38 11698.51 103
GDINA 11126.19 11460.19 12167.66 11637.58 167
ACDM 11238.59 11496.59 12043.08 11633.61 129
C-RUM 11208.10 11466.10 12012.59 11603.12 129
R-RUM 11222.85 11480.85 12027.34 11617.87 129

DINO 11494.47 11700.47 12136.82 11809.88 103

Note: P is the number of model parameters

4.2.2. Absolute Fit Statistics

Mz, RMSEA: (the root means square error of approximation fit index for M) with
90% CI (confidence interval), SRMSR (the standardized root mean squared residual) and

proportion correct are provided for absolute fit statistics.

RMSEA: value for the presented data is calculated as 0.02 which indicates all models
fit the data well. Also, p value found as non-significant (0.70>0.05) which is an indicator
for good fit. The absolute fit values of the GDINA model are recorded as M»= 37.78,
RMSEA: = 0.02 df=43, p=0.70, and SRMSR= 0.04. According to the results of absolute fit

statistics, the model had a good fit to the data.
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4.3. Classification Accuracy (Pa) and Classification Consistency (Pc)

Classification accuracy (Pa) and classification consistency (P¢) values are calculated
to refer to the validity and reliability of the classification of the students into the latent
classes (Ravand, 2016). Classification consistency and accuracy values are reported in the
Table 4.2 below. Table 4.2 shows that how well the participants are accurately and
consistently categorized as masters and non-masters of each attribute. Both accuracy and
consistency values could be regarded as relatively high since the values were above 0.68
and 0.52 (Cui et al., 2012). On the other hand, overall values for the test level accuracy and
consistency values were calculated as 0.67 and 0.52. They are considered as acceptable
(Cui et al., 2012). Regarding all, classification consistency and classification accuracy

values of the presented study were acceptable.

Table 4.2. Classification accuracy and consistency.

Attributes Al A2 A3 A4 A5 A6
Pa .87 87 .88 91 93 93
Pc 79 81 74 15 .84 .89

4.4, ltem Parameters

Guessing and slipping parameters with standard errors and GDINA parameters are

calculated and reported below.

4.4.1. Guessing and Slipping Parameters

The mean of guessing parameter was 0.16 (see Table 4.3) which means that a
participant had 16.13% chance of giving the correct answer to the questions even if they
have not mastered all the needed attributes. Regarding the guessing parameters, all items
were below 0.50 which showed a good fit (Ravand, Barati, & Widhiarso, 2013). Item 17
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(0.28) had the highest guessing parameter whereas item 16 (0.00) had the lowest guessing

parameter value among all items in the test.

The mean of slipping parameter was 0.16 (see Table 4.3) which means that
participants had 15.83% of possibility to give the incorrect answer, although they had
mastery in all needed attributes. When the slipping parameters are checked (see Table 4.3),
it can be said that item 14 (0.62) and item 19 (0.55) have higher values than 0.50. (Ravand,
Barati, & Widhiarso, 2013). Additionally, even though item 5 (0.47) and item 20 (0.39)
are below 0.50, they are relatively high regarding the rest of the items in the test. On the
other hand, item 16 (0.00) and item 3 (0.00) are the items with the lowest slipping
parameter. Also rest of the slipping parameters of the items are less than 0.20 which also
indicates good fit (de La Torre, Hong, & Deng, 2010).

Low guessing and slipping parameter estimations imply that participants who have
mastered the measured attributes can demonstrate these abilities in the test appropriately
(Sen & Arican, 2015). As demonstrated in Table 4.3, items 1, 3, 4, 6, 7, 10, 11, 12, 13, 16,
and 18 are the ones which provide the best informative data since all had low slipping and
guessing parameter estimates. Especially item 16 is the most informative item because it
has the lowest slipping (0.00) and the lowest guessing (0.00) parameter estimate.
Therefore, for a participant who has mastered attributes required by item 16 (A4 and A5),
the probability of giving the wrong answer is 0.01% since slipping parameter estimate is
0.00. Also, for a participant who has not mastered attributes required by item 16 (A4 and
Ab5), the probability of giving the correct answer is again 0.01% since guessing parameter
estimate is 0.00. According to Rupp et al. (2010), to have good model-data fit it is
important to have low slipping and guessing parameter estimates. Therefore, high slipping
and guessing parameters might indicate weak model-data fit. To sum up, regarding the
averages of slipping (0.16) and guessing (0.16) parameter estimates for the data, the
model-data fit for the presented study might be considered as good (de La Torre, Hong, &
Deng, 2010; Ravand, Barati, & Widhiarso, 2013). On the other hand, high slipping

parameter estimates may indicate possible misfits for the items 14 and 19 in the data set.
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Item
Items Guessing SE [g] Slipping SE [s] Discrimination Problem
©) ) Index (IDI) Type

1 19 .06 12 .07 .69 Routine
2 .20 .07 .04 .04 15 Routine
3 .16 .07 .00 .02 .84 Routine
4 16 .03 .02 .04 .82 Non-Routine
5 .07 .03 47 10 46 Non-Routine
6 13 .06 .05 .02 .82 Routine
7 .16 .06 .06 .02 .18 Routine
8 .20 .07 .05 .02 74 Routine
9 .25 .05 16 .07 59 Non-Routine
10 .20 .04 10 .07 .70 Non-Routine
11 16 .06 .03 .02 81 Routine
12 15 .09 .03 .03 .82 Routine
13 10 10 .03 .04 .87 Routine
14 .20 .03 .62 A1 18 Non-Routine
15 .23 .03 .16 .09 .61 Non-Routine
16 .00 .08 .00 .04 .99 Routine
17 .28 .09 15 .07 57 Routine
18 A1 .05 14 .05 15 Routine
19 12 .02 .55 .09 34 Non-Routine
20 14 .03 .39 19 A7 Non-Routine

Mean 16 .16 .68
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Figure 4.1. Diagnostic Accuracy.

Figure 4.1 shows the diagnostic accuracy for each item. Diagnostic accuracy has a
reverse relationship with guessing and slipping parameters. According to the Figure 4.1,
item 5, item 14, and item 19 have low diagnostic accuracy. On the other hand, items 1, 3,
4,6,7,11, 12, 13, 16 and 18 have high diagnostic accuracy. Therefore, these items provide

more diagnostic information on the learners.

4.4.2. Attribute Combinations

GDINA parameter estimates for the items of the study are shown in Table 4.4. The
first column displays the item number, the second one (required attribute) includes the
required attributes for the item, the possible patterns of attribute mastery (attribute
combination) is shown in the third and fifth column, fourth and sixth columns shows the
success probability (p) of the item based on participants’ mastery of attribute that is
required by the item. The number of estimated item parameters for the study (104) is
calculated by the sum of number of parameters for each item in the study. However,
number of parameters is not equal for each item. It depends on how many attributes are
needed to master the item. All the main effects and interactions are evaluated since

GDINA is a saturated cognitive diagnostic model. For instance, items 1, 2, 3, 4,6, 7, 8, 9,



52

10, 11, 15, 16, 18, and 19 require two attributes. For these items four item parameters are
estimated for each item as on intercept (00), two main effects (10, 01) and one interaction
effect (11). Mathematically, since the attribute level of the study is designed as
dichotomous level, the number of the item parameters for any item can be calculated by
the base of 2. Therefore, the number of the item parameters of each item can be calculated
by using “2%” where a is the number of the required attributes for the item. Accordingly,
for items 5, 12, 13, 14, 17, and 20, three attributes are required. Eight parameters (2°) are
calculated for each item as follows, one intercept (000), three main effects (100, 010, 001)
and four interaction effects (110, 011, 101, 111).

The intercept parameters display the chance of giving the right answer even if none
of the needed attributes are mastered (Ravand, 2016). The intercept parameter measures
the probability of “guessing” the correct answer without mastering any of the attributes.
The main effects demonstrate the change in the likelihood of successfully answering each
item when only one of the required attributes is mastered. Interaction effects demonstrate
the change in the likelihood of successfully answering each item when more than one
attributes are mastered. All item parameter estimates for the study and all intercept, main
effects and interaction effects are shown in Table 4.4. Items 1, 3, 12, 14, and 16 are
explained below by using the data from Table 4.4. In the Table 4.4, attributes are coded as
Al (addition), A2 (subtraction), A3 (multiplication), A4 (division), A5 (routine problem-

solving), A6 (non-routine problem-solving).

Table 4.4. Item Parameter Estimates.

Item Required Attribute Attribute
Number attribute combination P combination P
P (00 .19 P (01 27
1 Al-A5 (00) 1)
P (10) .00 P (11) .88
P (00 21 P (01 74
2 Al-A5 (00) (01)
P (10) .90 P (11) .96
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P (00) 16 P (01) 94
3 A1-A5

P (10) 95 P (11) 99

P (00 16 P (01 44

ALAS (00) (01)

4 P (10) 36 P (11) 08

P (000) 07 P (110) 27

P (100) .00 P (101) 99
5 AL-A2-A6

P (010) 40 P (011) .00

P (001) 20 P (111) 53

P (00 13 P (01 54
6 A2-A5 (00) (D

P (10) 61 P (11) 95

P (00 16 P (01 64
7 A2-A5 (0 D

P (10) 35 P (11) 94

P (00 21 P (01 66
8 A2-A5 (00) (0D

P (10) 99 P (11) 95

P (00 25 P (01 .00
9 A2-AB (00) (0D

P (10) 53 P (11) 84

P (00) 20 P (01) 00
10 A2-A6

P (10) 29 P (11) 90

P (00) 16 P (01) 57
11 A3-A5

P (10) 48 P (11) 97

P (000) 15 P (110) 46

P (100) .00 P (101) 48
12 A2-A3-A5

P (010) 68 P (011) 99

P (001) 46 P (111) 97

P (000) 10 P (110) 0001

P (100) .00 P (101) 37
13 A1-A3-A5

P (010) 73 P (011) 81

P (001) 49 P (111) 97
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P (000) 21 P (110) 21

P (100) .00 P (101) 34
14 A3-A4-Ab

P (010) 10 P (011) 14

P (001) .00 P (111) 38

P (00) 23 P (01) 10
15 A3-A6

P (10) 09 P (11) 84

P (00) .00 P (01) 41
16 A4-A5

P (10) 79 P (11) 99

P (000) 28 P (110) 64

P (100) .00 P (101) 48
17 AL-A4-A5

P (010) 25 P (011) 69

P (001) 32 P (111) 85

P (00) 11 P (01) 31
18 A4-A5

P (10) 30 P (11) 86

P (00) 12 P (01) 50
19 A4-AB

P (10) 11 P (11) 45

P (000) 14 P (110) 18

P (100) 06 P (101) .00
20 A3-A4-AB

P (010) 19 P (011) .00

P (001) 79 P (111) 61

Below, some items with high, middle, and low diagnostic accuracy were chosen and

presented (see Figure 4.2, Figure 4.3, Figure 4.4, Figure 4.5, and Figure 4.6). For example,

item 1 is accepted as a diagnostically informative item. According to Table 4.4, the

intercept effect of item 1 is 0.16. It means that the probability for someone guessing the

item 1 correctly is 15.93%. Item 1 requires attributes Al (addition) and A5 (routine

problem-solving) to answer correctly. The main effects of these attributes are .00 and .27.

This means that the probability of answering correctly for the participants who have

mastered at only addition is very low (0.00%) which means that mastering only A1 may

mislead the participants. The probability of answering the item correctly is 26.63% for the

participants who have mastered only routine problem-solving skills. The probability of
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giving the correct answer for a participant who has mastered both addition and routine
problem-solving skills is 87.80%. Figure 4.2 shows the distribution of the probabilities
along attribute combinations for item 1.

Item 1

0.5 I
o m ]

P(O0)  P(10) P(O1)  P(11)

Figure 4.2. Parameter distribution of Item 1.

To exemplify an item that is not diagnostic, item 3 is examined. Item 3 has low
slipping (.00) and guessing (.16) parameters. Item 3 requires two attributes as Al
(addition) and A5 (routine problem-solving). The probability of guessing the correct
answer to the item without mastering any of the attributes is 15.91%. Giving the correct
answer by mastering only addition is 95.41% and mastering only routine problem-solving
is 93.88%. The probability of giving the current answer for the participants who have
mastered both attributes is 99.99%. It can be stated that mastering at least one of the

required attributes increases the probability significantly (see Figure 4.3).

Item 3
1

0 [

P(00) P(10) P(01) P(11)

Figure 4.3. Parameter distribution of Item 3.

As another example, item 12 requires three attributes to master as A2 (subtraction),
A3 (multiplication), A5 (routine problem-solving). The probability of guessing the correct
answer without mastering any of the required attributes is 14.58%. The main effects of
each attribute that show the probabilities of answering the item correctly by mastering only
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one attribute are 0.01% for subtraction, 67.59% for multiplication, 46.38% for routine
problem-solving. The probability of answering the item correctly for a participant who
have mastered subtraction and multiplication is 46.48%, subtraction and routine problem
solving is 48.47% and multiplication and routine problem-solving is 99.99%. Additionally,
the probability for the ones who have mastered all three attributes is 96.80%. For item 12,
P (010) has higher probability than P (110) and P (101). Also, P (011) has higher
probability than P (111) (see Figure 4.4).

Item 12
1
0.8
0.6
0.4 I I I
0.(2) -
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Figure 4.4. Parameter distribution of Item 12.

Item 14 is classified as one of the lowest informative items regarding Figure 3. ltem
14 requires three attributes to master as A3 (multiplication), A4 (division) and A6 (hon-
routine problem-solving). The probability of giving the correct answer by guessing is
20.69%. The main effects are multiplication 0.01%, division 9.79% and non-routine
problem-solving 0.01%. interactions for multiplication and division 21.46%, multiplication
and non-routine problem-solving 34.37%, and division and non-routine problem-solving
13.98%. Also, for a participant who has mastered all three attributes the probability of
answering the item correctly is 38.22%. Figure 4.5 shows the distribution of the

probabilities along attribute combinations for item 14.
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Figure 4.5. Parameter distribution of Item 14.

Item 16 is diagnostically the most informative item based on Figure 4.6. Item 16
requires two attributes which are A3 (multiplication) and A5 (routine problem-solving).
The participants who have not mastered any of these two attributes have almost no chance
of answering the item correctly (0.01%). On the other hand, the main effects of the items
are as .77 and .41. The results show that a participant who has mastered only multiplication
has 76.63% probability of answering correctly and a participant who has mastered only
routine problem-solving has 41.32% probability to answer right. For anyone who has
proficiency in all required attributes, the probability of giving the right answer is 99.99%
(see Figure 4.6).

Item 16
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Figure 4.6. Parameter distribution of Item 16.



4.5. Attribute Prevalence

58

The GDINA model also provides an opportunity to measure attribute prevalence for

the sample group. The attribute prevalence is calculated by adding the probability for each
latent class that requires the particular attribute. Table 4.5 shows the attribute prevalence
for the current study. In Figure 4.7, the frequency of attribute mastery of the six attributes
are provided. The attributes in the study are named as Al (adding), A2 (subtracting), A3
(multiplying), A4 (dividing), A5 (routine problem solving) and A6 (non-routine problem
solving). Therefore, while A1, A2, A3, and A4 are related to the four operations and

operational skills, A5 and A6 are related to problem-solving skills.

Table 4.5. Attribute Prevalence.

Attributes Al A2 A3 A4 A5 A6
Mastery of
attribute 31 57 .33 33 75 A7
(Level 1)

= Non-mastery = Mastery
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Figure 4.7. Attribute Probabilities.
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Among six attributes, the participants have the highest attribute prevalence for A5
(routine problem-solving). On the other hand, A6 (non-routine problem-solving) has the
lowest attribute prevalence than any other attribute in the study. Therefore, the results in
Table 4.5 indicate that attribute prevalence of the participants is relatively higher for A5.
Furthermore, as the attribute prevalence estimates (see Table 4.5) are examined, it shows
that A2 (subtracting) is higher than Al (adding), A3 (multiplying) and A4 (dividing). The
results indicate that participants are more likely to have proficiency in subtracting rather
than any other operational skill. However, regarding the attribute prevalence for the
operational skills of the participants, it can be said that the mastery probability for
subtracting skills (.57) highest. Division (.33), multiplication (.33) and addition (.31) skills
follow the subtraction. However, while A2 (subtracting) is relatively higher than other
operational skills, there is not a high difference between A1l (addition), A3 (multiplication)
and A4 (division). These results shows that students have difficulty in mastering
operational skills and especially non-routine problem-solving skills. However, they have
mastered at routine problem-solving skills. The strongest mathematical operation for the

given group is subtraction.

4.6. Attribute Matery Profiles

Attribute class patterns and the attribute probabilities are shown in Table 4.6. The
class patterns can be named as latent class profile or attribute mastery profile. There are 64
different latent attribute classes depending on the number of attributes in the study. The
percentage of participants for each profile is shown in Table 4.6 along with the 64 profiles.
The attribute patterns in the study vary from completely non-mastery profile (000000) to
completely mastery profile (111111) and it includes all possible outcome profiles. Since
the total of the probabilities for the 64 distinct latent class profiles is equal to one whole
(2.00), the probability estimates presented in Table 4.6 are expressed as percentages (Sen
& Avrican, 2015).
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Figure 4.8 shows the distribution of attribute mastery profile probabilities for the
largest 21 attribute mastery profiles because rest of the attribute mastery profiles have a
probability less than 1%. Since the rest of the attribute mastery profiles were so low or
zero, they were not presented below. According to Figure 4.8, it can be said that there is a
quite high difference between the probability distributions for the most common two
attribute mastery profiles, 000010 and 010010, and all other attribute mastery profiles.
Also, after the largest sixth attribute mastery profile, the probability of the rest is below
5%.
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Figure 2.8. Latent Class Probability Distribution.

In the line of Table 4.6, the probability of non-mastery profile (000000) is .06.
Therefore, 5.56% of the students have not mastered any of the attributes. 000000 attribute
mastery profile is the fifth largest profile. On the other hand, the probability of profile with
all mastered attributes is .06. It means that 6.16% of the participant in the research group
have mastered all attributes. 111111 attribute mastery profile is the third largest profile.
Therefore, it is important to indicate that both non-mastery and all mastery attribute
profiles are relatively common for the participants. Additionally, according to the Table

4.6, the most popular attribute class profile is 000010. This profile indicates that
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participants have highest probability of mastering routine problem solving skills. 24.35%
of the participants are matched with mastering only routine problem-solving attribute.
However, as it can be seen in the Table 4.6, the probability of having the profile with
mastery of non-routine problem-solving attribute only (000001) is equal to 0. According to

the data, there is no one who is matched with the 000001-attribute profile.

Table 4.6. Attribute Class Mastery Probabilities.

Class Profile Probability Class Profile Probability
000000 .05 011100 .02
100000 01 011010 01
010000 .00 011001 .00
001000 .02 010110 .00
000100 .00 010101 .00
000010 24 010011 .00
000001 .00 001110 .00
110000 .00 001101 .00
101000 .00 001011 .00
100100 01 000111 .00
100010 .00 111100 .00
100001 .00 111010 .02
011000 .00 111001 .00
010100 .00 110110 .00
010010 15 110101 .00
010001 .00 110011 .00
001100 01 101110 .00
001010 .00 101101 .00
001001 .00 101011 .00
000110 .00 100111 .00
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Table 4.6. Attribute Class Mastery Probabilities. (cont.).

000101 .01 011110 .05
000011 .03 011101 .00
111000 .02 011011 .00
110100 .04 010111 .02
110010 .05 001111 .00
110001 .00 111110 .06
101100 .00 111101 .00
101010 .00 111011 .00
101001 .00 110111 01
100110 .00 101111 .00
100101 .00 011111 01
100011 .00 111111 .06

The most common attribute profiles among the participants are 000010 (24.35%),
010010 (15.79%), 111111 (6.16%), 111110 (5.89%), 000000 (5.56%), and 110010
(5.56%). Regarding the most common attribute profiles, the attribute patterns of these
profiles are explained. For example, 000010 (24.35%) is the most popular attribute profile.
A student who is assigned to 000010 profile has mastered only routine problem-solving
skills. The next popular attribute profile is 010010 (15.79%). A student who is assigned to
010010 has mastered both subtracting and routine problem-solving attributes. These results
are expected based on attribute prevalence estimates in the Table 4.5 since routine
problem-solving skills (A5) has the highest attribute prevalence estimate (.75) and it is
followed by the subtraction attribute (A2) prevalence estimate (.57). Additionally, the most
popular third attribute profile is 111111 (6.16%) which shows the probability of assigned
participants to the latent class. Attribute profile 111110 follows the line with 5.89%
probability of participants assigned to the class. Attribute profile 111110 means that the
participants in that class have mastered all attributes except A6 (non-routine problem-
solving). According to the Table 4.6, non-mastered attribute profile (000000) follows
closely behind with 5.56%. This probability of non-mastery profile is among the high
probability profiles. Furthermore, 110010 attribute profile shares the same probability with
the non-mastery profile which is 5.56%. The students who are matched with 110010
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attribute profile have mastered addition (Al), subtraction (A2) and routine-problem-

solving (A5) attributes.

Based on the most common attribute profile patterns (000010, 010010, 111111,
111110, 000000, 110010) as we mentioned, it is observed that adding (Al), subtracting
(A2), and routine problem-solving (A5) attributes have mastered mostly. However,
multiplying (A3), dividing (A4), and non-routine problem-solving (A6) attributes have not
mastered mostly compared to adding, subtracting and routine problem-solving attributes.
Consequently, it can be said that multiplying, dividing and non-routine problem-solving
attributes are found relatively difficult to master by the most participants. Especially, non-
routine problem-solving attribute (A6) has not been mastered by any of the most frequent
attribute profiles except 111111 (6.16%). Similarly, multiplying (A3) and dividing (A4)
attributes have not been mastered except attribute profiles 111111 (6.16%) and 111110
(5.89%). The attribute mastery profiles that no one belongs are 000100, 000001, 110000,
101000, 100010, 100001, 011000, 010001, 000110, 110001, 101100, 101010, 101001,
100110, 100101, 011001, 010110, 010101, 001101, 001011, 000111, 111100, 110110,
110101, 110011, 101110, 101101, 100111, 011011, 001111, and 111101.

4.7. Estimated Attribute Profiles of Individuals

The estimates of attribute profiles for each participant with the mastery probability
for each attribute are reported below. Table 4.7 shows the estimated attribute profile for the
participant. The participants in the table were chosen regarding their laten class, success
rate and the number of correct answers to be able to compare their learner profiles. On
Table 4.7, the estimates of attribute profiles (EAP), individual mastery probabilities for
each attribute, average success percentage of each participant depending on their mastery
levels and the number of correct answers in the test are provided. EAP is coded by using
attribute mastery probabilities as a base. If the participant has mastered the attribute, then
the attribute is coded as “1”, if s/he have not mastered the attribute, it is coded as “0”’. The

threshold for the mastery level is accepted as 0.50 by GDINA package (Ma & de La Torre,
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2022). The participants who have a mastery probability above .5 is coded as “17, if it is

below .5, it is coded as “0”.

Table 4.7. Estimated Attribute Probabilities.

Participant EAP Al | A2 | A3 A4 A5 A6 :zz Correct
ID11 110100 .86 | .89 | .003 | .86 14 | .0003 | 45% 6
ID23 110100 | .98 | .98 | .001 98 | .019 | .0004 | 49% 8
ID35 010010 .09 | .50 | .0013 | .012 .98 | .0008 | 26% 8
ID40 000010 | .07 | .47 | .0033 | .012 | .98 | .041 | 26% 8
ID53 111110 .73 | .98 .93 .89 .99 004 | 75% 10
ID72 011111 .04 | .94 87 .86 .99 .63 2% 10
ID74 111110 .94 | .99 .95 960 | 1.00 A1 82% 14
ID83 111111 .72 | .99 .96 .86 .99 94 92% 15
ID171 111111 97 | 1.0 .84 97 | 1.00 | .57 89% 16
ID192 111011 .99 | .99 .97 .001 | 1.00 | .97 82% 16
ID475 111111 10 | 1.0 1.0 1.0 1.0 .99 99% 20

4.7.1. Student-Level Feedback

Table 4.7 provides diagnostic information on each participants’ weaknesses and

strengths in the light of six attributes. For example, ID11 has answered six items in the test
correctly. s/he is assigned to EAP (1 1 0 1 0 0) since she/ has mastered Al (86.21%), A2
(89.07%) and A4 (86.34%) but s/he has not mastered A3 (0.03%), A5 (13.67%) and A6
(0.03%). According to Table 4.7 ID11 answered 6 items out of 20 items correctly. Even

though the number of the correct answers is below the fifty per cent, ID11 can answer the
items that requires Al, A2 and A4. However, ID11 has not mastered A3, A5 and A6.

Especially A3 and A6 are the lowest probabilities (see Figure 4.9). Therefore, the

weakness of the participant are multiplication, routine, and non-routine problem-solving

attributes. Although s/he has quite high probabilities for addition, subtraction, and division,

they may also improve.
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Figure 3.9. Estimated Attribute Probability Distribution of ID11.

As another example, 1D192 has answered 16 items correctly. S/he is assigned the
EAP (11101 1) because s/he has mastered Al (99.05%), A2 (99.98%), A3 (97.74%),
A5(100%), A6 (97.74%). However, the mastery probability for A4 is equal to 0.09%
which is almost impossible. Even though the general probabilities of the participant high,
s/he has a fundamental problem with division (see Figure 4.11). Therefore, the weakness
of the participant is division, and the strengths of the student are addition, subtraction,

multiplication, routine, and non-routine problem-solving attributes.
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Figure 4.10. Estimated Attribute Probability Distribution of 1D192.
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Figure 4.11 includes attribute mastery probabilities of two participants who have the
same number of the correct answers. Both ID53 and ID72 has answered 10 items out of 20
items correctly. In a standard classroom assessment with equal score distribution per item,
these participants would share the same score and be assumed in the same level. However,
while ID53 is assigned to EAP (1 1 1 1 1 0) with 75% success probability, ID72 is
assigned to EAP (0 1 11 1 1) with 72% success probability (see Figure 4.11). When the
distributions are analysed, 1D53 has mastered Al (72.98%), A2 (93.83%), A3 (89.18%),
A4 (89.18) and A5 (0.04%). On the other hand, ID72 has mastered A2 (94.86%), A3
(94.86%), A4 (87.60%), A5 (99.96%) and A6 (63.46%). Additionally, ID53 has failed to
master A6 (0.4%) but ID72 has failed to master Al (4.3%). To sum up, their common
strengths are subtraction, multiplication, division and routine problem-solving. The
weakness of 1D53 is non-routine problem-solving but the mastery probability of addition is
lower than the other mastered attributes. The weakness of ID72 is addition but the mastery
probability of non-routine problem-solving attribute is lower than the other mastered

attributes.

——|D53 =——I|D72

Figure 4.11. Estimated Attribute Probability Distribution of ID53 and ID72.

Figure 4.12 involves attribute mastery probabilities of two participants who are
assigned to the attribute profile. Both ID11 and 1D23 are assigned to EAP (1101 0 0).
ID11 has answered 6 and 1D23 has answered 8 out of 20 items correctly. Both ID11 and
ID23 have mastered Al (86.21%; 98.16%), A2 (89.07%; 98.52%) and A4 (86.34;
98.20%), respectively. They also both have failed to master A3 (0.3%; 0.1%), A5 (13.67%;
1.86%) and A6 (0.03%; 0.004%), respectively. Thus, the strengths of both ID11 and 1D23
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are addition, subtraction and division and their weaknesses are multiplication, routine and
non-routine problem-solving. Regarding the data in Table 4.7 and the pattern in Figure
4.12, the similarity between two participants who share the same attribute profile can be

seen.

Al
1
A6 0.5 A2
0
A5 A3
A4
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Figure 4.12. Estimated Attribute Probability Distribution of ID11 and 1D23.

Figure 4.13 displays that attribute mastery probabilities of three participants who are
assigned to the attribute profile. 1D83, ID171 and ID475 are assigned to EAP (111111)
which is the attribute profile for the participants who have mastered all required attributes
in the test. ID83 has answered 15 items correctly with 92% average mastery probability,
ID171 has answered 16 items correct with 89% average mastery probability, and 1D475
has answered 20 items out of 20 items correctly with 99% average mastery probability.
All participants have mastered all required attributes. ID83 has mastered Al (71.79%), A2
(99.64%), A3 (96.02%), A4 (99.98%), A5 (94.73%) and A6 (94.73%). ID171 has mastered
Al (96.82%), A2 (100%), A3 (84.16%), A4 (97.56%), A5 (100%) and A6 (57.50%).
ID475 has mastered Al (100%), A2 (100%), A3 (100%), A4 (100%), A5 (100%) and A6
(99.98%). Regarding these mastery attribute probabilities, the lowest probability of ID83 is
addition (72.79) and ID171 non-routine problem-solving (57.50%) might be improved.
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Figure 4.13. Estimated Attribute Probability Distribution of ID83, ID171 and ID475.

4.8. Cross Validation Analysis

The results in the distribution of the attributes created a question mark since addition
attribute was lower than expected. It is realized that in Item 1, the students repeated the
same mistake. It was realized that most participants selected the same distractor in item 1.
Item 1 requires mastery in addition and routine problem-solving attributes. For that reason,
it is thought that this item may affect the results. To evaluate this effect, the attribute
prevalence is recalculated by excluding item 1. The attribute prevalence values of the data

except item 1 is reported in Table 4.8.

Table 4.8. Attribute Prevalence for Cross Validation Analysis.

Attributes Al A2 A3 A4 A5 A6
Level 1 0.54 0.48 0.62 0.74 0.19 0.74
Level 2 0.46 0.52 0.38 0.26 0.81 0.26

Level 0 = non mastery, Level 1 = mastery
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According to Figure 4.14, the probability of addition attribute is higher than the
prevalence with item 1. Eliminating item 1 cause to an increase in the probability of
mastering addition. However, still subtraction has the highest attribute prevalence among
all operations. On the other hand, routine problem-solving attribute also increased but not

as much as addition attribute.

0.8
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0.2

Al A2 A3 A4 A5 A6

—Cross-validation =study

Figure 4.14. Comparison of Attribute Prevalence.
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5. DISCUSSION

The purpose of this study is to determine the weaknesses and strengths of fourth-
grade students' abilities to solve routine and non-routine problems involving four
operations by using CDMs. A CDA test is particularly developed based on fine-grained
attributes to offer diagnostic and educational feedback to the students. In order to achieve
this aim, 2021-2022 fourth grade math curricula were examined, and six attributes are
identified as addition, subtraction, multiplication, division, routine problem-solving and
non-routine problem-solving. An instrument with 20 items was designed to collect data.
First form of the Q-matrix was developed by the researcher and one academic from the
measurement and evaluation field. Then, Q-matrix was confirmed by one homeroom and
two math teachers to assure the validation of Q-matrix. After the necessary modifications,
the form of the Q-matrix was finalized. Data collection and data entrance processes were
completed, and data were analysed.

The collected data were analysed with DINO, DINA, ACDM, C-RUM, R-RUM and
GDINA to evaluate the model fit to the data. The results of the model-fit tests showed that
the GDINA model more closely matches the data than the other models. According to the
results of the model fit studies (Basokcu, 2014; Ma, laconangelo & de La Torre, 2016),
GDINA is a more advantageous model. Basokcu (2014) conducted a study with a similar
test design to the presented study including multiple-choice math items. He evaluated the
model-fit of different CDMs for different Q-matrices. The results showed that changes in
Q-matrix have a smaller effect on latent class classifications for GDINA models (Basokcu,
2014) compared to other models. Ma, laconangelo & de La Torre (2016) also investigated
how to identify the best fit model, they also come up with a similar conclusion. GDINA is
a non-compensatory model which has flexibility for the assumption of equal likelihood of
correct responses when learners do not fully master the necessary attributes. This creates a
variety for the probability of giving the correct answer, even so students do not have
proficiency for all the attributes (Duong Thi & Loye, 2019; Loye, 2010). All in all, the
collected data of the study were analysed using GDINA to define and interpret attribute

mastery profiles of the students and the diagnostic validity of the test items.
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Validity and reliability values of the test were also analysed, and classification
accuracy and classification consistency values are calculated to check validity and
reliability. Attribute reliability is an important factor in CDA since it contributes to
diagnostic score quality (Gierl et al., 2009). There is no definite base value for both
classification consistency and accuracy values in the literature (Cui, Gierl, & Chang,
2012). Therefore, the validity and reliability values were checked by comparing the values
of other researchers in the literature (Cui et al.,, 2012; Tatsuoka, 2002; Ravand &
Robitzsch, 2018). Attribute-level and test level accuracy (0.67) and consistency values
(0.52) were found acceptable (Cui et al., 2012; Tatsuoka, 2002; Ravand & Robitzsch,
2018).

Item parameters were calculated and reported in the results section. In the study,
guessing and slipping parameters and GDINA parameters were presented. Item parameters
were used to check how informative and diagnostic items are. For the average of guessing
parameters all items are in an acceptable rank which is below both 0.5 (Ravand, Barati, &
Widhiarso, 2013) and 0.20-0.30 (de La Torre, Hong, & Deng, 2010). It means that it is
hard for the participants to give the correct answers, if they have not mastered the required
attributes in the test. However, out of 20 items 18 items were acceptable for the slipping
parameter. Items 14 and item 19 were relatively high regarding overall slipping estimates
in the study. This may indicate that the items were found hard by the participants. The
level of the items and the clarity can be checked. Items with low slipping and guessing
parameters were regarded as diagnostically informative by Rupp et al. (2010). When the
slipping parameters were ranked it can be seen that the highest six items are related to non-
routine problems and two of them was not acceptable. When also latent class profile
probabilities were checked there is a relationship between the items and latent class
profiles. The probability of mastering only non-routine problem-solving attribute is
impossible according to analysis of the test. When all mastery profiles that require non-
routine problem-solving ability are checked over, the probability of mastery for these
profiles is so low except the full mastery attribute profile. The attribute profile who
involves the students who have mastered all the attributes is among the most common
attribute classes. Therefore, the probability of mastering non-routine problems is higher for
the students who have mastered all addition, subtraction, multiplication, division and

routine problem-solving skills. According to these results, mastering four operations and
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routine problem-solving skills may increase the probability of mastering non-routine
problem-solving attribute. Additionally, when the GDINA parameters are examined, it can
be seen that there is a pattern in the distribution of success probability of the routine
problem-solving items except item 1. Except for the non-mastery profile, the success
probabilities of the profiles of the routine problem-solving items are quite high compared
to the distribution of all non-routine items. This shows that students do not need to master
all required attributes for the routine problem-solving items. It is enough for them to
master only operational skills or problem-solving skills. The reason for why item 1 is an
exception might be a distractor. When the answers of the participants were checked, there
is a repeated mistake that led them to the distractor. The success probability distribution of
the item supports that claim because it shows that students who have mastered only
addition could not answer the item correctly. Even though having only routine problem-
solving attribute contribute more to give the correct answer, the best probability belongs to
having all required attributes. All in all, the items in the test were considered as

diagnostically informative regarding the item parameter values.

Attribute prevalence values were also measured to demonstrate the frequency of
attribute mastery. The distribution of the attribute mastery for the study from the highest
to the lowest probability as follows; routine problem-solving, subtraction, multiplication,
division, addition, and non-routine problem solving. The results of the attribute prevalence
shows while the most common attribute is routine problem solving, the least common
attribute is non-routine problem-solving. When we combine the data from the item
parameters, the attribute prevalence is an expected result. According to these results,
mastering non-routine problem is difficult than mastering routine problem-solving and any
other attributes in the study. As it is mentioned above, GDINA parameters showed that the
probability of being able to solve a routine problem is high, even though the learner has
mastered one of the attributes. Therefore, the students who have mastered operational
skills have higher chance to be able to solve routine problems rather than non-routine
problems. For the non-routine problems students need to have also non-routine problem-
solving skills. The second common attribute is subtraction. It is followed by division,
multiplication, and addition. However, the probabilities for these three operations are too
close. Therefore, addition, multiplication and division attributes were found harder than

subtraction attribute to master. Prieto (2016) stated that issues on addition and subtraction
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with natural numbers may cause many problems since these operations are taught as
procedures to be follow with the same kind of examples. Kilig (2013) also indicated that

students are better at subtraction and addition rather than multiplication and division.

According to the results of presented study subtraction has a higher probability of
success but addition is quite like other operational skills. The reason of this might be the
distractors in the addition problems. The results of the cross over study showed that
eliminating the item 1 increases the attribute prevalence of addition and routine problem-
solving skills. Regarding the results of attribute prevalence for cross over analysis, the
highest attribute is routine problem-solving skills with a quite high probability of success,
then subtraction, addition, multiplication, division, and non-routine problem-solving skills.
Therefore, the participants of the study are better at routine problem-solving, subtraction
and addition rather than multiplication, division, and non-routine problem-solving skills
according to the cross over study. It is not surprising that students have better probability
of addition and subtraction rather than multiplication and division since they are learning
these skills for a longer time and practice them more (Kilig, 2013; Brandt, Bassoi, &
Baccon, 2016). However, the difference between the probabilities for routine and non-
routine problem solving is quite high. However, the difference between the probabilities
for routine and non-routine problem solving is quite high. Passolunghi and Pazzaglia
(2005) and Tertemiz (2017) also indicated that students’ success is getting lower, when
researchers change the way, they ask the questions. Even though they are asking adding or
subtracting questions, students show lower success when they see a question out of the
box. One of the reasons might be question types they regularly solve in the classroom
environment (Kilig, 2013) and also the perception of the teachers toward mathematical

problem-solving (Stoyanova, 2003).

When attribute mastery profiles of the participants were analysed, the most frequent
latent classes can be identified. Using the analysis of the attribute mastery profiles,
classroom level diagnostic feedbacks can provide to the teachers and educators. In this
study, the most common latent class is 000010 which includes the participants who have
mastered only routine problem-solving skills. It is followed by 010010 which involves the
participants who have mastered subtraction and routine problem-solving skills. These two

results are expected since they match with also attribute prevalence results. According to
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the Kili¢ (2013), students tend to pose questions like simple numeric expressions or simple
problems, and it reflects the perspective of the students to the math problems. Since drill
and practice method is a common method for the instruction it affects students’ problem-
solving skills also. There is a huge difference between the routine and non-routine
problem-solving attributes. The attribute profiles require routine problem-solving skills
contain larger percentage of the participants. It means that mastering routine problem-
solving skills is more common among participants rather than any other attributes. On the
other hand, those which include non-routine problem-solving attribute are not that popular
except the profile with mastery of all attributes. Stoyanova (2003) indicated that problem-
solving skills of the students are related to the problem-solving skills of the teacher and the
type of classroom works that they complete in the class while learning. Therefore, the
classroom instruction should be improved and enhanced with new educational approaches
in order to increase students’ non-routine problem-solving skills. The following largest
skill profiles are students who have mastered all attributes (111111), who have mastered
all except non-routine problem-solving attribute (111110), who have mastered none
(000000) and who have mastered addition, subtraction and routine problem-solving
(110010). Therefore, the largest part of the class has mastered routine problems or
subtraction. Rest of the students mostly belong to 111111, 111110 or 110010. Also, while
it is possible for the participant to master only routine problem-solving or subtraction
attributes, the possibility of mastering only non-routine problems is found as zero which is
impossible. It means that students who have not mastered all four operations and routine
problem-solving have difficulty to be able to master non-routine problem-solving. Also,
there are latent classes with no assigned student in the test. The reason might be the high
difference between the probabilities mastering the attributes. Since there is a high
difference between routine and non-routine problem-solving attributes, it may limit the
variety. Also, sample size of the study may be the reason. With a larger sample size, the

attribute master profile of the students may differentiate more.

One of the most significant purposes of the study is to provide diagnostic feedback
for each learner based on the cognitive diagnostic assessment test which is developed for
this research. As a result of the analysis, each participant is given an attribute profile
showing which skills they have mastered and which they have not. In addition, the analysis
shows the percentage of participants who mastered a certain skill or attribute, as well as the
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percentage of participants in each latent class (de La Torre, 2019). Summative classroom
assessments or large-scale exams are mostly designed to provide one single score to the
participants to show their success or conceptual knowledge (de Ayala, 2009; Hambleton,
Yao & Boughton, 2007). These one-dimensional summative tests, rank or categorize the
students according to one total score that depends on number of the correct answers
(Wang, 2009) instead of providing in-depth feedback to students to improve and enhance
their learning (Choi, 2010; de La Torre & Karelitz, 2009). Therefore, the study may help
teachers and students to diagnose weaknesses and strengths of the individuals on the
domain. In that way, teachers may help students to improve their learning by arranging the
instruction. Also, students can change their studying habits based on these diagnostic
feedbacks.

To show the benefits of the cognitive diagnostic assessment, individual assessments
were examples of two students who share the same score were compared and two students
who share the same latent class were compared. In a regular test ID53 and ID72 may be
evaluated in the same level, share the same grade in their report card and considered
equally successful since they have the same number of correct answers. However,
cognitive diagnostic assessments provide to see the differences in individuals’ learning, the
weaknesses they can improve and also the strengths that they have mastered. According to
the results, ID53 and ID72 has quite different attribute profiles. While ID53 found non-
routine problems difficult to master, ID72 had difficulty to master addition. Since they
answer half of the items correctly, in a standardized test they may found average.
However, according to the results both students have mastered subtraction, multiplication,
division, and non-routine problem solving. ID53 needs to practice non-routine problems
and also s/he can improve also addition percentage. ID72, on the other hand, needs to
study mainly addition and s/he can also improve non-routine problem-solving skills. As it
can be seen they have different strengths and weaknesses with different probability of
success. The feedback for these individuals needs to be differentiated and detailed

regarding these variety.

As another example, ID11 and ID23 share the same latent class but they have
different number of correct answers. However, their learner profiles seem quite similar.

They both have mastered addition, subtraction, and multiplication. However, they found
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difficult to master division, routine, and non-routine problem-solving attributes. Even
though they have small differences considering the probabilities of mastering attributes,
their weaknesses and strengths are common. Therefore, cognitive diagnostic assessments
provide both class level and individual level diagnostic feedbacks that might be helpful for
both educators and learners. As last, the results of 1D83, ID171 and D475 are evaluated.
These students have different number of correct answers, but all are assigned to the profile
111111 which means that they have mastered all attributes. Interestingly, students do not
have to answer all items correctly to be able to master all attributes. They can make
mistakes and see whether these mistakes have a pattern that shows weaknesses in their
learning or not. For example, 1D475 has mastered all, and s/he has high probability of
success for all attributes. However, ID183 may practice addition and 1D171 is suggested to
practice non-routine problem-solving. Therefore, even for the participant who have
mastered all, diagnostic feedbacks can be beneficial to see the weaknesses and strengths of

the students.

5.1. Implications

The current study is designed to identify weaknesses and strengths of the students in
problem-solving skills with four operations by using cognitive diagnostic models. The test
that is used in the study is designed for the study specifically for cognitive diagnostic
purposes. Therefore, the first major feature of the study is using a cognitive diagnostic test
and analysing it by using cognitive diagnostic models unlike most of the studies in the
literature (Toker & Green, 2012; Sen & Arican, 2015; Ravand, 2016; Dogan & Tatsuoka,
2008; Im & Park, 2010). There are several ways to demonstrate this diagnostic focus in
instruction. The study suggests that cognitive diagnostic assessments provide informative
and in-depth feedbacks to educators, teachers and students in both class level and
individual level. Class level feedbacks might be useful for the educators to improve the

curriculum in the case of common or repeated patterns.
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The participant of the study did not perform well in mastering non-routine problems
compared to any other attributes. Also, they did not perform good at multiplication,
division, and addition attributes, as well. The students’ ability of problem solving depends
on the reflections of the teachers’ perception toward problem-solving. Therefore, to
increase the probability of non-routine problem solving or other attributes, the classroom
instructions and teachers’ perceptions should be changed. However, change in the
classroom and student level requires different feedbacks. As parallel to that, the strengths
and the weaknesses of the latent classes and individuals are examined. The results of latent
class profiles may lead the way for the teachers to revise their instructions regarding the
general needs of the students. They can easily analyze which attributes or abilities are
missing and which ones can be improved. They can also evaluate their instruction, while
regarding the distribution of probabilities for the latent classes. In that way, they can easily
identify the misconceptions or the strong sides of the students. Based on the individual
level results of the study, teacher may differentiate the need of the students effectively. The
study showed that sharing the same number of the correct items does not mean that the
learners have the same content knowledge or cognitive abilities. The learning profiles of
the students are differentiated. Their strong and weak sides are different. Therefore, they
cannot be evaluated and graded in the same way. This study offers to give diagnostic and
informative feedback in also individual level to improve learners’ content knowledge and
abilities. Since the needs of each learner is different, the study contributes to the field to

corresponds these needs.

All in all, the study was administered in a group of 511 4™ grade students with a
multiple-choice instrument. However, the results of the study provided qualitative and in-
depth information on the learner profile. This implicates that CDAs are convenient to
design and analyse with CDMs as also large-scale assessment and provide feedbacks for

the curricula, instruction, and the learner profiles.
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5.2. Limitations

Finally, the current study has some limitations. It is important to remember that the

limitations of the study affect how broadly applicable the results of the study may be.

Firstly, the Q-matrix is designed for the study and confirmed by the educators. The
Q-matrix in the study is assumed as correct. Regarding that all analysis are completed. The
items of the test are designed as problems that require at least one of the operations. In the
test, all items measure at least two attributes. It may be the reason for the routine problem-
solving profile has larger probability value. Therefore, some items might be added to study
to measure only one operational attribute to create more inductive test structure. Also, the
study measures mastering routine and non-routine problem-solving abilities with four
operations. However, verbal problems or reading issues may mislead the results of the

participants.

The data were collected from the fourth graders in Istanbul. However, to provide
generalizability the same test may administer in various cities in Turkey. The number of
the students in a class, the perception of the homeroom teacher towards math and problem-
solving who teaches in the class may affect the results.

5.3. Suggestions

The results of the research showed that the attribute that the participants had the most
difficulty in mastering were non-routine problems. On the other hand, the attribute that
participants were most likely to master was routine problems. The probability of the
participants to master in addition, multiplication and division attributes is similar, although
not very high. However, subtraction skills were found to be the highest in terms of
probability of mastering. For this reason, it is necessary to increase the weight given to
non-routine questions in classroom studies. Teachers' readiness is very important at this

point, as teachers and instruction are very effective factors in the development of problem-
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solving skills. For this reason, further studies can be developed to provide feedback on the

problem-solving skills of in-service teachers or pre-service teacher.

In addition, the presented study focuses on routine and non-routine problems.
According to the results, research can be conducted on students' non-routine problem-
solving skills based on cognitive diagnostic models. Thus, effective feedback can be
provided to the participants and the training. In addition, the presented study draws a
perspective on the problem-solving skills of 4th grade students. However, studies can be
conducted with multigroup models to understand whether these skills depend on variables

such as gender, achievement status or economic status.

As another suggestion, the instrument of the current study might be revised by
eliminating or editing the items with high slipping ang guessing parameters. Then, the
study might be repeated to check the validity of the data, distribution of the attribute
profiles and the attribute prevalence.
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APPENDIX 1-TEST ITEMS

Sinav Suresi 60 dakikadir.

OKULU:

OKUL TIPI: DEVLET I:I OZEL I:I

1. Bir firinci sabah 825 ekmek iiretiyor. Oglen ise sabah cikarttig1 ekmekten 349 daha

fazla ekmek tiretiyor. Firinct bugiin toplam kag ekmek iiretmistir?

A) 698 C) 1650
B) 1174 D) 1999

2. Bos olarak kiitlesi 1250 kg gelen kamyonete 480 kg domates ve 825 kg patates

yiikleniyor. Bu kamyonetin toplam kiitlesi ka¢ kg olmustur?

A) 1250 C) 2555
B) 1305 D) 2655

3. Karavanla tatile ¢ikan bir aile tatilin,
* birinci haftasinda 2230 km,
« ikinci haftasinda 1985 km,
* liclincii haftasinda 2368 km yol gitmistir.
Buna gore ii¢ haftanin sonunda gidilen yol toplam kag kilometredir?

A) 2368
B) 4215
C) 4353
D) 6583
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4. Aysegil her giin o giliniin tarihini yaziyor. Sonra, yanyana yazdigi bu rakamlarin

arasindaki noktayi silerek 4 basamakli bir say1 olusturuyor.
Ornegin 20 Ekim igin 20.10 yaziyor ve 2010 sayisin1 elde ediyor.

Bu sekilde Aysegiil’lin bir y1l boyunca her giin yaptigi bu islemlerden bulabilecegi

en biiyiik 4 basamakli say1 ile en kiiclik 4 basamakli saymin toplami kag olur?

A) 4002
B) 4106
C) 4113
D) 4124

5. Bir bardagm yiiksekligi 230 milimetre (mm). iki bardak i¢ ice konuldugunda
bardaklarin ytiksekligi 400 mm oluyor.

\
[ —.“ 400 mm
230 mm
l ec'i"‘ —

Bardaklar i¢ i¢ce konulara olusturulan bir kulenin uzunlugunun 800 mm’den uzun

ve_1200 mm’den kisa oldugu biliniyor.

Buna gore kulenin insasi i¢in kullanilan bardak sayisi asagidakilerden hangisi

olabilir?

A) 4
B) 6
C) 8
D) 10
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6. Aylik geliri 5500 lira olan bir ailenin kira masrafi 2000 TL, fatura masrafi 500 TL
ve 1000 TL mutfak masrafi vardir. Bu ailenin kalan giderleri i¢in ka¢ TL si

kalacaktir?

A) 1500
B) 2000
C) 3000
D) 9000

7. Yaprak, 662 sayfalik bir kitabin 228 sayfasin1 okudu. Yaprak, 155 sayfa daha okursa

kitab1 bitirmesi i¢in okumasi gereken kag sayfasi kalir?

A) 73

B) 279
C) 383
D) 1045

8. Bir manav bir hafta boyunca 847 kg meyve ve sebze satmistir. Siiper market ise
manavda yapilan satistan 275 kg daha az meyve ve sebze satilmistir. Buna gore,

stiper markette bir hafta boyunca kag¢ kg meyve ve sebze satilmistir?

A) 472
B) 482
c) 572
D) 582
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9. Suya disaridan bakan bir gozlemci, suyun altinda bulunan
cisimlerin kendisine olan mesafesini, gercek mesafeden

daha yakin olarak algilar. Gézlemci tarafindan algilanan

bu mesafe *’goriiniir derinlik’” olarak isimlendirilir.

Ormegin, gercekte 20 metre derinlikte bulunan bir baliga

disaridan bakan bir gidzlemci icin gOriiniir derinlik 20

metreden daha azdir.

Ali, suya disaridan bakmaktadir.

e San kii¢iik balik ve mavi biiyiik balik arasindaki gercek
mesafe: 800 mm

e Ali i¢in sar1 kii¢iik baligin goriiniir derinligi: 1500 mm

Yukarida verilen bilgilere gére mavi biiyiik baligin gergek derinligi ka¢ mm olabilir?

B) 560 B)601 C)699 D) 701

10. Bir dart oyununda sekildeki gibi dart tahtasinin kirmizi, beyaz ve siyah bolgelerine
atislar yapilmaktadir. Asagida bu dart oyunun kurallar1 verilmistir: Atilan dart oku,

En icteki daireye gelirse oyuncu 1000 puan alir.

Beyaz bolgelere gelirse oyuncudan 250 puan silinir.

Siyah bolgelere gelirse oyuncudan 300 puan silinir.

Daha 6nceden ii¢ atis yapan Sezgin 1700 puan toplamustir. iki

yeni atig daha yaptiktan sonra Sezgin’in puani asagidakilerden hangisi olabilir?

A) 1250
B) 2450
C) 2950
D) 3000
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11. Bir apartmanda toplam 12 daire, her dairede 5 pencere vardir. Ayni1 ozellikteki 7

apartmanda toplam kag¢ pencere vardir?

A) 35 C) 420
B) 60 D) 520

12. 30 kurusa alinan kalem 50 kurusa satiliyor. 75 kalem satisindan toplam kag¢ kurus

kar elde edilir?

A) 75 C) 120
B) 100 D) 1500
13.
) ) ﬁ‘ﬁ
A=12

B=16

Bir okulda basketbol atis turnuvasi diizenleniyor. Puanlar, A ve B noktasinin
degerleri ile o noktadan yapilan isabetli atis sayis1 ¢arpilarak hesaplaniyor. Deniz A

noktasindan 23 ve B noktasindan 18 isabetli atis yapiyor.
Bu durumda Deniz’in puani kag olur ?

A) 528

B) 564

C) 628

D) 668
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14. Bir market ayni ¢ikolatay1 farkli sayilarda paketleyerek bir satiyor. Cikolatalarin tek

15.

tek satisinin yasak oldugu biliniyor.

1 paket fiyati
10’lu paket |6 TL
6’11 paket 4TL

Ayse clizdanindaki parayla bu ¢ikolatadan en fazla 120 tane alabiliyor. Buna gore

Ayse’nin ciizdaninda kag liras1 olabilir?

A) 70
B) 75
Cc) 80
D) 85

Bir kitabin sayfalar1 ardisik dogal sayilar kullanilarak 1,2,3,4 ... seklinde yukarida
goriildiigii gibi numaralandirilmistir. Can kitab1 eline alip rastgele bir sayfayi
actiginda sayfa numaralariin ¢arpiminin 380 oldugunu bulmustur.

Can’m bir sonraki sayfayi ¢evirdiginde bulacag: sonug kag olur?

A) 440
B) 460
C) 462
D) 483
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810 soruluk bir test kitabin1 18 giinde bitirmeyi hedefleyen Caner giinde kag¢ soru

¢O6zmelidir?

A) 25
B) 45
C) 65
D) 85

. Sevval apartmanindaki 864 basamagin yarisin1 6’sar 6’sar diger yarisini ise 8’er

8’er ¢ikmistir. Buna gore Sevval toplam kag¢ adim atarak bu basamaklari ¢ikmigtir?

A) 48
B) 72
C) 126
D) 162

Bir tren hakkinda asagidaki bilgiler verilmistir.

e 2610 yolew taguusts,
o Voloular 457er kigilik vagonlarda seyahat ettmistiv,
»  Her vagondaegit sayisa yoleu tagumgtar.

o \

Buna gore bu trenin kag¢ vagonu vardir?

A) 54
B) 56
C) 58
D) 60
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Sehirler arasi yiik tasiyan bir firmada calisan Emre Bey kamyoneti ile her biri 12 kg
olan kutulardan tasimaktadir. Sirket kurallarina gore bir kamyonet en az 800 kg yiik

tagimalidir.
Buna gore Emre Bey’in en az kag kutu tagimasi gerekmektedir?

A) 65
B) 66
C) 67
D) 68

Hatice, gittigi bir manavdan her biri 150-gram olan 6 tane elma ve her biri 10 gram
olan ¢ileklerden bir miktar alacaktir. Manav; elmalar1 terazinin sag kefesine,

cilekleri terazinin sol kefesine koydugunda yandaki gibi bir goriintii elde etmistir.

Buna gore Hatice en az kag tane gilek almigtir?

E) 89 £\ %
F) 90 | e
G) 91 5
e |



104

APPENDIX 2-INTERVIEW QUESTIONS

1. Anlamakta zorluk ¢ektiginiz sorular var miydi? Varsa hangisi ya da hangileriydi?1
2. Testte anlamin1 bilemediginiz kelimeler var m1ydi1?
3. Testin size gore en zor sorular1 hangileriydi? Neden?

4. Test i¢in size verilen siire yeterli miydi?
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APPENDIX 3-CONSENT FORMS

T.C.
BOGAZICI UNIVERSITESI
FEN BILIMLERI VE MUHENDISLiK ALANLARI
INSAN ARASTIRMALARI ETIK KURULU

KATILIMCI BiLGI ve ONAM FORMU

Arastirmay1 destekleyen kurum: Bogazici Universitesi

Arastirmanm adi: 4. Siuf Ogrencilerinin Rutin ve Rutin Olmayan Problem Cozme

Yeteneklerinin Bilissel Tanilama Yontemleri Kullanilarak Incelenmesi

Proje Yiiriitiiclisii/Arastirmacinin adi: Ziileyha TASTAN

Adresi: Bogazici Universitesi, Kuzey Kampiis, Eta-B Blok, 34342 Bebek, istanbul
E-mail adresi: zuleyha.tastan@boun.edu.tr

Telefonu: 0546 292 36 97

Sayin veli,

Asagida detaylar1 aciklanan arastrmamiz Bogazigi Universitesi Matematik ve Fen
Bilimleri Boliimii’'nde tez arastirmasit olup Dog¢. Dr. Serkan Arikan danismanliginda
yiirlitiilmektedir. Miidiiriiniiz okulun bu ¢alismaya katilmasi i¢in izin verdi. Bu aragtirmada
bize yardimci olmaniz i¢in 6grencilerimizi de projemize davet ediyoruz. Kararinizdan énce
aragtirma hakkinda sizi bilgilendirmek istiyoruz. Bu bilgileri okuduktan sonra velisi
bulundugunuz 6grencinin arastirmaya katilmasinmi isterseniz liitfen bu formu imzalayip

kapal1 bir zarf i¢inde bize ulastiriniz.

I. Amag: Calismanin amaci, 4. simf Ogrencilerinin dort islem sorularinda (toplama,

cikarma, carpma ve bolme) rutin ve rutin olmayan problemleri ¢6zme becerilerini biligsel
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tanilama modellerini kullanarak arastirmaktir. Bu ¢alismada, 6grenciler i¢in bir biligsel
tanilama olgedi gelistirilmistir. Ogrencilerin cevaplarini géz 6niinde bulundurarak her
Ogrencinin gii¢lii ve zayif becerileri tanimlanacaktir. Calismaya katilmak igin 4. smif
ogrencisi olmak yeterlidir. Ogrencilerimiz gelistirdigimiz 20 soruluk testi ¢dzerek bu

calismanin bir pargasi olmaya davetlidir.

II. Prosediirler: Ogrencimiz gelistirdigimiz 20 soruluk testi ¢dzerek bu galismanim bir
parc¢asi olmaya davetlidir. Proje kapsaminda hazirlanan envanterdeki sorularin 2022 bahar
doéneminde yanitlanmasi istenecektir. Caligmaya katilmak igin 4. sinif dgrencisi olmak
yeterlidir. Calismaya katilmaya karar verirseniz, cocugunuz 20 soruluk matematik testini
smifta cevaplandiracaktir. Veri toplanacak, gozden gegirilecek, analiz edilecek ve
aragtirmada Ogrencimizin giicli ve zayif yonlerini belirlemek iizere kullanilacaktir.
Calisma boyunca 600 Ogrenciden veri toplamayr planhiyoruz. Katilimeilarin kimlik
bilgileri istenmeyecek ve her tiirlii kisisel bilgi gizli tutulacaktir. Veri toplama siirecinin
basinda goniillii 10 O6grenci ile yar1 yapilandirilmis bir goriisme gerceklestirilecektir.
Gortiigmede envarterin maddelerine ve zamanlamaya dair sorular sorulacak ve herhangi bir
kisisel bilgi kaydedilemeyecektir. Goriismeler sesli ya da goriintiilii olarak kayit altina
alinmayacaktir. Bu g¢alisma test ¢O0ziim siiresinin  disinda fazladan zaman

gerektirmeyecektir. Toplanan veri ileride bagka ¢alismalar icin de kullanilabilir.

III. Riskler: Calismanin herhangi bir riski bulunmamakla birlikte normal bir giinden daha

fazla risk icermemektedir.

IV. Kazanimlar: Calisma 6grencilerimize kisisel anlamda bir katki saglamayacaktir, okul
notlarina herhangi bir etkisi bulunmamaktadir. Fakat soru ¢ozerek akademik gelisimlerine
kiiciik bir destekte bulundugunu soyleyebiliriz. Diger yandan, ¢alismaya saglanan veriler

kullanilarak alan yazina katki saglanacaktir.

V. Goniillii Katilim ve Cekilme: Arastirmaya katilim istege baglhidir. Bu ¢alismada olmak
zorunda degilsiniz. Calismada olmaya karar verirseniz ve fikrinizi degistirirseniz,
istediginiz zaman vazgegme hakkiniz vardir. Calismaya katilmaktan vazge¢meniz halinde

tim verileriniz imha edilecektir

VI. Gizlilik: Bu arastirma bilimsel bir amagla yapilmaktadir ve katilimci bilgilerinin
gizliligi esas tutulmaktadir. Kayitlarinizi arastirmacinin izin formlarini yonetmesi,

toplamasi ve saklamasi i¢in izin verilen 6l¢lide gizli tutulacaktir. Katilimcilarin sonuglar
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ve toplanan tiim verileri dosyalanacaktir. Notlar alindiktan sonra, yalnizca arastirmacilar
kimin gonilli oldugunu belirlemek i¢in riza formlarmi gozden gecirecektir. Arastirma
amactyla yalnizca izin vermis olan katilimcilardan gelen veriler kullanilacaktir. Tiim
tanimlayict bilgiler katilimci verilerinden kaldirilacak; katilimeilarin  yansimalardaki
isimleri kaldirilacak ve arastirmaci tarafindan takma adlarla degistirilecektir. Calismanin
sonunda, yalnizca arastirmacit verdiginiz bilgilere erisebilecektir. Veriler, ¢alisma
tamamlandiktan sonra siiresiz olarak ileriki tarihlerde arastirmalarda kullanilabilmek adina
arastirmacinin bilgisayarinda depolanabilir. Bilgiler, calismanin dogru yapildigindan emin
olmak admna veriler Bogazigi Universitesi 6gretim iiyeleri ile paylasilabilir. Bu ¢aligmanin
sonuclart aragtirma ve egitim topluluklar1 ile paylasilacaktir (konferanslarda, 6gretmen

mesleki gelisimi ve yayinlarda), ancak hi¢bir tanimlayici bilgi paylasilmayacaktir.

VILI. Irtibat Kisileri: Bu formu imzalamadan 6nce, ¢alismayla ilgili sorularimiz varsa liitfen
sorun. Eger caligsma ile ilgili sorulariniz, endiseleriniz veya sikayetleriniz varsa Dog. Dr.
Serkan Arikan (serkan.arikanl@boun.edu.tr) veya Ziilleyha TASTAN (0546 292 36 97-
zuleyha.tastan@boun.edu.tr) ile irtibata gecin. Ayrica, arastirmanin zarar gordigiini
diisiiniiyorsaniz arayabilir, arastirmalar hakkinda sorulariniz, endiseleriniz, girdi sunmaniz,
bilgi edinmeniz veya Onerileriniz hakkinda konusabilirsiniz. Arastirmayla ilgili katilimer
haklar1 konusundaki tiim sorularimzi Bogazici Universitesi Fen Bilimleri ve Miihendislik

Alanlar1 Insan Arastirmalar1 Etik Kurulu’na (fminarek@boun.edu.tr ) danisabilirsiniz.

VIII. Riza Formunun Konuyu Kopyasi: Size saklamak i¢in bu riza formunun bir kopyasini

verecegiz. Bu arastirma i¢in goniillii olmaya istekli iseniz, liitfen asagidan imzalayin.

Bana anlatilanlar1 ve yukarida yazilanlar1 anladim. Bu formun bir kopyasini aldim.

Calismaya katilmay1 kabul ediyorum.

Katilimeimin VELISININ Arastirmacinin
Adi-Soyadi Adi-Soyadi:........ccunenne..
Imzas1 Imzas1

Tarih (glin/ay/yil):....../.../ .......... Tarih  (gln/ay/yil):...... .../ ..........


mailto:fminarek@boun.edu.tr
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T.C.
BOGAZICI UNIVERSITESI
FEN BiLIMLERI VE MUHENDISLIK ALANLARI
INSAN ARASTIRMALARI ETIK KURULU

KATILIMCI BILGI ve ONAM FORMU

Arastirmay1 destekleyen kurum: Bogazigi Universitesi

Arastirmanin adi: 4. Smif Ogrencilerinin Rutin ve Rutin Olmayan Problem Coézme

Yeteneklerinin Bilissel Tanilama Ydntemleri Kullanilarak incelenmesi

Proje Yiiriitiiclisii/Arastirmacinin adi: Ziileyha TASTAN

Adresi: Bogazici Universitesi, Kuzey Kampiis, Eta-B Blok, 34342 Bebek, Istanbul
E-mail adresi: zuleyha.tastan@boun.edu.tr

Telefonu: 0546 292 36 97

Sayin katilimex,

Asagida detaylar1 agiklanan arastirmamz Bogazici Universitesi Matematik ve Fen
Bilimleri Boliimii’'nde tez arastirmasi olup Dog¢. Dr. Serkan Arikan danmismanliginda
yuriitiilmektedir. Miidiiriiniiz okulun bu calismaya katilmasi i¢in izin verdi. Bu arastirmada
bize yardimci olmaniz i¢in sizi de projemize davet ediyoruz. Kararinizdan 6nce arastirma
hakkinda sizi bilgilendirmek istiyoruz. Bu bilgileri okuduktan sonra arastirmaya katilmak

isterseniz liitfen bu formu imzalayip kapali bir zarf i¢inde bize ulastiriniz.

I. Amag: Calismanin amaci, 4. sif Ogrencilerinin dort islem sorularinda (toplama,
cikarma, carpma ve bolme) rutin ve rutin olmayan problemleri ¢6zme becerilerini biligsel
tanilama modellerini kullanarak arastirmaktir. Bu caligsmada, 6grenciler i¢in bir biligsel
tanilama olgedi gelistirilmistir. Ogrencilerin cevaplarini géz oniinde bulundurarak her

ogrencinin gii¢lii ve zayif becerileri tanimlanacaktir. Calismaya katilmak igin 4. simf
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ogrencisi olmak yeterlidir. Ogrencilerimiz gelistirdigimiz 20 soruluk testi ¢dzerek bu

caligmanin bir pargasi olmaya davetlidir.

II. Prosediirler: Sizler gelistirdigimiz 20 soruluk testi ¢ozerek bu calismanin bir pargasi
olmaya davetlidir. Proje kapsaminda hazirlanan envanterdeki sorularin 2022 bahar
doneminde yanitlanmasi istenecektir. Caligmaya katilmak i¢in 4. simif 6grencisi olmak
yeterlidir. Caligmaya katilmaya karar verirseniz, 20 soruluk matematik testini sinifta
cevaplandirmaniz gerekmektedir. Veri toplanacak, gézden gecirilecek, analiz edilecek ve
aragtirmada katilimcilarimizin giiglii ve zayif yonlerini belirlemek iizere kullanilacaktir.
Calisma boyunca 600 Ogrenciden veri toplamayr planhiyoruz. Katilimeilarin kimlik
bilgileri istenmeyecek ve her tiirlii kisisel bilgi gizli tutulacaktir. Veri toplama siirecinin
basinda goniillii 10 O6grenci ile yar1 yapilandirilmig bir goriisme gerceklestirilecektir.
Goriigmede envarterin maddelerine ve zamanlamaya dair sorular sorulacak ve herhangi bir
kisisel bilgi kaydedilemeyecektir. Goriismeler sesli ya da goriintiilii olarak kayit altina
alinmayacaktir. Bu g¢alisma test ¢O0ziim siiresinin  disinda fazladan zaman

gerektirmeyecektir. Toplanan veri ileride baska ¢alismalar i¢in de kullanilabilir.

I1l. Riskler: Calismanin herhangi bir riski bulunmamakla birlikte normal bir giinden daha

fazla risk icermemektedir.

IV. Kazanimlar: Caligma sizlere kisisel anlamda bir katki saglamayacaktir, okul notlarina
herhangi bir etkisi bulunmamaktadir. Fakat soru ¢ozerek akademik gelisimlerine kiigiik bir
destekte bulundugunu soyleyebiliriz. Diger yandan, calismaya saglanan veriler kullanilarak

alan yazina katki saglanacaktir.

V. Goniilli Katilim ve Cekilme: Arastirmaya katilim istege baglidir. Bu ¢alismada olmak
zorunda degilsiniz. Calismada olmaya karar verirseniz ve fikrinizi degistirirseniz,
istediginiz zaman vazge¢me hakkiniz vardir. Calismaya katilmaktan vazge¢meniz halinde

tim verileriniz imha edilecektir

VI. Gizlilik: Bu arastirma bilimsel bir amagla yapilmaktadir ve katilimer bilgilerinin
gizliligi esas tutulmaktadir. Kayitlarimizi arastirmacinin izin formlarini yodnetmesi,
toplamasi ve saklamasi i¢in izin verilen 6l¢iide gizli tutulacaktir. Katilimeilarin sonuglar
ve toplanan tiim verileri dosyalanacaktir. Notlar alindiktan sonra, yalnizca arastirmacilar
kimin gonilli oldugunu belirlemek i¢in riza formlarmi gozden gecirecektir. Arastirma

amaciyla yalnizca izin vermis olan katilimcilardan gelen veriler kullanilacaktir. Tiim
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tanimlayict bilgiler katilimc1 verilerinden kaldirilacak; katilimcilarin  yansimalardaki
isimleri kaldirilacak ve arastirmaci tarafindan takma adlarla degistirilecektir. Calismanin
sonunda, yalnizca arastirmact verdiginiz bilgilere erisebilecektir. Veriler, caligma
tamamlandiktan sonra siiresiz olarak ileriki tarihlerde aragtirmalarda kullanilabilmek adina
arastirmacinin bilgisayarinda depolanabilir. Bilgiler, calismanin dogru yapildigindan emin
olmak adma veriler Bogazici Universitesi 6gretim iiyeleri ile paylasilabilir. Bu ¢alismanin
sonuglar1 aragtirma ve egitim topluluklar ile paylasilacaktir (konferanslarda, 6gretmen

mesleki gelisimi ve yayinlarda), ancak higbir tanimlayic1 bilgi paylagilmayacaktir.

VILI. Irtibat Kisileri: Bu formu imzalamadan 6nce, ¢alismayla ilgili sorularimiz varsa liitfen
sorun. Eger calisma ile ilgili sorulariniz, endiseleriniz veya sikayetleriniz varsa Dog. Dr.
Serkan ARIKAN (serkan.arikanl@boun.edu.tr) veya Ziileyha TASTAN (0546 292 36 97-
zuleyha.tastan@boun.edu.tr) ile irtibata gecin. Ayrica, arastirmanin zarar gordigiini
diisiiniiyorsaniz arayabilir, arastirmalar hakkinda sorulariniz, endiseleriniz, girdi sunmaniz,
bilgi edinmeniz veya Onerileriniz hakkinda konusabilirsiniz. Aragtirmayla ilgili katilimci
haklar1 konusundaki tiim sorularimizi Bogazici Universitesi Fen Bilimleri ve Miihendislik

Alanlar1 insan Arastirmalar1 Etik Kurulu’na (fminarek@boun.edu.tr ) danisabilirsiniz.

VIIIL. Riza Formunun Konuyu Kopyasi: Size saklamak i¢in bu riza formunun bir kopyasini
verecegiz. Bu arastirma i¢in goniillii olmaya istekli iseniz, liitfen agagidan imzalayin.

Bana anlatilanlar1 ve yukarida yazilanlar1 anladim. Bu formun bir kopyasini aldim.

Calismaya katilmay1 kabul ediyorum.

IMZAST: oo

Tarih (giin/ay/yil):......... oveeeunnns oevoiiniaens


mailto:fminarek@boun.edu.tr
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APPENDIX 5-ETHICAL COMMITTEE PERMISSION

Evrak Tarih ve Sayist: 18.02.2022-53875

TG
BOGAZICI UNIVERSITESI REKTORLUGU
Fen Bilimleri ve Mithendislik Alanlari insan Arastirmalar1 Etik Kurulu
(FMINAREK)

Sayr :E-84391427-050.01.04-53875 17.02.2022
Konu :2022/07 Kayit no'lu bagvurunuz hakkinda

Sayin Dog. Dr. Serkan ARIKAN
Matematik ve Fen Bilimleri Egitimi Boliim Bagkanlig1 - Ogretim Uyesi

"4, Simf Ogrencilerinin Rutin ve Rutin Olmayan Problem (Cézme Yeteneklerinin Biligsel
Tanilama Yéntemleri Kullamilarak Incelenmesi — An Analysis of 4th Grade Students' Routine and Non-
Routine Problem-Solving Skills Using Cognitive Diagnostic Models" baghkli projeniz ile Bogazigi
Universitesi Fen Bilimleri ve Miihendislik Alanlari Insan Aragtirmalari Etik Kurulu (FMINAREK)'e
yaptigimz 2022/07 kayit numarali bagvuru 07.02.2022 tarihli ve 2022/02 No.lu kurul toplantisinda
incelenerek etik onay verilmesi uygun bulunmustur. Bu karar tiim iyelerin toplantiya on-line olarak
katihmiyla ve oybirligi ile alinmustir.

COVID-19 6nlemleri nedeniyle iiyelerden islak imza alinamadigindan bu onam mektubu tiim
tiyeler adina Komisyon Baskani tarafindan e-imzalanmigtir.

Saygilarimizla bilginize sunariz.

Prof. Dr. Tinaz EKIM ASICI
Baskan
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INDEX 1-R CODES IN GDINA AND CDM PACKAGES

> install.packages("GDINA")

> library(GDINA)

> dat <- DATA

> Q<-Q _MATRIX1

» modl <- GDINA (DATA, Q_MATRIX1)
> modl

>

summary(mod1)

» CA(mod3, what = "MAP")
> CA(GDINA.obj, what = "MAP")
» modelfit(mod3, Cl = 0.9, IltemOnly = FALSE)

» options(max.print=1000000)

dat <- data

Q<-Q

modl <- GDINA(dat = dat, Q = Q, model = "GDINA")
mod1

Y V V V

# summary information

» summary(mod3)
» AIC(mod3)
» BIC(mod3)
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logLik(mod3)

deviance(mod3) # deviance:-2 log-likelihood
npar(mod3) # number of parameters
head(indlogLik(mod3)) # individual log-likelihood
head(indlogPost(mod3)) # individual log-posterior

YV V. V V V

# structural parameters

# see ?coef
» coef(mod3) # item probabilities of success for each latent group
» coef(mod3, withSE = TRUE) # item probabilities of success & standard errors
» coef(mod3, what = "delta") # delta parameters
» coef(mod3, what = "delta”,withSE=TRUE) # delta parameters
» coef(mod3, what = "gs") # guessing and slip parameters
» coef(mod3, what = "gs",withSE = TRUE) # guessing and slip parameters &

standard errors

# person parameters
# see ?personparm

» personparm(mod3) # EAP estimates of attribute profiles
» personparm(mod3, what = "MAP") # MAP estimates of attribute profiles
> personparm(mod3, what = "MLE") # MLE estimates of attribute profiles

#plot item response functions for item 10

» plot(mod3,item = 1)
» plot(mod3,item = 10,withSE = TRUE)
> # with error bars

#plot mastery probability for individuals 1, 20 and 50
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» plot(mod3,what = "mp", person =c(1,20,50))

# Use extract function to extract more components
# See ?extract

» plot(mod3,what = "mp", person =c(59,181))
» plot(mod3,what = "mp", person =c(56, 158, 188))
» coef(mod3,"lambda”, digits=6) mastery probability for each attribute

# EAP estimates of attribute profiles

> coef( object, what = c("catprob”, "delta”, "gs", "itemprob”, "LCprob", "rrum",
"lambda"), withSE = FALSE, SE.type = 2, digits =4, ...)

» coef(mod3, what = c("catprob”, withSE = FALSE, SE.type = 2, digits = 4))

» coef( mod3, what = c("catprob”, "itemprob"”, "LCprob", "lambda"), withSE =
FALSE, SE.type = 2, digits = 4)

## S3 method for class 'GDINA'

> coef( object, what = c("catprob”, "delta", "gs",
"lambda"), withSE = FALSE, SE.type = 2, digits =4, ...)

coef( mod3, what = c("itemprob™), withSE = TRUE, SE.type = 2, digits = 4)
coef( mod3, what = c("catprob™), withSE = TRUE, SE.type = 2, digits = 4)
coef( mod3, what = c("LCprob"), withSE = TRUE, SE.type = 2, digits = 4)
coef( mod3, what = c("delta"), withSE = TRUE, SE.type = 2, digits = 4)

itemprob”, "LCprob"”, "rrum",

YV V V V
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## S3 method for class 'GDINA'
» extract(object, what, SE.type =2, ...)
## S3 method for class 'GDINA'

» personparm(mod3, what = c("EAP", "MAP", "MLE", "mp", "HO"), digits = 4)

# EAP estimates of attribute profiles

» personparm(mod3, what = c( "mp"), digits = 4)
» personparm(mod3, what = c("EAP"), digits = 4)

install.packages("CDM")

library(CDM)

dat <- data

Q<-Q

mod3 <- CDM (data, Q, rule =GDINA)

mod3

summary(mod3)

data(DATA, package="CDM")

data(Q_MATRIX, package="CDM")

mod4 <- CDM::gdina( DATA, g.matrix=Q_MATRIX), rule="GDINA")

YV V. V VYV V V V V V V

# estimate classification reliability

» cdm.est.class.accuracy( mod4 )
» d2 <- CDM::gdina( DATA, g.matrix=Q_MATRIX)
> coef(d2)
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INDEX 2- EAP
Student | Latent Success
ID Class Al Az A3 Ad AS A Percentage
ID1 011010 (0464 |0957 |0599 (0001 |1 0.364 56
ID2 000010 |0.000 |0.018 |0.072 |0.073 |0.929 0.002 |18
ID3 000010 (0072 |0479 |0 0.03 0.952 0 25
ID4 110010 |0.538 |0.933 |0.115 |0.002 |0.998 0 43
ID5 010010 |0.068 |0.967 |0.008 |0 1 0 34
ID6 0000100203 |0.413 |0.054 |0.007 |0.989 0 27
ID7 010010 |0.068 |0.608 |0.383 |0 0.999 0.008 |34
ID8 000010 |0.000 |0.072 |0.012 |0.003 |0.981 0.023 |18
ID9 1110100883 |0948 |0.762 |0.002 |1 0.005 59
ID10 1110100581 |0.657 |[0578 |0 0.999 0.017 47
ID11 110100 |0.862 |0.891 |0.003 |0.863 |0.137 0 45
ID12 0100100209 |0969 |0 0.046 | 0.954 0 36
ID13 110010 |0.669 |0.954 |0.104 |0 1 0.006 |45
ID14 010010|0.492 |0.791 |0.003 |0 1 0.002 |38
ID15 0100100175 |0.880 |0.054 |0.001 |0.999 0.066 36
ID16 001100 |0.000 |0.001 |0.649 |0.649 |0.35 0 27
ID17 1111110938 |0971 |0.918 |0918 |1 0.788 92
ID18 0100100399 |0.666 |0.004 |0.001 |O0.997 0 34
ID19 010010 0.121 |0.63 0408 |0 1 0.007 36
ID20 111111/0884 |0999 |0.721 |0.980 |1 0.784 89
ID21 1101110548 0998 |0 0955 |1 0.961 74
D22 0000110006 |0.233 |0.012 |0.012 |0.989 0.535 29
ID23 110100 |0.982 |0.985 |0.001 |0.982 |0.019 0 49
D24 000010 (0.012 |0.1127 |0.015 |0.023 |0.988 0.009 19
ID25 000000 |0.000 |0.001 |0.341 |0.016 |0.206 0 9
ID26 100000(0942 |0 0.001 | 0.05 0.023 0 16
ID27 1100100769 |0.944 |0.038 |0 1 0.017 46
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1D28 0100100312 [0.736 |0.498 |0335 |1 0.059 48
ID29 1111100920 |0.964 |0.867 |0.820 |1 0.478 84
ID30 0100100451 |0.691 |0.084 |0.075 |1 0.055 39
ID31 1100100589 |0.836 |0.006 |0.024 |0.999 0.027 41
ID32 010010 |0.068 |0.987 |0.498 |0.001 |0.999 0.002 42
ID33 011110(0.235 |0.871 |0.815 |0.682 |0.996 0.004 60
ID34 000010 (0.073 |0.129 |0.005 |0.006 |0.994 0.312 25
ID35 010010 (0.099 |0.501 |0.001 |0.012 |0.981 0.001 26
ID36 0100100471 |0.909 |0.365 |0.074 |0.556 0.011 39
ID37 000010 |0.000 |0.075 |0.23 0.062 | 0.742 0 18
ID38 1100100532 [0921 |0 0 0.999 0.009 41
ID39 0100100333 |0.621 |0.252 |0.052 |0.684 0.009 32
D40 000010 |0.072 |0.476 |0.003 |0.012 |0.990 0.041 26
ID41 010010 |0.106 |0.891 |0.001 |O 0.999 0 33
ID42 000010 |0.000 |0.016 |0.125 |0.014 |0.84 0.04 17
1D43 0000100477 |0371 |0.001 |0.483 |0.517 0.024 31
ID44 1100100832 |0970 |0.173 |0.204 |1 0.038 53
ID45 0111100264 |0.946 |0945 (0911 |1 0.004 67
D46 010010 |0.202 |0.803 |0.002 |0.002 |0.997 0 33
D47 1111100881 [0997 |0986 |0955 |1 0.002 80
ID48 1111100642 |0978 |0.597 |0.781 |1 0.208 70
1D49 0110100220 |[0.923 |0.735 |0.491 | 0.999 0.007 56
ID50 010010 (0406 |0964 |0.128 |0 1 0 41
ID51 1101110900 |0.997 |0.048 |0572 |1 0.528 67
ID52 0100100401 |0.554 |0.001 |0.001 |0.999 0 32
ID53 1111100730 |0.988 |0.94 0892 |1 0.004 75
ID54 010010(0.200 |0.794 |0.164 |0.037 |0.757 0.001 32
ID55 000010 |0.015 |0.182 |0.006 |0.068 |0.993 0.057 22
ID56 11111110999 |1 0992 0985 |1 0.981 99
ID57 110010 |0.671 |0.920 |0.077 |0.029 |0.999 0.029 45
ID58 0000100176 |0.392 |0.196 |0.017 |0.796 0.005 26
ID59 1111111 1 1 1 1 1 99
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ID60 010010 |0.004 |0.741 |0.152 |0.333 | 0.960 0.202 39
ID61 0111000 0.961 |0.797 |0.865 |0.202 0.07 48
ID62 1110100702 |[0.995 |0.690 |0.226 |1 0.398 66
ID63 1101110994 |1 0011 |0974 |1 0.970 82
ID64 010010 (0.092 |0.835 |0.005 |0.036 |0.964 0.063 33
ID65 000010 |0.077 |0.140 |0.076 |0.008 |0.874 0.137 21
ID66 000010 |0.001 |0.098 |0.229 |0.068 | 0.637 0 17
ID67 010010 |0.313 |0.818 |0.152 |0.122 |0.718 0.013 35
ID68 000000|0.206 |0 0.044 |0.013 |0.042 0 5

ID69 010110 (0.093 |0.88 0.28 0.683 | 0.999 0.416 55
ID70 1101000609 |0.779 |0 0.587 | 0.414 0.003 39
ID71 000010 |0.022 |0.464 |0.016 |0.001 |0.999 0.013 25
ID72 0111110043 (0949 |0.876 |0.865 |1 0.635 72
ID73 010010 |0.440 |0.704 |0.003 |0.002 |1 0.001 35
ID74 1111100945 |0.998 |0.954 |0.960 |1 0.106 82
ID75 1111100725 |0.893 |0.657 |0.645 |1 0.012 65
ID76 1111111 1 1 1 1 1 99
ID77 111000 |0.85 |0.887 |0.848 |0.001 |0.146 0 45
ID78 1100100683 |0951 |0101 |O 1 0.036 46
ID79 010010 |0.005 |0.674 |0.171 |0.175 |0.983 0.085 34
ID80 110100 |0.867 |0.801 |0.001 |0.868 |0.132 0 44
ID81 1101000821 |0.928 |0.007 |0.819 |0.182 0 45
ID82 1111110980 |1 1 1 1 0.999 99
ID83 111111|0.718 |0.996 |0.96 0.867 |1 0.947 91
ID84 010000 |0.020 |0.912 |0.103 |0.089 | 0.008 0 18
ID85 0100100169 |0.795 |0.174 |0.004 |0.83 0.001 32
ID86 000010 |0.0901 |0.156 |0.001 |0.001 |0.988 0.021 20
ID87 000010 |0.036 |[0.470 |0.005 |0.008 |0.997 0.016 25
ID88 000000 |0.000 |O 0.047 |0.216 |0.001 0.216 8

ID89 000010 (0.200 |0.275 |0.351 |0.063 |0.998 0.014 31
ID90 010010 |0.102 |0.532 |0.014 |0.057 |0.999 0.046 29
ID91 1100000629 |0.986 |0.491 |0.099 | 0.409 0.004 43
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1D92 010010 |0.065 |0.909 |0.014 |0.357 |0.998 0.358 45
ID93 010010 |0.082 |0.783 |0.469 |0.188 |0.998 0.078 43
ID94 110100 |0.664 |0.912 |0.001 |0.624 | 0.384 0.009 43
ID95 1111100810 (0986 |0960 |0917 |1 0.036 78
ID96 110010 (0591 |[0984 |0 0 1 0 42
ID97 000000 |0.001 |O 0.056 | 0.044 |0.001 0.042 2

1D98 01110110 0.985 |0.897 |0.888 |0.328 0.752 64
ID99 010010 |0.083 |0.656 |0.468 |0.414 |1 0.267 48
IDIO0 010010 |0.020 |0.848 |0.024 |0.11 0.965 0.073 33
ID101 [110100|0.564 |0.573 |0.002 |0.564 |0.436 0.005 35
ID102 | 000000|0.045 |O 0.39 0.048 | 0.022 0.031 8

IDI03 | 000010 |0.009 |0.037 |0.241 |0.068 |0.993 0.001 22
ID104 |000010|0.004 |0.044 |0.118 |0.031 |0.911 0 18
IDI0O5 | 000010 |0.018 |0.077 |0.065 |0.002 |0.983 0.021 19
IDI0O6 |000010|0.015 |0.034 |0.005 |0.007 |0.996 0.002 17
ID107 [011110|0.002 |0.988 |0.858 |0.858 |0.953 0 61
IDI08 |0100110.006 |0.948 |0.068 |0.064 | 0.950 0.626 44
IDI0O9 | 010010 |0.076 |0.97 0.192 |0.193 | 0.965 0.001 39
ID110 [ 010010 |0.048 |0.567 |0.228 |0.062 |0.999 0.005 31
ID111 |101011|0.909 |0.377 |085 |0071 |1 0.669 64
ID112 1111100876 |0991 (0985 |0951 |1 0.001 80
ID113 |010111|0.112 |0.942 |0.059 |0.918 |0.999 0.874 65
ID114 |000010|0.001 |0.005 |0.410 |0.013 |0.719 0 19
ID115 |011100|0 0.625 |0.698 | 0.953 |0.047 0.255 42
ID116 | 0111000 0.750 |0.984 |0.984 |0.017 0.001 45
ID117 |001000 /|0 0 0.984 |0.043 | 0.003 0.054 18
ID118 | 0111000 0.843 |0.952 |0.954 |0.081 0.003 47
ID119 | 001000 /|0 0 0.966 |0.120 | 0.019 0.057 19
ID120 |111110(0.921 |0.997 |0.870 |0.967 |1 0.347 85
ID121 (001000 |0.413 |0.483 |0.544 |0.041 |0.450 0.072 33
ID122 001010 |0.115 |0.393 |0.510 |0.371 |0.999 0.045 40
ID123 |111111|0.878 |[0.991 |0975 |0963 |1 0.811 93
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ID124 [111111|0.923 |0.999 |0.97/8 |0962 |1 0.682 92
ID125 (010010 |0.006 |0.818 |0.057 |0.304 |0.961 0.248 39
ID126 |011111|0.050 |0.991 [0.810 |0.796 |1 0.640 71
ID127 | 010010 |0.394 |0.885 |0.001 |0.001 |0.999 0.047 38
ID128 | 000000 |0 0 0.256 | 0.255 |0.239 0 12
ID129 (011100 |0.004 |0.897 |0.614 |0.606 |0.398 0.001 41
ID130 |111110|0.682 |0.992 |0868 |0.791 |1 0.079 73
ID131 |001000|0 0 0.945 |0.046 | 0.002 0.009 16
ID132 1000000849 |0 0.006 | 0.045 | 0.058 0 15
ID133 | 000010 |0.005 |0.006 |0.025 |0.028 |0.977 0.026 17
ID134 | 000010 |0.070 |0.490 |O 0.015 | 0.985 0 26
ID135 |001001|0 0 0.996 |0.004 |0.001 0.916 31
ID136 |[110100|0.865 |0.906 |0.001 |0.865 |0.135 0.008 46
ID137 | 000010 |0.019 |0.028 |0.008 |0.008 |0.997 0 17
ID138 0111100125 |0.749 [0.758 |0.773 |1 0.321 62
ID139 |011100/|0 0.951 | 0977 |0.971 |0.066 0.005 49
ID140 (000010 |0.005 |0.015 |0.072 |0.068 |0.935 0.115 20
ID141 (000010 0.120 |0.326 |0.341 |0.009 |0.970 0 29
ID142 001000 |0.001 |0 0.776 |0.047 | 0.006 0.017 14
ID143 | 000010 |0.001 |0.057 |0.018 |0.011 |0.974 0.023 18
ID144 | 000101 |0 0 0.002 |1 0 0.998 33
ID145 011100 |0.001 |0.919 |0.698 |O0.7 0.302 0 43
ID146 |110010|0.656 |0.920 |0.039 |0 1 0.006 43
ID147 | 010010 |0.001 |0.909 |0.19 0.155 | 0.918 0.279 40
ID148 [111110|0.866 |0.995 |0.965 |0935 |1 0.018 79
ID149 [100100|0.557 |0.432 |0.001 |0.559 |0.442 0.005 33
IDI50 (010010 |0.387 |0.844 |0.006 |0.023 |0.999 0.018 37
ID151 |111010|0.732 |0.886 |0.692 |0 1 0.002 55
ID152 |111110|0572 |0.922 |0863 |03818 |1 0.074 70
ID153 |110010|0.605 |0.853 [0.096 |0.001 |1 0.053 43
ID154 [100011|0.512 |0.200 |0.008 |0.002 |0.997 0.677 39
ID155 [110111|0.959 |[0.999 |0.346 |0920 |1 0.647 81




122

ID156 | 010010 |0.116 |0.769 |0.007 |0.002 |0.993 0.001 31
ID157 (010010 |0.211 |0.605 |[0.272 |0 0.814 0.009 31
ID158 1111110977 |1 0.989 |0.983 |1 0.992 98
ID159 | 000010 |0.020 |0.483 |0.001 |0.001 |0.999 0 25
IDI60 [010010|0.004 |0.548 |0.145 |0.151 |0.957 0.006 30
IDI61 (011100 |0.000 |0.876 |0.849 |0.851 |0.149 0.001 45
ID162 [111110(0.924 |1 0871 0969 |1 0.348 85
ID163 (010111 |0.137 |0.997 |0.16 0948 |1 0.814 67
ID164 | 000010 |0.09 0435 |[0.09 |0 0.934 0.202 29
ID165 |000010|0.009 |0.0381 |0.083 |0.039 |0.968 0.003 18
IDI66 (011110 |0.160 |0.995 |0.773 |0.686 |0.999 0.008 60
ID167 | 010010 |0.108 |0.902 |0.48 0 1 0.033 42
ID168 |110100|0.905 |0.862 |0 0.905 | 0.098 0.002 46
ID1I69 |111000 0571 |0.985 [0528 |0 0.475 0.004 42
ID1I70 |000010|0.255 |0.008 |0.010 |0.014 |O0.709 0.009 16
ID171 |111111|0968 |1 0842 | 0976 |1 0.575 89
ID172 |000010|0.001 |0.478 |0.089 |0.041 |0.928 0.012 25
ID173 1111100871 |0.995 (0978 0954 |1 0.011 80
ID174 1111110|0.832 |[0971 |0879 |0590 |1 0.007 71
ID175 |010010 (0439 |0987 |0 0 0.999 0 40
ID176 |000010|0.041 |0.088 |0.003 |0.001 |0.995 0.022 19
ID177 | 000011 |0.000 |0.012 |0.008 |0.001 |0.953 0.787 29
ID178 | 010010 |0.059 |0.887 |0.052 |0.299 |0.997 0.25 42
ID179 | 000000 |0.002 |0.001 |0.043 |0.128 |0.109 0.091 6

ID180 |[100000|0.749 |0 0.005 |0.137 |0.165 0.017 17
ID181 1111111 1 1 1 1 1 99
ID182 | 000010 |0.005 |0.074 |0.029 |0.026 |0.998 0.328 24
ID183 |000010{0.099 |0.170 |0.003 |0 0.999 0.020 21
ID184 | 000010 |0.000 |0.002 |0.023 |0.009 |0.971 0 16
ID185 |010010|0.034 |0811 |O 0.003 | 0.998 0 30
ID186 |111110|0.814 |0.994 |0.988 |0.988 |0.999 0.026 80
ID187 | 000010 |0.126 |0.272 |0.013 |0.02 0.986 0.008 23
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ID188 |111111|0.980 |1 1 1 1 0.999 99
ID189 |110100|0.976 |0.994 |0 0.975 | 0.025 0 49
IDI90 (000000 | 0.410 |0.471 [0.006 |0.412 |0.476 0.019 29
ID191 |010010|0.043 |0.567 |0 0.004 | 0.997 0 26
ID192 11110110991 |1 0977 |0.001 |1 0.977 82
ID193 1111100587 |0.964 |0.890 |0.890 |0.997 0.001 72
ID194 |000000|0.003 |0 0.058 |0.003 |0.001 0 1

ID195 (000010 |0.071 |0.123 |[0.020 |0 1 0.008 20
ID1I96 (000010 |0.013 |0.231 |0.077 |0.069 |0.887 0.016 21
ID197 |010010|0.389 |0.845 |0.002 |0.380 |0.640 0.024 37
ID198 | 000010 | 0.0150 | 0.460 |0.001 |0.009 |0.990 0.001 24
ID199 1100100538 |0.989 [0.286 |0.192 |1 0.001 50
ID200 | 010010 |0.413 |0.981 |0.130 |0 1 0 42
ID201 | 0100100439 |0.987 |0 0 1 0 40
ID202 (010111 0.051 |0.983 |0.017 |0.891 |0.962 0.839 62
ID203 | 000010 |0.001 |0.159 |0.027 |0.023 |0.972 0.003 19
ID204 | 000101 |0 0.001 |0.354 |0.895 |0.104 0.544 31
ID205 1001000694 |0 0.003 | 0.852 |0.148 0.155 30
ID206 |[110000|0.576 |0.741 |0.435 |0.089 |0.458 0.022 38
ID207 | 000011 |0.212 |0.186 |0.104 |0.078 |0.787 0.738 35
ID208 | 000000 |0.001 |O 0.056 | 0.044 |0.001 0.042 2

ID209 |010010|0.081 |0.903 |0.204 |0.063 |0.998 0.007 36
ID210 | 000010 |0.013 |0.155 |0.01 0.004 | 0.995 0.001 19
ID211 | 010010 |0.123 |0.685 |0.02 0.02 0.981 0.237 34
ID212 |010010 /|0 0.891 |0.11 0.111 |0.84 0.003 32
ID213 |010010|0.022 |0.881 |0.001 |0.001 |0.999 0 31
ID214 | 010010 |0.363 |0.648 |0.001 |0.309 |0.692 0.002 33
ID215 [110010|0.630 |0.727 |0.001 |0.002 |0.986 0.003 39
ID216 [ 011010 |0.085 |0.883 |0.506 |0.469 |0.999 0.036 48
ID217 (011010 0.220 |0.923 |0.735 |0.491 |0.999 0.007 56
ID218 | 010010 |0.094 |0.843 |0.464 |0.001 |0.999 0.001 40
ID219 |010010|0.384 |0.659 |0.003 |0 1 0.008 34
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ID220 |110010|0.507 |0.871 |0.004 |0 1 0 39
ID221 (010010 |0.0388 |0.842 |0.028 |0.001 |0.999 0.019 32
ID222 (011110 |0.109 |0.849 |0.79 0.663 | 0.999 0.005 56
ID223 [110100|0.609 |0.851 |0.009 |0.590 |O0.411 0.001 41
ID224 1110010 |0.508 |0.870 |0 0 1 0 39
ID225 |000010|0.009 |0.342 |0.007 |0.005 |0.994 0.001 22
ID226 [011110|0.181 |0.998 |0.97 0.97 1 0 68
ID227 (000010 |0.115 |0.021 |0.002 |0.109 |0.873 0 18
ID228 | 000010 |0.001 |0.020 |0.02 0.025 | 0.975 0.028 17
ID229 |111110]0.63 0999 10925 (0775 |1 0.007 72
ID230 (010010 |0.074 |0.967 |[0.041 |0 0.961 0 34
ID231 (010010 |0.001 |0.538 |0.052 |0.045 |0.598 0.012 20
ID232 | 000010 |0.039 |0.472 |0.033 |0.005 |0.957 0.005 25
ID233 110100 |0.553 |0.693 |0.014 |0.565 |0.373 0 36
ID234 | 010010 |0.046 |0.790 |0.041 |0.103 |0.998 0.068 34
ID235 |000010|0.172 |0.302 |0.002 |0.001 |0.982 0 24
ID236 | 000010 |0.195 |0.215 [0.002 |0.145 |0.799 0.001 22
ID237 | 010010 |0.226 |0.796 |0 0.15 0.846 0 33
ID238 | 010010 |0.075 |0.762 |0.018 |0.019 |0.983 0.003 30
ID239 |010110|0.021 |0.960 |0.307 |0.709 |1 0.458 57
ID240 (010010 |0.001 |0.629 |0.072 |0.064 |0.529 0.020 21
ID241 |010010|0.016 |0.930 |0.007 |0.018 |0.919 0 31
ID242 | 000010 |0.080 |0.119 |0.002 |0.079 |0.921 0.022 20
ID243 | 001000 |0 0 0.963 |0.134 |0.011 0.004 18
ID244 000010 |0.013 |0.086 |0.082 |0.038 |0.993 0.021 20
ID245 [111110|0.863 |0.983 |0.957 0925 |1 0.004 78
ID246 (000011 |0.006 |0.034 |0.013 |0.013 |0.997 0.585 27
ID247 | 000010 |0.010 |0.159 |0.129 |0.092 |0.949 0.078 23
ID248 |000010|0.036 |0.220 |0 0.001 |0.976 0 20
ID249 | 000000 |0 0 0.051 |0.129 |0.001 0.128 5

ID250 | 010010 |0.142 |0.621 |0.228 |0.155 |0.999 0.043 36
ID251 | 010010 |0.024 |0.876 |0.028 |0.001 |0.999 0.009 32
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ID252 | 000010 |0.060 |0.182 |0.161 |0.164 |0.965 0.003 25
ID253 111110 |0.706 |0.960 |0.860 |0.948 |0.926 0.420 80
ID254 1110000917 |0.939 [0919 |0 0.087 0.002 47
ID255 |000101|0.017 |0.239 |0.239 |0.880 |0.120 0.616 35
ID256 1101000985 |0981 |0 0.984 | 0.017 0.001 49
ID257 | 000010 |0.001 |0.176 |0.038 |0.027 |0.965 0 20
ID258 | 000101 |0 0.011 |0.019 |0.852 |0.148 0.834 31
ID259 | 000010 0.011 |0.122 |0.04 0.029 | 0.982 0.022 20
ID260 (011110 |0.077 |0.988 |0.871 |0.749 |0.999 0 61
ID261 | 000000 |0.002 |0 0.224 |0.049 | 0.004 0.04 5

ID262 | 000000 | 0.267 |0.442 |0.201 |0.187 |0.343 0.041 24
ID263 1111100945 |0.998 |0.954 |0.96 1 0.106 82
ID264 [111000|0.820 |0.855 |0.835 |0.004 |0.176 0 44
ID265 (010010 |0.031 |0.514 |0.098 |0.094 |0.997 0.021 29
ID266 1111100952 |0.99 [0.988 |0.95 |1 0.006 81
ID267 |000011|0.002 |0.010 |0.008 |0 1 0.931 32
ID268 111110 0.731 |0.985 |0.925 |O0.77 1 0.004 73
ID269 1111100952 |0.99 [0.988 |0.95 |1 0.006 81
ID270 |010010|0.082 |0.732 0425 |0 0.999 0.002 37
ID271 [111111(0999 |1 0992 0985 |1 0.981 99
ID272 | 010010 |0.000 |0.923 |0.440 |0.430 |0.828 0.46 51
ID273 0111000 0.997 |0.993 |0.995 |0.005 0 49
ID274 1011100 |0.040 |0.973 |0.893 |0.943 |0.058 0 48
ID275 (010010 |0.015 |0.630 |0.014 |0.043 |0.989 0.04 28
ID276 |010010|0.004 |0.795 |0.001 |0 0.986 0 29
ID277 [100100|0.930 |0.002 |0.004 |0.935 |0.066 0 32
ID278 | 000000 |0 0 0.055 | 0.050 | 0.008 0.048 2

ID279 | 000000 |0.000 |0.026 |0.064 |0.080 |0.029 0.035 3

ID280 | 000000 |0 0.003 |0.196 |0.016 |0.322 0.191 12
ID281 | 000000 |0.211 |0.34 0.246 |0.051 |0.491 0.083 23
ID282 | 0000110 0 0.094 |0.037 |0.884 0.612 27
ID283 |000000 (0423 |0 0.032 |0.024 | 0.030 0 8
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ID284 | 000010 |0.022 |0.486 |0.013 |0.005 |0.999 0.005 25
ID285 | 000000 |0 0 0.003 | 0.003 |0.001 0 0

ID286 |100000|0816 |0 0.006 | 0.068 | 0.066 0.039 16
ID287 |010111|0.006 |0.95 |0.005 |0.939 |0.998 0.936 63
ID288 (010010 |0.022 |0.875 |0.151 |0.003 |0.998 0.031 34
ID289 | 000010 |0.002 |0.069 |0.023 |0.002 |0.956 0.04 18
ID290 | 001000 | 0.000 |0.038 0.504 |0.043 |0.363 0.066 16
ID291 1111100594 |0.815 [0.784 |0.786 |0.998 0.003 66
ID292 (001110 0.181 |0.444 |0.699 |0.701 | 0.900 0.003 48
ID293 | 000010 |0.077 |0.005 |0.007 |0.09 0.910 0.03 18
ID294 1101011 |0.894 |0.138 [0915 |0.077 |1 0.841 64
ID295 (010010 |0.024 |0.690 |0.193 |0.188 |0.945 0 33
ID296 [011100/|0 0.845 |0.778 |0.789 |0.214 0.066 44
ID297 110100 |0.638 |0.717 |0.001 |0.628 | 0.362 0.002 39
ID298 | 000010 |0.027 |0.017 |0.061 |0.086 |0.914 0 18
ID299 |000010|0.414 |0.467 |0.017 |0.424 |0.590 0 31
ID300 (010111 |0.021 |0.99 |0.140 |0970 |1 0.855 66
ID301 |(010111|0.028 |0.987 [0.362 |0915 |1 0.580 64
ID302 | 000010 |0.131 |0.200 |0.03 0 0.999 0.019 22
ID303 | 000000 |0.003 |0 0.004 |0.034 | 0.006 0.032 1

ID304 1110000941 |0946 |0.783 |0.163 | 0.044 0.017 48
ID305 |010010|0.105 |0.762 |0.118 |0.373 |0.999 0.348 45
ID306 | 010010 |0.105 |0.762 |0.118 |0.373 |0.999 0.348 45
ID307 | 000010 |0.005 |0.031 |0.256 |0.064 |0.599 0.211 19
ID308 | 000000 |0.141 |0 0.149 |0.040 |0.200 0.032 9

ID309 [111001|0.997 |0.998 |0997 |0 0.003 0.997 66
ID310 |010010|0.433 |0.805 [0.042 |0.084 |1 0.046 40
ID311 [110100|0.923 |0.929 |0.003 |0.931 |0.069 0.006 47
ID312 [110100|0.848 |0.787 |0.001 |0.848 |0.126 0 43
ID313 |000010 0438 |0.414 |0421 |0.002 |0.555 0.002 30
ID314 [011110|0.038 |[0.994 |0851 0851 |1 0 62
ID315 [110010|0.749 |0.938 |0 0 1 0 44
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ID316 |001000 /|0 0.218 |0.665 |0.276 |0.317 0.001 24
ID317 110100 |0.712 |0.924 |0.001 |0.693 |0.315 0.007 44
ID318 |000101|0 0 0.004 |1 0 0.996 33
ID319 | 000011 |0.000 |0.018 |0.004 |0.001 |0.997 0.79 30
ID320 11111110999 |1 0992 0985 |1 0.981 99
ID321 (000010 |0.081 |0.001 |0.007 |0.082 |0.623 0.431 20
ID322 | 010010 |0.085 |0.763 |0.036 |0.044 | 0.996 0.037 31
ID323 | 0111000 0.654 |0.524 |0.524 |0.112 0.004 30
ID324 | 000010 |0.432 |0.488 |0.239 |0.162 |0.569 0.001 31
ID325 | 000010 |0.057 |0.005 |0.002 |0.065 |0.936 0.028 18
ID326 |000010|0.047 |0.438 |0.382 |0.11 0.969 0.002 32
ID327 | 010010 |0.087 |0.767 |0.035 |0.001 |0.998 0.001 30
ID328 | 000010 |0.043 |0.495 |0.028 |0.001 |0.999 0.012 26
ID329 1110000816 |0.772 |[0.738 |0.033 |0.176 0 42
ID330 |011110|0.485 |0.989 |0.965 |0.940 |0.999 0.009 73
ID331 | 000010 |0.013 |0.027 |0.265 |0.100 |0.954 0.018 22
ID332 | 000010 |0.006 |0.061 |0.009 |0.008 |0.997 0.023 18
ID333 |000010 |0.005 |0.082 |0.040 |0.04 0.989 0 19
ID334 [111110|0.85 |0.999 |0.964 |0989 |1 0.041 80
ID335 | 000010 |0.005 |0.023 |0.063 |0.002 |0.944 0 17
ID336 | 000000 |0.007 |0 0.057 |0.003 |0.001 0 1

ID337 | 000010 |0.063 |0.1 0.067 | 0.003 |0.88 0.012 18
ID338 |000010|0.29 |0 0.046 |0.299 | 0.528 0.019 19
ID339 1000000844 |0 0.006 | 0.05 0.059 0.006 16
ID340 | 000000 |0.005 |0.066 |0.069 |0.163 |0.015 0.137 7

ID341 |000101|0.057 |0 0.034 | 0.953 | 0.047 0.869 32
ID342 |001100|0 0.001 |0.988 |0.988 |0.012 0 33
ID343 | 000010 |0.005 |0.325 |0.089 |0.100 |0.913 0.012 24
ID344 100000 |0.770 |0.380 |0.209 |0.195 |0.193 0 28
ID345 (000011 |0.005 |0.170 |0.017 |0.005 |0.983 0.590 29
ID346 |[110100|0.714 |0.733 |0.017 |0.745 |0.256 0.019 41
ID347 110111 |0.707 |0.987 |0.171 |0.945 |1 0.824 77
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ID348 |110010 (0570 |0.986 |0.117 |0 1 0 44
ID349 111000 |0.758 |0.827 |0.766 |0.001 |0.253 0.016 43
ID350 110100 |0.838 |0.823 |0 0.837 | 0.163 0.07 45
ID351 | 000010 |0.000 |0.049 |0.049 |0.049 |0.771 0 15
ID352 (010010 0.039 |0.883 |0.001 |0.005 |0.994 0 32
ID353 (010010 0.313 |0.586 |0.239 |0.045 |0.704 0.064 32
ID354 | 010010 |0.024 |0.965 |0.006 |0.001 |0.999 0 33
ID355 (000010 |0.087 |0.223 |0.003 |0.001 |0.975 0.002 20
ID356 (010010 |0.001 |0.982 |0.164 |0.164 |0.907 0 36
ID357 | 000010 |0.085 |0.184 |0.005 |0.003 |0.992 0.001 20
ID358 | 000010 |0.091 |0.016 |0.003 |0.093 |0.908 0 18
ID359 110100 |0.930 |0.951 |0.001 |O0.93 0.050 0 47
ID360 | 010010 |0.156 |0.800 |0.051 |0 0.966 0.024 33
ID361 111111 |1 1 1 1 1 1 99
ID362 |000100 | 0.000 |0.383 |0.47 0.517 |0.239 0.238 30
ID363 | 010010 |0.085 |0.752 |0.025 |0.001 |0.999 0.001 30
ID364 | 000000 |0 0.386 | 0.067 | 0.066 |0.038 0.029 9

ID365 |010010|0.048 |0.843 |0.420 |0.261 |0.996 0.099 44
ID366 |111000|0.855 |0.887 |0.848 |0.001 |O0.146 0 45
ID367 | 000010 |0.082 |0.493 |0.005 |0.057 |0.945 0.013 26
ID368 1100100526 |0.744 |0.002 |0.012 |0.998 0.010 38
ID369 |010010|0.074 |0.777 |0.079 |0.075 |0.997 0.022 33
ID370 | 000010 |0.114 |0.203 |0.062 |0.001 |0.997 0.018 23
ID371 | 000010 |0.001 |0.277 |0.236 |0.22 0.783 0 25
ID372 | 000000 |0.268 |0.170 |0.145 |0.058 |0.200 0.029 14
ID373 | 001000 /|0 0 0.839 |0.037 |0.186 0 17
ID374 11101000590 |0.778 |0.002 |0.588 |0.433 0.024 40
ID375 |010010|0.176 |0.862 |0.117 |0.017 |0.870 0.017 34
ID376 | 010010 |0.180 |0.881 |0.022 |0.289 |0.803 0.105 37
ID377 110100 0.98 |0.989 |0.003 |0.987 |0.013 0 49
ID378 [110000|0.830 |0.956 |0.482 |0.345 |0.169 0 46
ID379 |011110|0.087 |0.978 |0.838 |0.810 |1 0.001 61
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ID380 | 000011 |0.025 |0.012 |0.001 |0.022 |0.978 0.833 31
ID381 (000011 0.052 |0.178 |0.237 |0.211 |0.998 0.521 36
ID382 (010111 |0.020 |0.989 |[0.105 |0.970 |1 0.891 66
ID383 | 000011 |0.041 |0.045 |0.025 |0.014 |0.960 0.9 33
ID384 111111 |1 1 1 1 1 1 99
ID385 | 000010 |0.000 |0.002 |0.133 |0.134 |0.867 0 18
ID386 | 000010 |0.257 |0.270 |0.228 |0.010 |0.742 0.111 26
ID387 (010010 |0.087 |0.767 |0.035 |0.001 |0.998 0.001 30
ID388 | 000000 |0.003 |0 0.028 | 0.02 0.001 0.026 1

ID389 |010010|0.151 |0.551 |0 0.001 | 0.999 0 28
ID390 | 000010 |0.003 |0.045 |0.007 |0.008 |0.995 0.074 18
ID391 |111010|0.796 |0.964 |0.738 |0.002 |1 0 58
ID392 | 000000 |0.002 |0 0.057 |0.004 |0.001 0 1

ID393 110100 |0.876 |0.954 |0.070 |0.95 0.051 0.001 48
ID394 | 000010 |0.101 |0.026 |0.008 |0.018 |0.883 0 17
ID395 [110111|0.759 |0.999 |0.006 |0.952 |1 0.948 77
ID396 1100100511 |0.871 |0.417 |0.023 |0.56 0.208 43
ID397 | 0111100253 |0.869 [0.808 |0.681 |1 0.018 60
ID398 |[110010 (0543 |0.748 |0.001 |0 1 0.002 38
ID399 | 000010 |0.008 |0.016 |0.006 |0.001 |O0.991 0 17
ID400 |000000 |0.039 |0.002 |0.339 |0.041 |0.150 0.030 10
ID401 1111111 1 1 1 1 1 99
ID402 [111111|0904 |[0.999 |0963 |0882 |1 0.885 93
ID403 11111110976 |1 0.988 0983 |1 0.946 98
ID404 [111111|0979 |1 0.997 0988 |1 0.976 98
ID405 |110010|0.685 |0.988 |0.001 |0.001 |1 0 44
ID406 11111110988 |1 0999 0999 |1 0.832 96
ID407 [111000|0.95 |0.925 |0.889 |0.036 |0.042 0.045 48
ID408 |000010|0.003 |0.063 |0.073 |0.056 |0.920 0.008 18
ID409 (011110 |0.000 |0.997 |0.965 |0.933 |0.987 0 64
ID410 | 000010 |0.000 |0.009 |0.011 |0.004 |0.988 0.024 17
ID411 |111010|0.621 |0.751 |0.617 |0.001 |0.998 0 49
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ID412 | 000010 |0.020 |0.464 |0.004 |0.004 |0.999 0 24
ID413 (000101 |0.000 |O 0.008 |0.999 |0.001 0.991 33
ID414 | 001100 |0 0 0.984 |0.984 |0.016 0.011 33
ID415 |000000|0.003 |0 0.004 |0.035 |0.001 0.033 1

ID416 (000010 |0.008 |0.018 |0.002 |0.002 |0.998 0 17
ID417 11111110999 |1 0993 0899 |1 0.996 98
ID418 | 000101 |0 0 0.009 |0.983 |0.017 0.981 33
ID419 110010 |0.730 |0.934 [0.001 |O 1 0.019 44
ID420 (1100100559 |0816 |0 0.462 | 0.536 0.002 39
ID421 [111111|0975 |[0.999 |0.988 |0.983 |1 0.946 98
ID422 11111100813 |0.998 [0987 0953 |1 0 79
ID423 | 000010 |0.001 |0.217 |0.085 |0.003 |0.926 0 20
ID424 1111111|0.99 |0.999 |0.992 0992 |1 0.966 99
ID425 | 000000 |0 0.296 |0.468 |0.301 |0.181 0.068 21
ID426 (010010 |0.259 |0.904 |0.228 |0.009 |0.766 0.007 36
ID427 [111111(0999 |1 1 1 1 1 99
ID428 | 001000 |0 0 0.577 |0.041 | 0.027 0.022 11
ID429 | 000010 |0.022 |0.056 |0.004 |0.023 |0.915 0.009 17
ID430 |[111000|0.677 |0.692 |0.663 |0.001 |0.322 0.007 39
ID431 | 000010 |0.113 |0.153 |0.112 |0.009 |0.842 0.021 20
ID432 | 000010 |0.008 |0.013 |0.015 |0.001 |0.975 0.024 17
ID433 | 010010 |0.050 |0.768 |0.011 |0.010 |0.997 0.006 30
ID434 011100 |0.013 |0.843 |0.807 |0.981 |0.019 0.143 46
ID435 | 010010 |0.066 |0.978 |0.494 |0.001 |0.999 0 42
ID436 |000010|0.013 |0.266 |0.091 |0 0.999 0.464 30
ID437 | 000000 | 0.000 |0.040 |0.45 0.053 |0.174 0.291 16
ID438 | 010010 |0.046 |0.800 |0.184 |0.059 |0.999 0.005 34
ID439 011010 |0.088 |0.770 |0.502 |0.151 |0.998 0.013 42
ID440 |001000 /|0 0 0.874 |0.046 | 0.005 0.012 15
ID441 | 000000|0.002 |0 0.417 |0.048 | 0.002 0.032 8

ID442 001000 /|0 0.078 |0.593 |[0.099 |0.016 0.023 13
ID443 |000000|0.002 |0 0.055 |0.050 |0.001 0.048 2
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ID444 000010 |0.000 |0.009 |0.269 |0.110 |0.901 0.019 21
ID445 (000010 |0.011 |0.008 |0.019 |0.011 |0.986 0.009 17
ID446 | 001000 |0 0.040 |0.973 |0.083 |0.020 0.008 18
ID447 001000 /|0 0.040 |0.973 |0.083 |0.020 0.008 18
ID448 | 001000 |0.0386 |0.133 |0.790 |0.127 |0.035 0 18
ID449 | 000010 |0.038 |0.090 [0.051 |0 0.965 0.008 19
ID450 | 000010 |0.005 |0.027 |0.119 |0.072 |0.983 0.314 25
ID451 | 000010 | 0.000 |0.006 |0.005 |0.004 |0.994 0.354 22
ID452 (011110 |0.000 |0.932 0942 |0.933 |0.877 0.016 61
ID453 0111100423 |0917 |0.776 |0.776 |0.990 0.179 67
ID454 | 000010 |0.0381 |0.076 |0.002 |0.002 |0.971 0.022 18
ID455 (0111100132 |0.837 [0512 |0.729 |1 0.307 58
ID456 | 000010 |0.067 |0.147 |0.006 |0.003 |0.992 0.020 20
ID457 11001000775 |0 0.004 |0.779 |0.221 0.038 30
ID458 111110 |0.807 |0.989 |0.98 0971 |1 0.013 79
ID459 | 000011 |0.002 |0.027 |0.011 |0.009 |0.987 0.63 27
ID460 | 000010 |0.014 |0.062 |0.102 |0.013 |0.996 0.036 20
ID461 (000010 |0.120 |0.246 |0.023 |0.003 | 0.995 0.001 23
ID462 |001010|0.001 |0.001 |0.508 |0.408 |0.598 0.017 25
ID463 | 000010 |0.012 |0.007 |0.052 |0.019 |0.983 0.024 18
ID464 1100100544 |0.742 [0.072 |0 1 0.024 39
ID465 |000010|0.048 |0.057 |0.010 |0.012 |0.771 0.026 15
ID466 |111111|0980 |1 1 1 1 0.999 99
ID467 | 010010 |0.082 |0.732 |[0425 |0 0.999 0.002 37
ID468 |010010|0.282 |0.984 |0.249 |0.010 |0.745 0 37
ID469 |111010|0.870 |[0.999 |0.820 |0.301 |1 0.331 72
ID470 | 000000|0.161 |O 0.041 | 0.150 | 0.006 0.141 8

ID471 | 000000 |0.001 |0 0.057 |0.003 |0.001 0 1

ID472 1111110|0.876 |[0.991 |0.98 |0951 |1 0.001 80
ID473 10111110032 |1 1 1 1 0.993 83
ID474 1111110(0924 |1 0871 0969 |1 0.348 85
ID475 1111111 1 1 1 1 1 99
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ID476 | 000010 |0.057 |0.004 |0.004 |0.006 |O0.741 0 13
ID477 |011110|0.180 |0.994 |[0.967 |0.967 |1 0 68
ID478 110010 |0.624 |0.819 [0439 |0 1 0.002 48
ID479 1011110 /|0.172 |0.764 |0.561 |0.561 |0.999 0.001 50
ID480 (000011 0.020 |0.088 |0.095 |0.073 |0.997 0.716 33
ID481 (010010 |0.004 |0.627 |0.357 |0.235 |0.973 0.008 36
ID482 0111100359 |0.997 |0.973 |0.941 |0.999 0.001 71
ID483 0111100351 |0942 (0536 |0.687 |1 0.456 66
ID484 000101 |0.002 |0.012 |0.042 |0.833 |0.167 0.792 30
ID485 | 000000 |0.072 |0.001 |0.05 0.006 | 0.062 0 3

ID486 | 0000100374 |0.424 |0 0 1 0 29
ID487 | 000011 |0.001 |0.147 |0.004 |0.003 |0.997 0.694 30
ID488 [111111|0.709 |1 0999 0999 |1 0.965 94
ID489 111010 0.872 |0.987 |[0.785 |0 1 0.104 62
ID490 (010010 |0.157 |0.982 |0.023 |0.001 |0.999 0 36
ID491 1111100832 |[0.999 |0935 |0.789 |1 0.047 76
ID492 11111110980 |1 1 1 1 0.998 99
ID493 1111100871 |0.995 (0978 0954 |1 0.011 80
ID494 [1111110/|0.845 |[0.999 |0.948 |0.957 |1 0.048 79
ID495 | 000010 /|0 0.270 |0.148 |0.007 |0.756 0.042 20
ID49%6 (010010 0.165 |0.803 |0.117 |0.104 | 0.980 0.020 36
ID497 [111110/|0.707 |0.950 |0.905 |0.747 |1 0.002 71
ID498 | 010010 |0.068 |0.623 |0.03 0.005 | 0.993 0.003 28
ID499 1011110 0.094 |0.990 |0.867 |0.859 |0.999 0.007 63
ID500 | 010111|0.096 |0.997 |0.39 |0975 |1 0.662 68
ID501 | 000010 |0.148 |0.190 |0.019 |0.218 |0.783 0.068 23
ID502 (0111100384 |0.980 |0.603 |0.692 |1 0.381 67
ID503 | 010010 |0.087 |0.767 |0.061 |0.078 |0.998 0.030 32
ID504 [111111|0979 |1 0997 [099% |1 0.989 99
ID505 | 000010 |0.064 |0.017 |0.022 |0.063 |0.891 0 17
ID506 [111111|0980 |1 1 1 1 0.992 99
ID507 |010010 (0449 |0.773 |0 0 0.998 0.002 37
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ID508 |010010|0.123 |0.778 |0.011 |0.114 |0.920 0.025 32
ID509 (100100 |0.937 |0.001 |0.001 |0.938 |0.063 0 32
ID510 1111110840 |0.999 [0.679 |0.952 |1 0.921 89
ID511 | 010010|0.191 |0.884 |0.186 |0.402 |0.999 0.240 48




