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ABSTRACT

ALGORITHMS FOR LEARNING FROM ONLINE HUMAN

BEHAVIOR AND HUMAN INTERACTION WITH

LEARNING ALGORITHMS

In modern digital systems, algorithms that deliver personalized content shape

the user experience and affect user satisfaction, hence long-term engagement with the

system. What the system presents also influences the parties providing content to the

system since visibility to the user is vital for reachability. Such algorithms learn to

deliver personalized content using data on previous user behavior, e.g., their choices,

clicks, ratings, etc., interpreted as a proxy for user preferences. In the first part of

this work, we review prevalent models for learning from user feedback on content,

including our contributions to the literature. As such data is ever-growing, we discuss

computational aspects of learning algorithms and focus on software libraries for scalable

implementations, including our contributions. The second part is on learning from user

interactions with algorithmic personalization systems. Albeit helpful, human behavior

is subject to cognitive biases, and data sets comprising their item choices are subject

to sampling biases, posing problems to learning algorithms that rely on such data. As

users interact with the system, the problem worsens—the algorithms use biased data to

compose future content. Further, the algorithms self-reinforce their inaccurate beliefs

on user preferences. We review some of the biases and investigate a particular one: the

user’s tendency to choose from the alternatives presented by the system, putting the

least effort into exploring further. To account for it, we develop a Bayesian choice model

that explicitly incorporates in the inference of user preferences their limited exposure

to a systematically selected subset of items by an algorithm. The model leads to an

efficient online learning algorithm of user preferences through interactions.
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ÖZET

İNSANLARIN ÇEVRİMİÇİ DAVRANIŞINDAN VE

ÖĞRENME ALGORİTMALARIYLA ETKİLEŞİMİNDEN

ÖĞRENEN ALGORİTMALAR

Modern dijital sistemlerde, kişiselleştirilmiş içerik sunan algoritmalar kullanıcı

deneyimini şekillendirmekte; kullanıcı memnuniyetini ve kullanıcının sistemle uzun

süreli ilişkisini etkilemektedir. Sistemin kullanıcıya gösterdikleri, erişilebilirlik için

görünürlük çok önemli olduğundan, sisteme içerik sağlayan diğer partileri de etkile-

mektedir. Bu algoritmalar, kişiselleştirilmiş içerik sunmayı kullanıcı tercihleri için bir

gösterge olarak geçmiş davranışlarından, örneğin, seçimlerinden, tıklamalarından, oy-

larından öğrenirler. Bu çalışmanın ilk kısmında kullanıcıların gösterilen içeriğe verdiği

geribildirimden öğrenen yaygın modeller, katkılarımızı da içerecek şekilde incelenmek-

tedir. Bu veri sürekli büyüdüğünden, öğrenme algoritmalarının hesaplama yönüne,

ölçeklenebilir gerçekleşmeleri için yazılım kütüphanelerine ve bu alandaki katkımıza

odaklanılmaktadır. Çalışmanın ikinci kısmı kullanıcıların algoritmik kişiselleştirme

sistemleri ile etkileşimine odaklanmaktadır. Yararlı olsa da, davranış verisi, algo-

ritmalara sorun teşkil edecek şekilde birçok bilişsel önyargı ve örnekleme yanılgısı

içermektedir. Kullanıcılar sistemle ilişkide olduğu sürece sorun kötüleşir (algoritma

gelecek gösterimlerini yanlı veriden yapar). Dahası algoritma, kullanıcı tercihleri ile il-

gili yanlış inancını pekiştirir. Çalışmamız, kullanıcı önyargılarının bazılarını özetlemekte

ve biriyle ilgilenmektedir: kullanıcının kendisine sunulan seçeneklerden birini seçme

eğilimi. Bu eğilimi gözeten, kullanıcı tercihlerinin çıkarsanmasında onların tüm içeriğin

sınırlı bir alt kümesine maruz kaldıklarını hesaba katan, Bayesçi bir seçim modeli

geliştirilmiştir. Bu model, kullanıcı tercihlerini sistemle etkileşimlerinden öğrenen etkin

bir çevrimiçi algoritmaya olanak vermektedir.
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1. INTRODUCTION

In modern digital applications, algorithms that deliver personalized content shape

the user experience and affect user satisfaction, hence long-term engagement with the

system. What the system presents also influences the parties providing content to the

system since visibility to the user is vital for reachability. Such algorithms learn to

deliver personalized content using data on previous user behavior, e.g., their choices,

clicks, or ratings on the earlier content/items, interpreted as a proxy for user pref-

erences, naturally collected through user-algorithm interactions. This work is about

models and algorithms for learning from such data, online user behavior, and human

interaction with systems that learn from their behavior.

For the first part, we will first review prevalent models for learning from user

feedback on content, including our contributions to the literature. As such data is

ever-growing, a discussion on the computational aspects of learning algorithms follows

the first part. We will then focus on software libraries for scalable implementations of

the algorithms to learn such models and list our contributions. The models we will

review are several variants of latent factor models and their extensions, where a small

embedding vector represents a user. A linear (in the case of matrix factorization mod-

els such as in [1]) or non-linear (in the case of ‘deep’ models such as in [2]) mapping

of the user embedding underlies the user preferences on all possible items. Depending

on the kind of observations, these models assume user preferences to underlie observed

behavior through an observation likelihood: usually, a Gaussian distribution for ob-

served ratings [3], a Poisson for observed counts [4], or a collection of multinomials for

a collection of choices [2,5–7]. The algorithms we will review are scalable implementa-

tions of the optimization algorithms maximizing this likelihood (or a variant thereof),

executed on modern distributed data processing systems, as in [8].

Albeit a helpful proxy for their preferences, human behavior is subject to cognitive

biases, and data sets comprising their item choices are subject to sampling biases. Ac-



2

cordingly, one should interpret online human behavior carefully when designing learning

algorithms, leading us to the second part of this work.

The sampling biases pose problems to learning algorithms as the observed data set

does not constitute a random sample for all user-item pairs [9, 10]. Such biases might

occur due to preferential inclusion of user-item pairs in the data sets, for instance,

when the users selectively rate items [9]. They also occur because the user cannot give

feedback to items that they did not get a chance to evaluate—due to, for instance, the

item being at lower positions on a ranked list. As a result, specifically for “implicit

feedback” data sets where the users do not provide explicit feedback on content [11],

we cannot assume that the user did not like an item if they did not click on it—

because they might be unaware of it. Otherwise, our inference of user preferences will

be biased [12]. Indeed, various models exist to address such exposure [12] and position

biases [13].

On the other hand, personalized user experience is shaped interactively in mod-

ern digital applications. In a typical scenario, a personalization system, e.g., a recom-

mender system, estimates user preferences based on their previous discrete choices, e.g.,

their clicks on products, movies, or news articles. However, the options presented to the

user, selected by the system in line with the preference estimates for that user, might

influence their choices. The user, for instance, might trust the system’s recommenda-

tions, which might result in an increase of the user’s probability of click, compared to

the case had the item not been recommended [14, 15]. That is, the observation does

not accurately reflect the user’s actual preferences. Alternatively, the user might put

“the least effort” [16] into exploring all the alternatives and conveniently choose (or

tend to choose) from what is recommended by the system.

In other words, the system and its users interact in a feedback loop: the sys-

tem learns to make future recommendations based on user choices, influenced by the

previously recommended alternatives. A consequential source of bias is ignoring the

interplay between the user’s choice and the system’s presentation. The feedback loop,
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reinforcing the system’s own biased belief, may result in the “filter bubble,” an unin-

tentional form of censorship with unexpected economic and societal impact [17]. As a

result, a group of users’ behavior tends to “homogenize” [18] due to “algorithmic con-

founding” [18]. A user’s interest may even “degenerate” over time due to systematic

exposure, leading to “echo chambers” [19].

It should be clear from the above that to interpret user behavior and feedback

correctly, recommender systems should model the interactions and not merely their

feedback [18]. Furthermore, ignoring the interplay between the user’s choice and the

system’s presentation might violate the objective of “fairness of exposure” [20]. Par-

ticularly in recommender systems that learn from implicit feedback, preferences for

underrepresented options—those rarely presented by the system—might be underesti-

mated. Effectively, the items that are shown less also receive less opportunity to be

recommended and, in turn, chosen by the user [21]. Conversely, the system might de-

velop a bias towards initial choices—giving them an “early-exposed advantage” [22], or

towards popular (or promoted) alternatives [23], overestimate the preference for these,

and keep recommending them.

The onus is on the system to sufficiently explore all the items, and stochastic

bandit algorithms [24] offer a viable approach. They are widely used in recommender

systems due to their dynamic and interactive nature [25], potentially alleviating some

problems mentioned above. For instance, [26] reports that bandit algorithms “break”

the feedback loop because they naturally explore to learn and place higher uncertainty

around newly introduced items. [27] suggests that bandit algorithms are among the

solutions to the filter bubble problem and argues that their exploration is crucial for

healthier digital markets—for users, publishers, and recommender systems. In [19], the

authors show that randomization due to exploration and allowing a “growing pool of

items” are necessary to avoid the degeneracy of user interest.

In summary, several biases causing the non-random inclusion of user-item pairs in

behavior data and the cognitive biases that influence human behavior pose problems
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to learning algorithms that rely on such data sets. As users interact with systems

that estimate user preferences from their previous behavior, the problem worsens as

the algorithms use biased data to compose future content. Further, when they do

not account for user biases and the interplay between the system and its users, the

algorithms self-reinforce their inaccurate beliefs on user preferences, also harming the

fairness of exposure objective.

In the second part of our work, we will review some of the biases and deeply

investigate a particular one: the user’s tendency to choose from the alternatives pre-

sented by the system, putting the least effort into exploring further. To account for

this bias, we will develop a Bayesian choice model, the Dirichlet-Luce model, that

explicitly incorporates in the inference of user preferences their limited exposure to

content—systematically composed by an algorithm. The model then leads to an online

(bandit) algorithm for learning user preferences through interactions.

1.1. Contributions

Throughout developing this thesis, our studies initially revolved around learn-

ing and inference algorithms from observed user feedback on content to predict the

unobserved/held-out feedback. The main focus was to design matrix factorization

variants, extensions, and scalable implementations of the learning algorithms. To this

end, the initial set of contributions includes our contributions to open-source software

for scalable machine learning [8] and a general matrix factorization variant for modeling

the multinomial family of distributions for the observed feedback [28].

As discussed at the outset, our focus shifted towards to novel models for accurate

interpretation of online human behavior in their interaction with algorithms—perhaps

those designed to learn from online human behavior. Following a review of the bi-

ases that make online human behavior data sets unreliable for learning algorithms

(thus leading to unhealthy digital platforms that are unfair for both users and content

providers), we make the following contributions:
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• Focusing on their tendency to choose from what is presented to them—a particu-

lar factor that might influence the individuals’ choice behavior online, we develop

a Bayesian choice model, the Dirichlet-Luce model, that explicitly accounts for

limited exposure to alternatives. The observation likelihood we propose conforms

to Luce’s choice axiom [29]. We specify a full Bayesian treatment through a novel

family of distributions, a generalization of the Dirichlet distribution, conjugate

to the likelihood. We study our model’s properties, and methods for prefer-

ence estimation and full Bayesian inference. Learning user preferences under the

Dirichlet-Luce model is efficient. For example, the model achieves pairwise pref-

erence aggregation upon collecting statistics for K − 1 distinct pairs of options

(where K is the number of all items). In other words, the number of distinct pairs

of options that must be presented to users to learn their preferences effectively

is linear in the total number of options. Our model also ensures independence

of unexplored options—marginal posterior probabilities of choosing options that

were never presented are independent of other choices. That is, the model is

provably fair to options that were not yet presented or were newly added (i.e.,

cold-started). A preprint is available in [30]. The model and the algorithm that

we will discuss in the next item were also the subjects of our contributed and

invited talks in [25] and in [31].

• We then develop an online learning to recommend algorithm, casting the Dirichlet-

Luce model as the central component of a bandit algorithm. The algorithm

composes recommendations with either frequently preferred or scarcely presented

items. In particular, we will first show that the Dirichlet-Luce construction yields

a conjugate prior distribution to the restricted multinomial likelihood. We will

then develop a sequential Monte Carlo algorithm to sample from the joint prob-

ability distribution of preference probabilities. This sequential sampler is used as

a subroutine in a widely used bandit algorithm, the Thompson sampler [32], for

making recommendations.

• We show by simulation experiments that the Dirichlet-Luce bandit algorithm

achieves lower regret than state-of-the-art bandit algorithms in pairwise and L-

wise (L < K) preference scenarios.
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• The Dirichlet-Luce bandit algorithm is shown essential to our setup mainly due

to giving enough opportunity for all items to be recommended. Other simulation

experiments will mimic challenges to a healthy recommendation machinery by

promoting an item or by initially hiding a favorite item, demonstrating that

our setup ensures robustness to promotion and discovery of initially censored

favorites. In [33], we discuss such aspects in detail. Finally, as first appeared

in [34], we describe the model, the algorithm, and discuss many details.

Overall, our contributions explore and extend the literature on models and algo-

rithms and their scalable implementations for learning from online human behavior,

admitting that such data is biased and is collected in interaction with learning algo-

rithms. We believe that they include key building blocks assisting practitioners in

implementing such algorithms, for instance, when building recommender systems.

1.2. Organization of the Thesis

In Section 2, we give a general background on common applications at digital plat-

forms that use machine learning algorithms from user behavior. Namely, we describe

recommender and ranking systems. We then review common modeling approaches for

recommender systems, and introduce a matrix factorization variant. We continue the

chapter by reviewing learning and inference algorithms on common models for rec-

ommender systems. Finally, we review the multi-armed bandit problems for online

learning, and describe two commonly used algorithms.

Section 3 focuses on the challenges the practitioner faces when designing recom-

mender/ranking systems. We will first focus on scalability issues. There, we first give

scalable variants of the algorithms we review in Section 2. We then provide a short

summary on the open-source software libraries that include the scalable implementa-

tions. This chapter also highlights our contributions to open-source software. Later

in Section 3.2, we review common biases in online human behavior, and that occur in

their interactions with learning algorithms. We give a list of well-known biases and the
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implications. A particular user bias that we will investigate further is introduced. We

will also make a connection with fairness in machine learning in general, and fairness

in ranking.

We will deeply investigate a particular bias in Section 4, the least effort put by the

user into exploring further than what they are presented, systematically by algorithms.

We first set up the notation, and summarize our contributions: a Bayesian choice model

and a bandit algorithm derived out of the model. Having set up the notation, we will

first review other bandit algorithms for ranking and recommendation. We will then

fully specify the proposed choice model, the Dirichlet-Luce model. Later, we will

present the Dirichlet-Luce bandit algorithm for online learning to recommend. We will

show by simulations the role of the bandit algorithm in addressing potentially harmful

biases. Later we will show, again by simulations, why our model specification is useful

when, indeed, the users have a tendency to choose from what is presented to them.

We then identify a number of bandit algorithms that can be used for similar purposes.

We make a set of performance comparisons on simulated data sets of user choices, first

based on simulated and then based on an actual set of user preferences extracted from

a real-world artist listening data set. The experiments will demonstrate that the model

gives superior performance. Section 5 concludes the thesis, discussing the limitations

of our work and potential next steps.
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2. BACKGROUND

This chapter serves as a reminder for the reader on two topics: typical applications

and modeling approaches for learning from user behavior, and bandit algorithms. We

do not provide a comprehensive tutorial; we merely provide a short review at a level

only sufficient as a background to what follows. Books and comprehensive reviews on

these topics will be given as further references.

The first main topic we review here is learning from user behavior. There, we

review typical applications related to our contributions, namely, ranking and recom-

mender systems. We then review common modeling approaches for recommender sys-

tems, with a particular focus on matrix factorization variants and recent extensions.

Finally, for coherence of our presentation, we also include one of our contributions in

this section, which is a matrix factorization variant.

Learning from data requires empirical loss minimization or Bayesian inference

algorithms, depending on how the models are set up. We will briefly discuss gradient-

based optimization algorithms for the first and approximate Bayesian inference algo-

rithms for the second.

Later in our work, we will assert bandit algorithms, sequential decision-making

algorithms based on sequential feedback on these decisions, as key to designing online

recommender systems. Hence in this chapter, we will briefly describe what a bandit

algorithm is. Then, we will discuss basic bandit setups, and describe two widespread

bandit algorithms. One of the bandit algorithms we will present, also used later in our

work, requires sequential sampling from a maintained posterior distribution updated

through interactions. We will use a specific Markov chain Monte Carlo algorithm as a

sequential sampler due to [35].
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2.1. Ranking and Recommendation

Learning from online user behavior, e.g., their ratings, clicks, or purchases online,

is vital to many applications that aim to present relevant content to the users. The two

perhaps most frequently deployed applications through inference from user behavior

are ranking and recommender systems. In both applications, a small amount of all

available content (for instance, out of a total of K documents, a small L << K of

them) can be presented to a user at a time. It is unreasonable to expect the everyday

user to navigate through all available content, and ranking and recommender systems

come to the rescue.

Ranking is central in information retrieval, as [36] puts it, an excellent review

that we will follow in our summary. The term usually refers to a system—generally

depending on a user query (a proxy for the user’s information need), that presents a

ranked shortlist of all available content. A ranking can be independent of a query, too.

The famous PageRank ordering [37] is an example of websites being assigned static

scores independent of a user query. The practice of using machine learning for forming

a ranked list is referred to as “learning to rank” [36]. There, a model is learned to map

a set of features representing query-document pairs to a relevance judgment, which

might be in different forms, depending on the approach chosen.

Historically, relevance judgments are provided by experts, forming a training data

set for a learning to rank algorithm. That is, the experts are given search queries and

a list of documents to which the expert provides a relevance judgment. Relevance

judgments may be in different forms. In the “pointwise” approach, they assign rele-

vance scores (perhaps binary) to each document for a query. The expert might make

“pairwise” decisions (e.g., [38]), where they compare the relevance of document pairs.

Finally, they might provide a “listwise” feedback [39, 40], where they specify a partial

(or complete) ordering of the documents for the query. Algorithmic rankings are then

learned based on the rankings the experts provide. The models are trained such that

the relevance judgments from a ranking can be predicted. The task is to return a
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ranked list based on the model such that a quality metric is maximized. Commonly

used metrics are the mean reciprocal rank, mean average precision, and discounted

cumulative gain (see [41], Chapter 8).

For the pairwise and listwise approaches, let us discuss two models, RankNet [42]

and ListNet [40]. In RankNet, for each document, a score o(i) = f(xi; θ) is computed,

where xi represents the feature vector associated with document i, again perhaps in

relation to the current query. For a pair of documents i and j, o(i, j) = o(i)− o(j) are

calculated, and then used in a classifier where the decision that document i should be

ranked higher than document j is given by the sigmoid function: 1/(1 + e−o(i,j)). The

model is trained using previously labeled pairs (by the experts). Here, f(.; θ) can be

any function parameterized by θ, to be fit during training. In [42], the authors use a

neural network.

ListNet [40], as the name implies, is an algorithm when listwise feedback is col-

lected. They propose to use the top-one probability as a model to rank a list of

documents, where the quantity, for document i, is computed as: eo(i)/
∑K

k=1 e
o(k) in

K documents. Note that top-1 probabilities for each document forms a probability

distribution. Again, o(i) = f(xi; θ). The model is trained against the judgment on

documents (relative to the other items in a list of documents) associated with a query,

collected by experts, or inferred from user logs. Several learning to rank models can be

fit to data using optimization algorithms, and with differentiable objectives, they can

be run automatically using tools that provide automatic differentiation capabilities (see

a survey in [43]). TF-ranking [44] is an example where RankNet and ListNet, among

other models, are readily available.

That said, expert judgments are not easy to collect, and they make personalized

ranking impractical due to the lack of personal preferences data. Hence the recent

approach is to rely on actual user interactions, for instance, the click logs in response to

historical sessions, and train learning to rank models based on such a data set. Learning

from user interactions is convenient, as they are readily available, directly reflect (or
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indicate) user preferences, and render personalization approaches applicable. Learning

from user interactions, however, has its challenges. As [45] puts it, the feedback is

implicit and noisy; hence we apply probabilistic models. Perhaps a more severe problem

is that human behavior is biased, and the data sets due to user interactions are subject

to sampling biases. Several click models [13] and learning approaches (for instance,

bandit algorithms for learning to rank) have been developed to tackle these issues.

We will discuss such biases and click models in Section 3.2 and solution approaches in

Section 4. Another problem is the abundance of user feedback and the need for scalable

algorithms for learning from user interactions. Section 3.1 discusses the scalability

issues.

Recommender systems are treated slightly differently. We typically do not have

an explicit query. Instead, only a user’s historical behavior is used to identify the most

relevant, personalized content. The goal is then to infer user preferences accurately

from their previous behavior and present future content in line with their preferences.

In that sense, learning a recommender system, too, can be considered as a learning to

rank problem, where we map a current user’s historical behavior, perhaps combined

with other information, to a ranked list of items.

2.1.1. Common Modeling Approaches for Recommender Systems

The prevalent approach to learning a recommender system is through collaborative

filtering. There, with the assumption that similar users will have similar tastes or will

act similarly, the goal is to provide recommendations to a user based on the information

as to how other users act. The term “collaborative filtering” was coined in [46], and

explained as “that people collaborate to help one another perform filtering by recording

their reactions to documents they read”, in an attempt to filter large volumes of emails

into a short, personalized mailing list.

Historically, collaborative filtering systems were modeled based on user or item

similarities (see, for instance, [47–49]). In the first case, the users are recommended
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items based on a weighted combination of other users’ history, where the weights are

based on user-user similarities. In the second case, a user is recommended items similar

to the items they previously favored, in the sense that the users that favor them largely

overlap (in some similarity metric). Later, matrix factorization models were shown

superior performance, and collaborative filtering systems largely used matrix factor-

ization variants. More recently, further development was achieved due to advances in

deep learning, in particular, deep Bayesian learning. Here we summarize the basic

matrix factorization setup and how it varies based on the assumptions made on the

observation process. We also briefly summarize a contribution of ours, sum-conditioned

Poisson factorization—which first appeared in [28], a convenient factorization approach

for observations assumed to follow the multinomial family of distributions. We then

summarize a development that is due to variational autoencoders (VAE) [50], and it is

included to demonstrate that the model is essentially a nonlinear extension to matrix

factorization.

2.1.1.1. Matrix factorization for collaborative filtering. Matrix factorization generally

refers to decomposing a typically incomplete matrix into multiple (usually two) low-

rank matrices. Recommender systems data, i.e., the user-item interactions, e.g., user

ratings on items, can be organized in a matrix of size U×I, where U denotes the number

of users, and I denotes the number of items. Naturally, the matrix is incomplete. It is

also very sparse due to users rating only a small subset of all items.

Matrix factorization as a model for collaborative filtering has been made popular

in a blog post [51], where the post has shown that this simple model gives comparable

performance to those of top performers at the Netflix prize, an open recommender

system challenge for researchers with a million-dollar award [52]. The received signal

is expressed as

The idea is simple. Let X be a matrix of size U×I, where xu,i contains the rating

that the user u gave for the item i. xu,i is otherwise missing. We assume,

X ≈WH⊤, (2.1)
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where W and H are U ×R and I ×R matrices, and R << min (U, I). That is, X can

be approximately written as the product of two low-rank matrices. The assumption

that X is approximately low-rank implicitly encodes the idea that a user’s history can

be written as a linear combination of others, following the collaborative filtering idea.

Note that a row of X, denoted with x⊤
u , can be written as Hwu, where wu is an

embedding vector representing a user. That is, assuming an R-dimensional embedding

per user, a linear mapping underlies all of their ratings.

Such a model assumes a multi-aspect collection of historical actions for an in-

dividual. These latent aspects of behavior can be understood from a collection of

individuals: when the behavior of the entire community is cast as a matrix and the

low-rank structure is assumed, latent decompositions can be inferred such that things

typically done together are favored in a latent theme (a template), but still, an indi-

vidual is allowed to combine multiple of these themes in different degrees (embeddings,

or excitations).

From a probabilistic perspective, we assume that WH⊤ parameterizes a prob-

ability distribution from which we observe the elements of X’s. That is, we say, for

instance, an xu,i is an independent observation that follows a Gaussian distribution

with mean w⊤
uhi, where wu and hi are the uth and ith rows of the matrices W and

H, respectively.

W and H are parameters for the model. Assuming a normal distribution for the

observation likelihood, maximizing the (logarithm of the) likelihood corresponds to the

following optimization problem,

minimize ||X−WH⊤||22, (2.2)

with respect to W and H. When prior belief is imposed on W and H, the maximum-

a-posteriori estimate is given by optimizing the regularized objective. In [3], this is

how the Gaussian matrix factorization model is built. One can also be interested

in the posterior probability of W and H, i.e., p(W,H | X, α), where α is a set of

hyperparameters. We will deal later with the solution approaches for the optimization
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problem or how the posterior inference for W and H can be computed.

2.1.1.2. Other observation likelihoods. Much of our contributions are on the inter-

pretation of observed user behavior through a likelihood. Here, we will review two

alternative approaches to Gaussian matrix factorization and introduce a generic one.

Our particular interest will be in discrete data sets.

Recall that in the Gaussian MF model in [3], we assume that xu,i’s are condition-

ally independent, and they follow a Gaussian distribution parameterized by the dot

product of wu and hi,

p(X |W,H, σ2) =
∏
u

∏
j

[(u, i) ∈ R]N (xu,i;w
⊤
u hi, σ

2), (2.3)

where the variance σ2 is fixed. [P ] denotes the Iverson bracket, i.e., the function which

evaluates to 1 when P is true, 0 otherwise. Here, R is a set of tuples (u, i) for which

xu,i are observed.

On the other hand, Poisson matrix factorization can be used when we observe

interaction counts. An example is when the data set includes how many times a

user listened to a song. In [4], the following generative model is introduced, where the

maximum likelihood procedure recovers the multiplicative update algorithm introduced

in [53] for nonnegative matrix factorization (decomposition of a nonnegative matrix into

two nonnegative matrices, i.e., X ∈ RU×I
+ ,W ∈ RU×R

+ ,H ∈ RI×R
+ ),

wu,r ∼ G(αw, βw),

hi,r ∼ G(αh, βh),

su,i,r ∼ PO(wu,rhi,r),

xu,i =
R∑

r=1

su,i,r.

Here, G(α, β) denotes the gamma distribution with shape and rate parameters α and

β, respectively.
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Note that the model is augmented (with a latent tensor S). Due to the superpo-

sition property of the Poisson distribution [54], xu,i’s are also Poisson with mean w⊤
uhi.

Others, for instance [55,56], directly wrote the Poisson MF model as xu,i ∼ PO(w⊤
uhi),

where again, independent gamma priors are assumed for the entries of W and H. Pois-

son MF has been also used for implicit feedback data when the user-item interactions

are interpreted as binary signals, e.g., in [56] for click data. That said, prior to the

common usage of Poisson, researchers assumed some variants of Gaussian likelihood

for implicit feedback data sets, too [11, 57], applying some heuristics on how missing

data will be interpreted.

An implicit feedback data set can alternatively be interpreted as a collection of

choices. That is, when a user consumes (or clicks, or reads) an item, we interpret

the click as a choice over other alternatives, assuming a multinomial likelihood. A

popular model reminiscent of matrix factorization for a data set of discrete collections

is latent Dirichlet allocation (LDA) [6]. [6] defines the generative model of LDA as

follows (adapted for modeling user-item interactions):

(i) Sample preference themes, βr ∈ ∆I−1: βr ∼ D(αh) for each r ∈ {1, 2, . . . , R}.

(ii) Sample mixture proportions per user, θu ∈ ∆R−1: θu ∼ D(αw) for each u ∈

{1, 2, . . . , U}.

(iii) At any time n ∈ {1, 2, . . . , Nu}, sample the choice of user u, xu,n ∈ {1, 2, . . . , I}:

• zu,n ∼M(1, θu),

• xu,n ∼M(1, βzu,n).

Here, ∆K−1 denotes the K − 1 dimensional probability simplex. I, as before, repre-

sents the number of items. D(α) denotes the Dirichlet distribution with concentration

parameters α, whereasM(1, p) denotes the multinomial distribution where the integer

number of trials parameter is set to 1, and p denotes the event probabilities for different

categories. Nu is the number of choice observations for user u, and sometimes included

in the generative process as a random variable following Poisson distribution.
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LDA makes a mixed membership assumption. That is, the user choices are as-

sumed to be generated from a mixture of multinomials, each of which represents a

probability distribution over all alternatives. We will call them preference themes.

Note that mixed membership differs from clustering, which assumes that a user be-

longs to one of R clusters. In contrast with clustering, mixed membership is beneficial

in fundamentally two ways: i) we can find sharper cluster representations (the proba-

bility distributions over all alternatives) since we do not assume every action of a user

comes from the same cluster, ii) personalized representations are not restricted to a

finite number of stereotypes. The items can be embedded in a low-dimensional (much

lower than the number of individuals in the community) space in terms of latent pref-

erence themes. A user’s behavior can be considered as a mixture whose composition is

characterized by random variables over probability simplex. Finally, recently in [58],

both Poisson MF and LDA have been shown to belong to a family of models, coined

as allocation models.

Sum-conditioned Poisson factorization, first appeared in [28], is a generic model

for multinomial family of observations. In a recommender system, it addresses the

cases when the the user-item interaction is a bounded integer (e.g., a star rating),

a binary signal, or one of a number of categories (e.g., one of add to basket/add to

favorites/buy).

To achieve that, we have extended the Poisson factorization in the following way.

To factorize a matrix with binary, a bounded integer, or multinomial observations, we

define L-component Poisson factorizations. L = 2 in the binary or bounded integer

case, and for multinomials, L is defined to be the number of different categories. For

a component indexed by l ∈ {1, 2, . . . , L}, the corresponding factorization computes

x
(l)
u,i | w

(l)
u ,h

(l)
i ∼ PO(w

(l)
u

⊤
h
(l)
i ), where PO(λ) denotes the Poisson distribution with

rate λ. We then constrain the sum
∑L

l=1 x
(l)
u,i = 1 for the binary case,

∑L
l=1 x

(l)
u,i = n for

the integer case where the maximum possible integer observation (the cardinality) is

set n (for instance, n = 5 when we observe star ratings where the user can give at most

5 stars to an item), and
∑L

l=1 x
(l)
u,i = 1 for the multinomial case. Note that bounded
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integers are interpreted as Binomials.

Formally, the sum-conditioned Poisson factorization defines the following gener-

ative model,

w(l)
u,r ∼ G(αw, βw),

h
(l)
i,r ∼ G(αh, βh),

s
(l)
u,i,r ∼ PO(w(l)

u,rh
(l)
i,r),

x
(l)
u,i =

R∑
r=1

s
(l)
u,i,r.

nu,i =
L∑
l=1

x
(l)
u,i.

The model is built on well-known properties of Poisson distribution [54]. Note that

x
(l)
u,i | nu,i are Bernoulli, Binomial, or multinomial when L = 2 and N = 1, when L = 2

and N = n, and when L = c and N = 1, respectively. Here n is the cardinality of

bounded integers, and c is the number of categories in the multinomial case.

As specific examples, consider first the factorization of a matrix of zero to five

star ratings. We observe for certain (u, i) pairs, x
(l)
u,i = xu,i, the actual star rating.

We set x
(2)
u,i = n − x

(2)
u,i . The missing entries are completed analogously to a matrix

factorization. Another example is the binary case. Say, we observe ones and zeros

indicating likes and dislikes, and other entries are missing. Again, we set x
(1)
u,i = 1 for

xu,i = 1, x
(1)
u,i = 0 for xu,i = 0, and complement x

(2)
u,i ’s according to x

(1)
u,i + x

(2)
u,i = 1,

for (u, i) pairs where xu,i is explicitly observed. Finally, consider the case where an

observed xu,i ∈ {1, 2, . . . , C}, one of C categories. We set x
(c)
u,i = 1 whenever xu,i = c.

We then constrain the sum
∑C

x=1 x
(c)
u,i = 1.

In our work in [28], the experiments show that the model achieves interpretable

results in binary matrix factorization compared to the logistic matrix factorization, it

achieves superior performance for recommendation from star ratings data compared to
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the “ordinal matrix factorization” [59], and the model can be extended to higher-order

data sets, i.e., organized in tensors.

2.1.1.3. Variational autoencoders for collaborative filtering. Finally, let us describe a

nonlinear extension to matrix factorization, variational autoencoders (VAEs) for col-

laborative filtering.

VAE refers to a particular method for approximate Bayesian inference with

stochastic gradient descent [60], for models often associated with a common architec-

ture, resembling that of autoencoders [50]. The approach paved the way towards very

powerful generative models with simpler inference routines. We will discuss variational

inference [61], stochastic variational inference [62], and variational autoencoders [50,60]

shortly, but let us first focus on the generative model that [2] introduces, and describe

why we interpret it as an extension to matrix factorization.

Note that in matrix factorization, the parameters that underlie the observed user

behavior on all items can be written as Hwu, that is, a linear mapping applied to

wu—a vector of factors specific to a user u, or a user embedding. In [2], the following

model is assumed to underlie the observed user behavior,

wu ∼ N (0, I),

ϕu ∝ e(f(wu;θ)),

xu ∼ M(ϕu),

where f(wu; θ) is a nonlinear function (typically the forward function of a fully-

connected, multi-layered neural network), parameterized by θ. In [2], the observation

likelihood is chosen as multinomial (as in LDA), but other observation likelihoods are

also possible. Hence the model is indeed an extension to matrix factorization, where the

user embedding is mapped to the parameters ϕu that underlie their behavior through

a nonlinear function. Although various architectures for collaborative filtering built on
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neural networks were criticized in [63], the authors still identified this particular VAE

architecture in [2] as the top performing one across many tasks.

2.1.2. Learning and Inference

2.1.2.1. Empirical loss minimization. A straightforward way of estimating the param-

eters of a model is to fit to data. That is, we first specify the observation likelihood,

such as p(X |W,H, σ2) =
∏

u

∏
j[(u, i) ∈ R]N (xu,i;w

⊤
uhi, σ

2) of Gaussian MF [3], and

then search for the parameters that maximizes the logarithm of this likelihood. The

objective is typically non-concave and it has multiple local maxima.

Then, maximization of the objective is usually carried out with a convex op-

timization algorithm, or another iterative routine that can be shown to find a local

maximum, perhaps where some heuristics are applied in order to explore the search

space further to converge to better solutions.

Let us first give an example of iterative routines, alternating least squares for the

matrix factorization problem when the observation likelihood is assumed Gaussian. The

loss in Equation 2.2 is non-convex due to the W and H are both unknown. However,

when W or H is fixed, the problem can be treated as an ordinary least squares problem

for the corresponding parameter. In alternating least squares, we simply perform these

two operations in iterations in an alternating manner. This example is due to [1]. The

algorithm is listed in Figure 2.1.

However, such solutions are not always available, and we resort to convex op-

timization algorithms, most of which are gradient descent variants. The well-known

gradient descent algorithm is a an iterative convex optimization algorithm, where at

each iteration t we perform,

θt ← θt − αt∇θt−1f(θ), (2.4)

to minimize the objective function f(θ) parameterized by θ. αt is a positive real number

(at iteration t) known as the learning rate. Here we take the negative of the gradient
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Input: X, R

Initialize W0 ∈ RU×R and H0 ∈ RI×R randomly

t← 1

while not converged do

Wt
⊤ ← (Ht−1

⊤Ht−1)
−1Ht−1

⊤X⊤

Ht
⊤ ← (Wt

⊤Wt)
−1Wt

⊤X

t← t+ 1

end while

Figure 2.1. Alternating least squares algorithm for matrix factorization.

∇f(θ) as a search direction for the next value of θ. The learning rate αt can be a small

positive constant, or can be found via exact or backtracking line search. The algorithm

stops when the norm of the gradient, ||∇f(θ)||2, is below a small positive constant.

Note that the optimum θ∗ is a fixed point for the iteration, as the gradient will be

equal to 0 and the iteration will stop. Under certain continuity conditions, the gradient

descent algorithm is guaranteed to converge to optimum of a convex optimization

problem. It enjoys linear convergence when the learning rate is carefully chosen (with

line search). Our brief explanation of the algorithm is due to [64], where an analysis

of the convergence can also be found in Section 9.3 of the book.

Stochastic gradient descent (SGD), a variant of the gradient descent algorithm

is of widespread use in machine learning. Introduced in the seminal work of Herbert

Robbins and Sutton Monro in [65], it is based on a stochastic approximation algorithm

for finding the root of a function. Specifically, assume that we want to find the root

of a function f(x), that is, we search for the x∗ where f(x∗) = 0. A convenient way

to find the root is by successive approximation, that is, we start with x1, and then

based on the value of f(x1), to take a small step in the positive (negative) direction

when f(x1) < 0 (f(x1) > 0) to get x2, and so on. The successive approximation

takes a step in an iteration in the form: xt+1 = xt − ctf(xt). Note that x∗ is a
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fixed point, as f(x∗) = 0. Provided that f(.) is monotonic, a small constant chosen

for ct would ensure convergence to x∗. Stochastic approximation to the described

procedure deals with the problem where we cannot evaluate the function f(xt), but we

are given samples yt ∼ p(Yt), where Yt is a random variable whose expected value is

f(xt), i.e., EYt = f(xt). [65] shows that if cts are chosen such that
∑∞

t=1 ct = ∞ and∑∞
t=1 c

2
t = A <∞, the procedure converges.

Stochastic approximation generalizes to the gradient descent algorithm, and it

is known as stochastic gradient descent. Specifically, consider a random variable Yt

with EYt = ∇θtf(θ). Then we can change the gradient descent update iteration in

Equation (2.4) with

θt+1 = θt − αtyt, (2.5)

where yt ∼ p(Yt). That is, we can change the gradient with its noisy version, and

the optimization procedure would still work, provided that αt’s satisfy the conditions

in [65].

In machine learning, f(θ) is often a loss function, such as the sum of squared

losses in Gaussian MF. Note that the total loss (say, L(X; θ)) is usually a sum over

the losses computed at n individual data points (e.g., L(X; θ) = 1/n
∑

i l(xi; θ)), and

gradient is a linear operator (i.e., ∇θL(X; θ) = 1/n∇θ

∑
i l(xi; θ) = 1/n

∑
i∇θl(xi; θ)).

Then the gradient of an individual term of the loss function at a randomly picked data

point will serve as a sample where the expected value is the actual gradient. We can

also randomly pick a few data points (called a minibatch) and take the gradient there

to reduce the variance of the stochastic gradient. Let us list here the SGD updates at

iteration t (where the minibatch size is 1) that correspond to maximizing the objective

in Equation (2.2), the observation likelihood of Gaussian MF,

wu,r ← wu,r + αthi,r(xu,i −wu
⊤hi),

hi,r ← hi,r + αtwu,r(xu,i −wu
⊤hi),
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where αt is the learning rate. We suppressed the subscripts indicating the iteration

number t for wu,r and hi,r to reduce the clutter in the notation. An additional −αtλwu,r

or −αtλhi,r term is added to the update statements if we apply L2 regularization

(assuming a spherical Gaussian prior with zero mean on W and H, and maximizing

the posterior).

SGD does not enjoy the linear convergence of the gradient descent algorithm.

However, one iteration takes significantly lower time (O(1), in fact) than that of gra-

dient descent due to large volumes of data. In fact, [66] makes an important remark.

Although the convergence rate of gradient descent is better, computing the gradient is

costly for the typical objective in a machine learning task. This phenomenon is largely

due to data sets being large. The analysis in [66] shows that SGD is asymptotically

more efficient than gradient descent for large data sets. SGD has many variants that

ensures further scalability through distributed computation. We will discuss them in

Section 3.1.

2.1.2.2. Variational inference. A Bayesian treats the “parameters” of a model as ran-

dom variables with prior distributions, and studies their posterior distributions condi-

tioned on the observed data. That is, we are interested in P (W,H | X) in Gaussian

MF and Poisson MF, P (θ, β | X) in LDA, and so on. W andH are assigned a Gaussian

distribution as a prior in Gaussian MF, a gamma distribution in Poisson MF. In LDA,

θ and β are assumed to follow a Dirichlet distribution.

In other words in Bayesian machine learning, learning corresponds to inference,

that is, computing the posterior distributions. For many interesting problems, though,

the posterior distribution is intractable, and we resort to approximate inference tech-

niques, or approximate the posterior with samples from posterior distributions obtained

via Monte Carlo methods. A great tutorial for approximate inference techniques is

in [67].
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Here we will focus on a specific approximate inference technique, variational in-

ference [61]. We will follow the review in [68], and the notation therein. In general,

assume that we have a model where x represents a set of observed variables (i.e., data)

and z represents a set of latent variables. For instance, concerning our notation for

Poisson MF, the matrix X is observed, and the matrices W, H, and the tensor S are

latent. In Bayesian inference, we are interested in p(z | x), the posterior distribution

of the latent variables conditioned on data. Often, however, p(z | x) is intractable, and

we resort to approximate inference or sampling methods. One approximation to the

posterior is the variational approximation, where we first design a family of instrumen-

tal distributions Q over latent variables, and then search for the q∗(z) ∈ Q that has

the minimum Kullback-Leibler (KL) divergence to p(z | x). Specifically, we minimize

the following divergence,

DKL(q(z)||p(z | x))

= Eq [log q(z)− log p(z | x)]

= Eq [log q(z)− log p(x, z)] + log p(x).

DKL(q||p) denotes the KL divergence from q to p, where the expectation is with respect

to q. The equivalent objective is to minimize the quantity Eq [log q(z)− log p(x, z)],

since log p(x) is a constant for the objective (which is an expectation under the q

distribution). KL-divergence is non-negative, thus the following holds,

DKL(q(z)||p(z|x))

= Eq [log q(z)− log p(x, z)] + log p(x)

≥ 0.

Hence Eq [log p(x, z)− log q(z)] ≤ log p(x), known as the evidence lower bound (the

ELBO). By maximizing Eq [log p(x, z)− log q(z)], we are maximizing a lower bound to

the marginal log-likelihood (or log-likelihood of data). The objective is then,

q∗(z) = argmax
q(z)∈Q

Eq [log p(x, z)− log q(z)] . (2.6)
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Variational inference leads to simple and efficient inference algorithms when the gen-

erative model satisfies certain conditions. In a conjugate model when the complete

conditional distribution of a latent variable (its conditional distribution given the data

and other latent variables, i.e., p(zi | z̸i,x)) is available, in the same family with its

prior p(zi), which belongs to the exponential family of distributions, and can be ob-

tained by updating the parameters of the prior p(zi) with statistics computed from z̸i

and x, a specific choice of the instrumental q(z) distribution results in a coordinate

ascent algorithm to maximize the ELBO. The choice is to pick a factorized distribu-

tion q(z) =
∏

i q(zi;ϕi) in the same family with p(zi | z̸i,x), known as the mean-field

approximation.

The coordinate ascent algorithm, the iterative routine that updates each q(zi)

in an alternating fashion, works by fixing q(z̸i)’s, setting the gradient of the objective

with respect to the variational parameter ϕi to 0, and finally solving for ϕi. With the

mean field approximation and when the model is conjugate, simple update rules can

be recovered [68].

Before we write the coordinate ascent variational inference algorithm, let us

change the notation for reasons that will become apparent shortly. We will closely

follow the notation in [62], where the stochastic variational inference algorithm (SVI)

is introduced. Assume that the variables whose posterior distributions we are inter-

ested in can be categorized into local and global variables. As an example, the mixture

proportions per person in LDA, θu, and the user embeddings in matrix factorization

models, wu, can be treated as local variables, whereas β and H are treated as global.

Local variables are assumed to be associated with a single data point and the global

variables. As [62] describes, a generative model with local and global variables factor-

izes as

p(x, z, β | α) = p(β | α)
N∏

n=1

p(xn, zn | β),

where n is an index over all N data points (observations). β is global, zn’s are local

variables. Note that zn’s are local in the sense that: p(xn, zn|x ̸nz̸n, β) = p(xn, zn|β).
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We now assume that the conditional distribution of a latent variable given other latent

variables and observations is available in the exponential family form,

p(β|x, z, α) = h(β) exp [ηg(x, z, α)
⊤t(β)− ag(x, z, α)],

p(zn,i|xn, zn,̸i, β) = h(zn,i) exp [ηl(xn, zn, ̸i, β)
⊤t(zn,i)− al(xn, zn, ̸i, β)].

Here, ηg(.) and ηl(.) are the natural parameter functions for global and local variables,

respectively. They are functions of the other variables that we condition on. t(.) is the

sufficient statistics, and a(.) is the log partition function. α is the prior parameter for

p(β;α), implying a conjugacy relationship,

p(β;α) = h(β) exp [α⊤t(β)− ag(α)],

p(xn, zn|β) = h(xn, zn) exp [β
⊤t(xn, zn)− al(β)].

We then pose a factorized approximation for z and β,

q(z; β) = q(β;λ)
∏
n

∏
i

q(zn,i;ϕn,i),

with natural local and global variational parameters ϕn and λ. These are going to be

in the same exponential family of the complete conditionals, i.e.,

q(zn,i;ϕn,i) = h(zn,i) exp [ϕ
⊤
n,it(zn,i)− al(ϕn,i)]

q(β;λ) = h(β) exp [λ⊤t(β)− ag(λ)].

Recall that the coordinate ascent variational inference algorithm, at each iteration,

sets the gradient of the objective for each variational parameter, one by one, to 0, and

solves for that parameter. For that particular class of models, the solutions are simple.

The gradient of the ELBO with respect to λ is 0 when λ = Eq [ηg(x, z, α)]. It is 0 with

respect to ϕn,i when ϕn,i = Eq [ηl(xn, zn,̸i, β)].

We can now write the variational inference procedure as a series of alternating

updates from conjugacy and conditional independence of local variables as follows:
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(i) λ← Eq [ηg(x, z, α)], where ηg(x, z, α) = α +
∑

n t(xn, zn),

(ii) ϕn,i ← Eq [ηl(xn, zn, ̸i, β)], where ηl(xn, zn, ̸i, β) = t(β, zn, zn, ̸i)

That is, we match the canonical parameter of the variable of interest to the expected

sufficient statistics computed from the conditioning set. This is the general rule for the

coordinate ascent algorithm for variational inference, on a class of models described

in [62]. A derivation (also for more general cases) can be found in [68]. The reason [62]

concerns with this particular class of models is that the SVI algorithm is the first step

to scale up the variational inference procedure. Before we go into the details of the

stochastic version, let us list the coordinate ascent variational inference algorithm for

LDA and Poisson MF.

Recall that for LDA, we have the prior distributions, βr ∈ ∆I−1; βr ∼ D(αh) for

each r ∈ {1, 2, . . . , R}, θu ∈ ∆R−1; θu ∼ D(αu). We already have as the conditional

for zu,n ∈ {1, 2, . . . , R}; zu,n ∼ M(θu), and finally we assume the observations xu,n ∈

{1, 2, . . . , I} follow xu,n ∼ M(βzu,n). Note that for LDA, θu and zu,ns are local, β is

global. The complete conditionals for θ and β are available as

θu | θ̸u, β,Z,X ∼ D(αw + nzu),

βr | β̸r, θ,Z,X ∼ D(αh + nzr).

Here nzu is an R-dimensional vector where nzu,r =
∑Nu

n=1[zu,n = r], that is, it includes

the number of occurrences in zns of each category in the history of the user u. Slightly

differently, nzr is an I-dimensional vector where nzr,i =
∑U

u=1

∑Nu

n=1[xu,n = i∧zu,n = r],

that is, the number of times the choice of item i is associated with latent category r,

over all users. We then assume a mean field approximation and posit

zu,n | ϕu,n ∼ q(.;ϕu,n) = M(ϕu,n),

θu | γu ∼ q(.; γu) = D(γu),

βr | λr ∼ q(.;λr) = D(λr).
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The coordinate ascent algorithm gives the following updates at each iteration,

γu,r ← Eq[η(xn, zn, β, αw)],

log ϕu,n,r ← Eq[η(xu, zu,̸n, β)],

λr,i ← Eq[η(X,Z, αh)].

Note that Eq[η(xn, zn, β, αw)] = αw +
∑

n ϕu,n,r, Eq[η(xu, zu,̸n, β)] = Eq[log θu,r] +

Eq[log βr,xu,n ], and Eq[η(X,Z, αh)] = αh +
∑

u[xu,n = i]ϕu,n,r are easy to compute.

For Poisson MF, on the other hand, we have wu,r ∼ G(αw, βw), hi,r ∼ G(αh, βh)

a priori. We then define su,i,r ∼ PO(wu,rhi,r) and xu,i =
∑

r su,i,r. Note that further

conditioned on xu,i, su,i ∼ M(xu,i, (wu,rhi,r)
R
r=1). The coordinate ascent variational

inference procedure gives the following updates,

log ϕu,i ← Eq[logwu,r] + Eq[log hi,r],

au,r ← αw +
∑
i

Eq[su,i,r],

bu,r ← βw +
∑
i

Eq[hi,r],

ai,r ← αh +
∑
u

Eq[su,i,r],

bi,r ← βh +
∑
u

Eq[wu,r].

Again, we assume a mean field approximation, where q(su,i;xu,i, ϕu,i) =M(xu,i, ϕu,i),

q(wu,r; au,r, bu,r) = G(au,r, bu,r), and q(hi,r; ai,r, bi,r) = G(ai,r, bi,r). For Poisson MF, a

problem-specific derivation appears in [4] following the general update rules in coordi-

nate ascent variational inference. Note that in Poisson MF, which variables are going to

be considered as local depends on what we consider as an observation. If, for instance,

we treat the history of a user u as a single data point, wu becomes a local variable.

Let us now move to the SVI algorithm. Recall that the coordinate ascent varia-

tional inference algorithm solves for the variational parameters one by one, while fixing
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the variational distribution of the others. The authors of [62] propose exactly the same

coordinate ascent update for local variables. For the global ones, however, instead

of solving for the variational parameter, they suggest to apply a stochastic (natural)

gradient update evaluated at one or a minibatch of data points. The procedure has an

advantage of updating the global variational parameter online—without a pass over all

observations. [62] provides theoretical justification as to how this algorithm works, and

we will list here the proposed change in the coordinate ascent variational inference.

The update equations for LDA change in SVI as follows, as shown in [62]:

(i) Sample u ∈ {1, 2, . . . , U} uniformly at random.

(ii) Solve for γu and ϕu with the coordinate ascent algorithm.

(iii) Update λ: λτ ← (1− ρτ )λτ−1 + ρτ (αh + U([xu,n = 1]ϕu,n,r)).

Here we update λ as a weighted combination of its previous value and its solution as

if we observed the same xu U times. ρτ is the learning rate at time τ .

For Poisson MF, treating wu’s as local variables, SVI updates are derived in [69].

As in LDA, q(su,i,r;xu,i, ϕu,i) and q(wu,r; au,r, bu,r) are updated for a randomly picked

u, and then we update q(hi,r; ai,r, bi,r) as

ai,r ← αh + UEq[su,i,r],

bi,r ← βh + UEq[wu,r].

A question naturally arises in an attempt to apply SGD for optimizing the ELBO

without model-specific derivations: can we find a random variable whose expected

value is the gradient of the ELBO? Recall the variational objective,

argmax
q

Eq[log p(x, z)− log q(z;ϕ)],

where x are observed, z are latent, and posterior distribution of z is approximated with

q(z;ϕ). To optimize this objective with SGD, we need a Monte Carlo estimate for the

gradient, i.e., a random variable Y with its expected value equal to the gradient of the
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ELBO,

EY = ∇ϕEq[log p(x, z)− log q(z;ϕ)].

Note that sampling a zτ ∼ q(z;ϕ) and using ∇ϕ [log p(x, z
τ )− log q(zτ |ϕ)] as a stochas-

tic gradient does not work—its expectation is not equal to the gradient of the ELBO.

As a result, we cannot push the gradient inside the ELBO directly. To circumvent,

there are two common tricks, the log-derivative trick [70] and the reparameterization

trick [50, 60]. We will describe the reparameterization trick. We will assume that the

latent variables zn’s are local to the data points indexed by n, and they are the only

latent variables we are interested in.

The reparameterization trick works as follows. We reparameterize the latent

variables zn’s as deterministic transformations of auxiliary random variables whose

distributions do not depend on the variational parameters ϕ. The ELBO can then

be written as an expectation with respect to these auxiliary variables, and instead of

sampling a zn, we sample an auxiliary variable and transform it. That is, we first

introduce ϵ ∼ qϵ(ϵ; ν) where z = g(ϵ;ϕ), such that,

• qϵ(ϵ; ν) does not depend on ϕ,

• g(ϵ;ϕ) is differentiable with respect to ϕ,

• p(z, x) and q(z;ϕ) are differentiable with respect to z.

Then the ELBO can be written as an expectation with respect to the qϵ distribution,

and a Monte Carlo estimate for the gradient can be performed by sampling ϵ and then

taking the local gradient. The g(ϵ;ϕ) maps a data point xn and a random ϵ(τ) to a ran-

dom sample from the approximate posterior of the latent variable associated with that

data point z
(τ)
n through a transformation, typically a location-scale transformation (for

instance, when zn is assumed Gaussian), or an inverse cumulative distribution function

transformation (for instance, when zn is assumed to follow the exponential distribu-

tion). With the reparameterization trick, we can run stochastic gradient descent to

optimize the ELBO with respect to ϕ at time τ , as follows:
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(i) Sample n ∈ {1, 2, . . . , N} uniformly at random,

(ii) Sample ϵτ ∼ q(ϵ; ν),

(iii) Update ϕτ+1
n ← ϕτ

n + ρ(τ)∇ϕn [log p(xn, z
τ
n)− log q(zτn, ϕn)].

One of the most appealing properties of VAE is that if we can find a suitable reparame-

terization and when the differentiability conditions listed above are met, the procedure

is amenable to automatic differentiation [43]. Modern numerical computing software

that are commonly used for deep learning such as TensorFlow [71] can then be used to

automatically learn complex generative models.

In the typical VAE architecture in [50], the variational approximation depends on

data, i.e., q(zn|xn, ϕ). Also in [50], the authors observe that we can rewrite the ELBO

as

Eq[log p(x|z)]−DKL(q(z | x;ϕ)||p(z)).

In that case what we get is an objective that maximizes p(x|z) while keeping q(z|x;ϕ)

close to p(z) (in terms of the KL−divergence). [50] notes the resemblance of the archi-

tecture to that of an autoencoder (see Chapter 14 in [72]), a specific neural network

architecture that recovers its input at the output layer through a bottleneck, with com-

positions of functions z = σ(q(x; θ)) (the encoder) and x̂ = y(z; ν) (the decoder). Here,

x, x̂ ∈ RI , z ∈ RI are I and R dimensional vectors, respectively, where R << I (hence

the bottleneck), and the objective is to minimize D(x||x̂), where D is an appropriate

divergence. q and y might be neural networks or simply linear mappings, and σ is an

activation function. In VAE architecture, q(z | x;ϕ) is known an encoder, whereas the

generative model p(x | z) is known a decoder. Furthermore, since we learn a mapping

q(z|x, ϕ), once ϕ is fit, the inference of zn is a cheap operation, as it depends on the

observed xn and fit ϕ. We do not need to store an inferred zn, which can be computed

on the fly, which allows amortized inference [73]. For example in VAEs for collaborative

filtering, the model can make predictions for a new user after they rate a few items

without a need for retraining [2].



31

2.2. Bandit Algorithms

Bandit algorithms are a family of algorithms that dynamically experiment com-

peting “treatments” with a goal to commit to the best-performing one quickly, through

(usually stochastic) rewards observed from the experiments. In that sense, they are

decision making algorithms through an interactive sequence of previous decisions and

responses to these decisions.

William R. Thompson introduced the idea as “the use of data, however meagre,

as a guide to action required before more can be collected” [32]. Of course, previous

data is used as a guide, as the estimates based on it would not be enough to commit

a decision, especially when not much data is available. Bandit algorithms, thus, are

concerned as to when to commit, or ‘exploit,’ an option that is estimated to give the

highest reward, upon deciding sufficient ‘exploration’ of other options is made. [24,74]

are great tutorials that we closely follow.

Many problems can be formulated as bandit problems. In [32], an algorithm

later referred to as “Thompson sampling” is proposed as a means of discovering the

best treatment in clinical trials. As referred to in [24], they are used in recommender

systems, ad placement systems, dynamic pricing applications, and so on. Numerous

papers have been written, and here we will refrain from citing thousands of studies as

examples.

Bandit problems are of theoretical interest, too. In particular, when a bandit

algorithm is designed, the primary concern is that how many suboptimal decisions

the algorithm would make until committing the optimal, and how much “regret” it

will suffer for decisions that or not optimal. [75] first gave an asymptotic analysis

of the regret, and then introduced the widely-used “upper-confidence bound” (UCB)

algorithm, which we will describe in the sequel.
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Let us first formalize a bandit algorithm. Bandit algorithms give a sequence of

decisions indexed by rounds t. Formally, the algorithm, at round t, picks a decision at ∈

A, a set of all possible decisions. A reward rat,t is given to the at by the environment.

The goal of the algorithm is to maximize the reward received from the environment.

A common setup is stochastic bandits, where we assume that the rewards follow a

probability distribution with unknown parameters for all a ∈ A.

Perhaps the simplest bandit problem is the multi-armed stochastic bandit prob-

lem, described as follows. We assume there are K arms, each k ∈ [K] where [K] =

{1, 2, . . . , K} revealing a stochastic reward based on a set of known univariate distribu-

tions per arm, with unknown, but fixed, mean reward parameters µk. One of the arms

k∗ is associated with the highest mean reward µ∗ = maxk∈[K] µk. A bandit algorithm,

at round t, pulls kt ∈ [K], and receives rkt,t, the stochastic reward revealed by the arm

kt at round t. The goal of the algorithm is to maximize the reward, or equivalently,

minimize the regret with respect to the optimal algorithm. At round T , the regret is

defined as: RT = maxk∈[K]

∑T
t=1 rk,t −

∑T
t=1 rkt,t.

One usually cares about the regret in comparison to the sequence of actions that

is optimal in expectation. That is, we are interested in the difference between the total

expected reward by the optimal algorithm and the algorithm at hand. [74] defines it

as the pseudo-regret, whereas in [24], it is simply called the regret. Then, at round T ,

the regret is given by,

RT = max
k∈[K]

E
T∑
t=1

rk,t − E
T∑
t=1

rkt,t

= Tµ∗ − E
T∑
t=1

rkt,t.

We now describe the K-armed bandit problem with Bernoulli rewards, the Bernoulli

bandit, which we will use as example when describing the UCB and Thompson sam-

pling algorithms. This is a multi-armed bandit problem with K arms. Each arm is

associated with a mean reward parameter µk. When the arm k is pulled, it reveals
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a reward according to BE(µk), where BE denotes the Bernoulli distribution. That

is, with probability µk, the arm reveals 1, with probability 1 − µk, it reveals 0. An

algorithm tries to discover the arm associated with highest mean reward parameter,

k∗ = argmaxk∈[K] µk, and commit to that arm. Indeed, there are many other bandit

formulations for many problems, ranking and recommendation included. We will cover

them in Section 4.2.

Several bandit algorithms can be devised. Among them, perhaps two most popu-

lar are the UCB algorithm and Thompson sampling, due to their appealing theoretical

guarantees and empirical performance. We will now briefly describe these two algo-

rithms on the Bernoulli bandit problem.

2.2.1. Upper-Confidence Bound Algorithm

First introduced in [75] and then simplified in [76], the UCB algorithm is based

on the idea that at each round, the algorithm pulls an arm with the highest upper con-

fidence bound value, that is the estimated mean reward for that arm with an additional

confidence term. The second term is typically higher for the arms that are not explored

much, that is, the algorithm is more optimistic in the face of higher uncertainty.

We will follow [24] for the formalization. For the Bernoulli bandit, the decisions

are made based on UCBk(t), the upper confidence bound value for arm k at time t,

UCBk(t, α) = µ̂k,t +

√
α log t

2Tk(t)
,

where α is a positive real number parameter and Tk(t) denotes the number of rounds

the arm k has been pulled up to round t. µ̂k,t is the estimate for µk at time t. The term√
α log t/2Tk(t) is chosen because p(µk < µ̂k +

√
log(1/δ)/2Tk(t)) ≥ 1 − δ, following

from Hoeffding’s inequality [77]. That is, the UCB algorithm adaptively adjusts the

confidence 1− δ with the number of rounds so far. The algorithm plays each arm once,

in arbitrary order for the first K rounds, and then at round t, pulls the arm with the

highest UCB value, argmaxk∈[K] UCBk(t− 1, α).
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UCB is an intuitive algorithm. Regret analysis can be found in many sources,

which we will not cover here—it is out of our scope in this work as we will only show

the regret empirically when proposing a bandit algorithm in the sequel.

2.2.2. Thompson Sampling Algorithm

Thompson sampling is a very simple algorithm that dates back to 1933, the

seminal work of William R. Thompson [32]. The algorithm starts with a prior belief

on the mean rewards of the arms, and at each round, pulls an arm with the posterior

probability of being the best arm.

A simple device to action is to sample mean rewards from their posterior distribu-

tions, and then to pick the arm corresponding to the highest sample. For the Bernoulli

bandit, the convenient choice of prior distribution is the beta distribution due to con-

jugacy, and the Thompson sampling algorithm becomes as listed in the algorithm in

Figure 2.2.

Input: T

Initialize αk ← 1, βk ← 1 for all k ∈ [K]

for t = 1 to T do

Sample µk,t ∼ B(αk, βk) for all k ∈ [K]

Pull the arm with the highest sampled mean reward, kt = argmaxk∈[K] µk,t

Observe reward rt to kt

if rt = 1 then

αkt ← αkt + 1

else

βkt ← βkt + 1

end if

end for

Figure 2.2. Thompson sampling algorithm for the K-armed Bernoulli bandit problem.
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A great tutorial on the Thompson sampling algorithm, including its roots and

current use is in [78]. Theoretical guarantees for the Thompson sampler remained

to be analyzed until 2012. First results can be found in [79] and [80]. Thompson

sampling, in fact, was unpopular in the literature prior to the promising results in

the empirical evaluation provided in [81]. The algorithm is now widely used for many

bandit problems.

Albeit simple in the conjugate case, Thompson sampling might be difficult to

implement for problems where posterior distributions for the mean rewards can not

be simply updated, or where it is difficult to sample from this posterior. Indeed,

several sampling techniques can be used based on the problem. Sampling from the

approximate distributions to the posterior were also studied, such as in [82, 83]. That

said, the algorithm we will introduce in Section 4.4 is an instance of a sequential Monte

Carlo (SMC) algorithm as Chopin described in [35].
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3. SOME CHALLENGES IN LEARNING FROM USER

BEHAVIOR

Apart from the modeling approaches for what underlies user behavior and how

the historical behavior of other users might give an idea on one, two key challenges arise

when learning from behavior. The first one we will address is due to the algorithms

for learning such models. The second is on the data itself.

Considering modern digital platforms have millions of active users, user behavior

data is huge and grows over time. The first challenge we will discuss here is the

scalability of the learning algorithms we previously provided a background for, and

the implementations of such algorithms on distributed computing infrastructure. We

discuss them in Section 3.1.

A second key challenge is on accurate interpretation of online human behavior.

Humans have cognitive biases that shape their choices, and the data sets are collected

in a feedback loop, i.e., as part of their interaction with algorithms that learn from user

behavior and are designed to guide the user’s future choices. Section 3.2 discusses such

biases and the challenges they pose to the applications that learn from online human

behavior.

3.1. Scalability

Let us reiterate what kind of algorithms are used for learning from user behavior.

We have focused on the matrix factorization model and its variants. We have listed al-

ternating least squares, gradient descent, and stochastic gradient descent as algorithms

for maximum likelihood or maximum a posteriori estimation. For Bayesian inference,

we have discussed variational inference, stochastic variational inference, and stochastic

gradient variational inference (or variational autoencoders).
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A few patterns will arise in running these algorithms in a scalable fashion. Before

we discuss them, let us first describe two generic patterns in processing ‘big data.’

We will first discuss MapReduce-like platforms designed to process large collections

partitioned into multiple nodes associated with processors, ideally local to the data [84].

We will call such collections distributed data sets. For instance, the matrix X that

previously denoted the user-item interactions can be partitioned row-wise, where we

ensure that the entire history of a group of individuals resides in a node.

Examples of platforms that provide MapReduce-like processing capabilities are

available within popular open-source software, such as Apache Hadoop [85] and Apache

Spark [86]. Big data platforms might also be designed to process a stream of collections,

such as in Apache Flink [87, 88]. Abstracting away the architectural details, big data

platforms provide machinery for processing partitions of large collections in parallel,

repartitioning an already partitioned collection based on a rule, broadcasting small

enough data so that they are locally available to the processors that the partitions reside

locally, and accumulating data from different partitions into a global data structure.

As they are designed for processing large collections, higher-order functions avail-

able in standard collection processing interfaces are usually provided. We can, for

instance, run maps (and variants like flatMap) or filters completely in parallel to get

a new and partitioned collection. Likewise, we can collect data from partitions to a

node for computing aggregates (such as sum, count, etc.), repartition data for grouping

and processing these groups in parallel, or repartition multiple data sets based on the

same rule to join them, and so on. Common distributed processing operations, such

as all-reduce, can also be implemented in these platforms, for instance, with a series

of parallel processing, followed by aggregating the partial results in one processor and

then broadcasting the result to all of the processors. These and many other parallel

operations for running on partitioned and distributed data can be run using a series

of MapReduce-like operations. For such functions, we refer to [89]. In summary, we

deal with data X partitioned into m storage units: X1,X2, . . . ,Xm. Each partition

is a collection of records: Xj : {xj
1, x

j
2, . . . , x

j
nj
}. We also have processors attached
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to these storage units. We are allowed to run parallel operations on partitions, and

move the records to other locations. The latter, however, is a costly operation (since

network is usually bottleneck, and we work with very large data sets), but it is needed

for aggregating local results, or repartitioning the data sets.

3.1.1. Scalable Algorithms

We will now discuss how the algorithms we have mentioned in Chapter 2 can

be implemented in a scalable manner, with the capabilities of big data frameworks in

mind. Let us start with the alternating least squares algorithm. To parallelize the ALS

algorithm listed in Figure 2.1, we will first make some assumptions. That is, both W

and H matrices are assumed to be small enough to fit into the memory of a processing

node. The data matrix X can be partitioned. In [90], the authors observe that to

compute wu, a processor needs to have access to only xu and H. That is, the user

factors can be computed in parallel when X is partitioned row-wise, once H is made

available (broadcast). Note that the local operation additionally involves inverting a

small, R × R matrix. Alternating operation (solving for H while keeping W fixed)

can be performed analogously, if X is column-wise partitioned, and W is broadcast to

all nodes. Note that once X is partitioned (perhaps twice), the only communication

within a cluster of nodes is to collect and broadcast W and H matrices, which we

assume to be applied relatively efficiently.

For supervised learning problems in general, gradient descent is amenable to

distributed computation [91]. This is due to the common optimization objective in

supervised learning, and the linearity of the gradient operator. The common objective

is to minimize,

L(X; θ) =
N∑

n=1

l(xn; θ) + λ||θ||, (3.1)

where n is an index over all data points, the first term is the total loss (a sum of

individual losses), and the second term is a regularization term (that does not involve

data). Since gradient is a linear operator, i.e., ∇θ

∑
n l(xn; θ) =

∑
n∇θl(xn; θ)), the
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computation of the gradient can be trivially parallelized. That is, when the data is

partitioned and the parameters are broadcast, at each partition j, we compute the

contribution to the gradient as
∑nj

i=1∇θl(x
(j)
i ; θ). At each iteration, the gradients from

different partitions are collected to a node to perform a gradient descent update, and

then the parameters θ are broadcast back to all nodes with their updated values.

Stochastic gradients, too, can be computed in parallel when a SGD step processes

a large batch. However, SGD is more commonly used in a platform that allows process-

ing data in a streaming fashion. As a sequential algorithm, each step in SGD requires

the previous value of the parameters, hence direct parallelism is not applicable. That

said, SGD has several variants for better utilizing the distributed processing frame-

works. Let us briefly review two different approaches. In [92], the authors propose to

apply SGD to batches of data in parallel, using the current value of the parameters. Af-

ter local updates on parameters, all results are collected and averaged. The algorithm

is efficient in network usage and MapReduce-friendly. The local process carries out

the SGD algorithm on a partition, with a fixed learning rate and for T steps. Another

approach, which is not MapReduce-friendly, are for environments where local proces-

sors have access to a shared memory that holds the parameters. The problem with the

shared memory approach is that an update computed based on a data point by a pro-

cessor requires to lock the parameters until the update is performed. In the approach

coined as “HOGWILD!” [93], the authors suggest “running SGD in parallel without

locks”. Such asynchronous SGD approaches are further analyzed in their delay toler-

ance, i.e., how late an update can be applied on a parameter [94]. A related approach

is to keep the shared memory in a cluster of servers—the ParameterServer [95]. Here,

again, asynchronous reads and writes to the ParameterServer can be performed by the

worker processes that run the learning algorithm, commonly SGD. ParameterServer

approach is more general, where the user might choose between fully synchronous or

fully asynchronous approaches. Alternatively, the user can define a bound on delays

to deploy an algorithm that is in between the two approaches.
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The analysis in [93] makes use of the sparsity of the updates, that occurs when

the updates computed for a single data point concern only a small fraction of the set

of all parameters. A notable parallel implementation of SGD for matrix factorization,

utilizing the sparsity of the model fully (without asynchronous updates), is due to

[96,97]. Recall the SGD updates for Gaussian MF for an arbitrary xu,i,

wu,r ← wu,r + αthi,r(xu,i −wu
⊤hi),

hi,r ← hi,r + αtwu,r(xu,i −wu
⊤hi).

That is, observing xu,i, we only update wu and hi. When the coordinates do not

overlap, such updates can be performed in parallel. This is also true for blocks of

the matrix X. Whenever the blocks do not contain user-item pairs that overlap, the

SGD updates can be performed in parallel. Precisely, the distributed SGD algorithm

proposed in [96] is then:

(i) Pick a set of blocks such that they do not share any rows/columns with one

another. This set of blocks is called a stratum.

(ii) Run SGD in parallel on the blocks that the stratum is comprised of.

(iii) Collect resulting W and H and broadcast them.

We repeat this procedure until all of X is processed. [96] suggests clever ways to form

a sequence of strata without a need for repartitioning the data, making the process

efficient for MapReduce-like environments.

For approximate inference of the models we have discussed, similar patterns of

distributed computation can be used. We will briefly cover them. In the generative

models that we have discussed, we have had a concept of local and global variables.

When the data set is partitioned such that a set of data points associated with corre-

sponding local latent variables forms a partition, the MapReduce-like implementation

described for gradient descent also works. The only difference is that in the coordinate

ascent variational inference routines, the local nodes do not output gradient informa-
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tion, but they output (expectations) of statistics that would contribute to the update of

the global variables. An all-reduce pattern is then applied, that is, the global variable

is accumulated in a node and then broadcast to all nodes, such that the coordinate

ascent algorithm can update the local variables locally and using the global variable.

Stochastic variational inference, on the other hand, is essentially a sequential algorithm.

Finally, for stochastic gradient variational inference such as in VAEs, everything that

we have mentioned for distributed SGD equally applies.

3.1.2. Software Libraries

It is unreasonable to expect from a machine learning scientist to be an expert in

distributed computing, too. Indeed, several software libraries have been developed for

large scale machine learning, running on top of modern distributed computing plat-

forms for large data sets. Apache Mahout, a “machine learning on big data” project

is one of the first examples [8], that we have also contributed to. The initial version of

Mahout was designed to work on the MapReduce implementation of Apache Hadoop,

which was the primary big data processing platform when the project started. Mahout

included many matrix factorization variants, made available through both alternating

least squares [90] and stochastic gradient descent. Older collaborative filtering algo-

rithms were made available through distributed computation of user-user or item-item

similarities [98]. LDA, too, is available with a distributed implementation of the coordi-

nate ascent variational inference algorithm that we have previously described. Several

other machine learning algorithms, based on the all-reduce pattern of gradient descent

implementation or approximate inference were made available. Mahout has been used

by several leading internet companies, and made available as part of some major cloud

computing vendors.

Mahout has later undergone substantial changes when several distributed process-

ing platforms have started to enjoy widespread use, and became more of a distributed

matrix computation framework available for different big data platform users, without

a change in the code, through a domain specific language [99]. The language, Sam-
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sara, allows its users to declare machine learning programs in terms of common linear

algebra operations, for which distributed computations are provided under the hood.

The operations on distributed matrices are optimized, and a logical plan to compute

them is created. The plan is then actually run on a distributed computing platform,

e.g., on Apache Spark or Apache Flink, depending on the developer’s choice.

Other frameworks on MapReduce-like platforms, such as Apache Spark, follow a

similar approach with legacy Mahout [100]. They include a limited set of distributed

matrix computations and distributed implementations of gradient descent for other

machine learning algorithms. The ParameterServer approach, on the other hand, is

particularly useful when the amount of parameters is large, and broadcasting is not

efficient. This is a common pattern for complex architectures that are widely used

in modern deep learning. For instance, a recent large language model maintains 175

billion parameters [101]. Hence the frameworks like TensorFlow has extensive sup-

port for distributed machine learning with the ParameterServer approach. That said,

TensorFlow also supports all-reduce type distributed machine learning.

3.2. Biases in Online Human Behavior and Their Interactions with

Learning Algorithms

Much of the web is powered by algorithms that filter, rank, and finally present

a small amount of abundantly available content. As discussed at the outset, such

algorithms, possibly in addition to the context signals (e.g., a search query), commonly

rely on previous user interactions, such as in the form of star ratings or clicks. A

practitioner’s task is to design algorithms that compose future presentations using

such data.

However, a fundamental problem arises when learning from such data sets. They

are unreliable due to user/algorithmic biases. For instance, users selectively click/rate

items for many reasons; they tend to click the items that are ranked higher, they trust

the system’s recommendations and perceive recommended items as more relevant than
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they are, they tend to conveniently pick from recommended alternatives or rate as

other people do.

Furthermore, the algorithmic systems might amplify these biases, as the users

cannot click on things that are not shown to them, or they might tend to pick from a

shortlist of items shown by the system. As a result, such systems induce the data sets

they are designed to learn from [102].

Although much of the research in recommender/ranking systems focused on pre-

diction accuracy on a held-out data set in the past, recent work has increasingly focused

on listing and addressing such biases by assuming new user models, by causal reasoning,

or by employing online/bandit learning algorithms, and on novel unbiased evaluation

metrics. Here, we summarize some biases in interactive recommender/ranking systems

due to user or algorithmic biases.

We refer to [103] for a discussion on the bias on the web. The authors categorize

the biases into data and algorithmic bias, relate algorithmic bias with fairness, and

finally, argue that a vicious cycle of bias occurs in a user-interactive algorithmic system,

such as a recommender system. Data bias, first, includes demographic, geographical,

or gender biases, causing the web’s content not to match the actual characteristics of

internet users. Automatically generated spam/duplicate content also contributes to

this kind of bias.

As more systems rely on user interactions rather than expert judgments in learn-

ing to rank and recommend, and users interact with algorithmic systems in a (feedback)

loop, biases in user-interactive systems deserve particular attention. We will discuss

common user biases shortly, but let us first discuss a critical aspect of a typical in-

teractive system, the vicious cycle of bias, as [103] puts it. First, the user feedback

on the system’s decisions based on its predictions (e.g., recommendations) is biased.

Then, based on this biased feedback, the system updates its belief on user preferences.

Estimates of user preferences from such data will be biased [9, 104–106] and incon-
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sistent [107]. The user, in turn, provides biased feedback to the systematic decision

based on biased estimates of user preferences, reinforcing the system’s initial, biased

belief. This cycle continues in a series of interactions, and the bias gets more severe

than initially. [103] refers to this phenomenon as “the system writing its own future.”

As a result, for instance, a group of users’ behavior might tend to homogenize due to

algorithmic confounding [18]. A user’s interest may even degenerate over time due to

systematic exposure, leading to echo chambers [19].

In addition to the users, the vicious cycle of biases threatens the other parties of

the modern digital ecosystems—the platforms that host content created by various par-

ties and the content-creating parties. For instance, we previously showed that ignoring

a particular user bias—the least effort, that is the user’s tendency to choose from what

is presented to them, causes overestimation of user preference for promoted or initially

preferred items. Conversely, the system would underestimate preference to (initially)

underrepresented items, and they will not get the opportunity to be considered by the

users. [33].

Before we focus on the biases that might occur in user-interactive systems, let us

briefly list common scenarios of user interactions that we are interested in. A system

might present to the user:

(i) an item for the user to evaluate and then rate,

(ii) an item for the user to click/skip,

(iii) a (possibly ordered) list of items for the user to click one, or opt not to click,

based on a data set of previous user interactions (click, rating, etc.) with the system.

However, the existence of a click/rating or its meaning might be influenced by many

factors.



45

3.2.1. Common Biases in Interactive Systems

An algorithm that learns from online user behavior should interpret a user click

(or rating), or absence thereof accurately for unbiased estimation of user preferences,

which requires an understanding of why the users click (or rate). Our review on how

users act will partly follow a recent review study by [108] and an older eye-tracking

experiment by [14]. We will first review some sampling biases that occur when user-

item pairs included in training data sets do not constitute a random sample of user-item

pairs.

3.2.1.1. Self-selection in ratings. In the context of rating-based recommender systems,

self-selection occurs when the users choose which items to consider, and then rate those

(and only those) items. In a movie streaming service, for instance, users more likely

rate the movies they would like, simply because they watch the movies they think they

would like.

In [9], the authors give the following example that is originally due to [109], which

we reiterate here. Say, we have two types of movie watchers: horror lovers, and romance

lovers. Also say, we have three types of movies: horror movies, romance movies, and

dramas. Horror lovers mostly rate horror movies (and the rating is high), rarely rate

romance movies (and the rating is low), and moderately rate dramas (and the rating is

moderate). Conversely, romance lovers mostly rate romance movies, rarely rate horror

movies, and moderately rate dramas. That is, few ratings that indicate dislike are

included in the data set.

For this scenario, consider two alternative recommender algorithms, π1 and π2.

Assume π1 predicts for horror lovers, high ratings to horror movies (good), low ratings

to romance movies (good), high ratings to dramas (not very bad). Similarly for romance

lovers, π1 predicts low ratings for horror movies, high ratings to romance movies,

high ratings to dramas. Alternatively, π2 predicts for horror lovers, high ratings to

horror movies (good), high ratings to romance movies (very bad), moderate ratings to
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dramas (good). Similarly for romance lovers, too, π2 predicts high ratings to horror

movies (very bad), high ratings to romance movies (good), moderate ratings to dramas

(good). The data set, and the rating estimations by the two algorithms are depicted

in Figure 3.1

(a) Rating observations

(b) Algorithm π1 predictions (c) Algorithm π2 predictions

Figure 3.1. Observed ratings (a), and the rating estimates by two algorithms π1 (b),

π2 (c). The darkest color indicates unavailability of ratings. Yellow color indicates a

rating of 5, blue color a 1, and green color a 3 (at a 1-5 scale). Evaluation on the

available ratings data would find algorithm π2 more successful.

In a data set that includes the previously mentioned ratings (biased due to self-

selection), π2 would perform better, although we would expect π1 to be the more

preferable recommender algorithm. This is because the loss a ‘naive estimator’ mini-

mizes, an unweighted aggregate of the deviation between the predicted rating and the

true rating, is a biased evaluation of the quality of a recommender algorithm, since

the user-item pairs represented in the data set are not randomly included. This kind

of selection bias causes the rating matrix being missing not at random [110,111]. The

phenomenon was also shown in real-world experiments. As pointed out in [108], for



47

instance, [110] showed that in an experiment, when the users choose the movies to rate,

they tend to choose the movies they would rate very high or low.

3.2.1.2. Exposure bias. In a data set of user clicks, and assuming they are indeed

indicative of positive feedback, the absence of click is ambiguous. We do not know

if the user was aware of the item and skipped it, or they were unaware of it, i.e.,

they were never exposed to it. This phenomenon is commonly referred to as exposure

bias [12, 57, 104, 112]. Users can only click on the items they see or they know. These

might be the items their friends advise, the restaurants they see on their way, or the

items shown by the system/application due to an algorithm. Of particular interest, a

user might skip an item due to its low position in a ranked list, which we will presently

discuss.

3.2.1.3. Position bias. Before we discuss the position bias, let us briefly review click

models. In learning to rank [36] literature, the focus has been on relying on user clicks

rather than expert judgments, as discussed in Chapter 2. Coming up with models that

capture the true nature of the user feedback to a ranked list of items thus became a

necessity. Various click models have been proposed, and we review three of them here:

the document-based model, the position-based model, and the cascade model [13].

In all three, the click probability of the user can be decomposed into two com-

ponents: the examination probability and the attractiveness of the item to the user.

That is, we can write the probability of click on item i which is at position n in a list

of length L, p(i, n, L), as

p(i, n, L) = α(i)χ(n, L),

where α(i) is the attractiveness of item i, and χ(n, L) is solely due to the position of

the item.

All three models assume that the user does not examine the items that are not

shortlisted in the top-L positions. The document-based click model ignores the effect
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of the position of an item within the ranked list on the user’s choice. That is, if the

item is listed in the first L positions, the probability of click is due to its attractiveness,

p(i, n, L) = α(i)[n ≤ L],

The position-based model assumes that the position of an item in a list affects its

probability to be clicked,

p(i, n, L) = α(i)χ(n, L; η).

Here, χ(n, L; η) = 0 if n > L. Otherwise, it measures the quality of position k. η is a

parameter to χ that is to be learnt.

The cascade model assumes that the user examines the shortlist of items top-

down, until clicking an item, where the session ends. In other words, we define,

χ(n, L) =


1 n = 1,

0 n > L,∏n−1
j=1 (1− α(a(j))) 1 < n ≤ L.

That is, the examination probability of an item at position n is equal to the probability

that the user did not find the first n − 1 items attractive. If the user does not find

any of the items attractive, the user does not click. In general, the click event can be

modeled with a Bernoulli random variable, with click probability decomposed into the

examination probability and the attractiveness of the item to the user.

Position bias, in summary, refers to user’s tendency to ignore the items ranked

lower [113]. That is, regardless of its relevance, the position of an item has an effect

on the click event: items ranked lower are more likely to be ignored.

We now turn into another set of biases that might cause a change in the user’s

actual relevance feedback.

3.2.1.4. Conformity bias. According to [108], conformity bias occurs when a user’s

feedback does not reflect their actual rating but is affected by other people’s opin-
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ions. Many examples can be given to the conformity bias. The user might adjust

their original, negative feedback to an item after seeing that it is high-rated by other

users [114–116], friends and social circles alike [117–120]. Conversely, for instance,

in a restaurant delivery service, the user might feel uncomfortable ordering from a

recently-opened restaurant. Similarly, they might avoid clicking a cold-started (newly

introduced to the system) item in an online marketplace, which would be interpreted

as a negative feedback.

3.2.1.5. Trust bias. Note that in common click models, the click probability is due to

an item’s relevance given that it is examined. In [14], a controlled experiment showed

that this assumption is violated. With an eye-tracking study, the authors showed that

when we switch positions of two items that are equally examined, the item in the higher

position, even when it is less relevant, is more likely to be clicked. Their conclusion

is that “the users have substantial trust in the search engine’s ability to estimate the

relevance of a page, which influences their clicking behavior.” This phenomenon is

referred to as “trust bias” [15], which occurs when the user’s perceived relevance is

higher solely because the item is found more relevant by the system.

3.2.1.6. The least effort by the user. Another form of bias where the particular rec-

ommendation by the system influences users’ click behavior is when the users put little

effort into exploring further and tend to conveniently choose one of the items short-

listed for them. We refer to this bias as the least effort, as we can base the assumption

on the “principle of least effort” [16]. Here, a click event occurs (i) because the clicked

item is recommended by the system and (ii) because the user finds the item (only) rel-

atively more relevant than the other recommended items. Note that in click modeling

assumptions, as discussed, the user’s preference is not relative once the user sees an

item on the list. In that case, the probability of click is equal to the item’s marginal

click probability.
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The least effort by the user is also different from trust bias. Restricting ourselves

to the case that the user trusts all of the shortlisted items, the trust bias would translate

to an increment in the probability of clicking for all items that are recommended. The

least effort, on the other hand, states that a click is relative, turning the interpretation

of a click to a combinatorial problem.

3.2.2. Fairness in Ranking and Recommendation

A related notion is fairness in ranking and recommendation. Fairness in machine

learning, in general, has gained recent traction. For instance, for supervised learning

tasks where automated decisions that affect individuals or ‘sensitive’ groups, researchers

developed several frameworks to formulate a learning task with fairness constraints, or

to evaluate whether a system is fair through fairness metrics.

Fairness constraints ensure individual and group fairness, as described as follows.

Individual fairness [121] suggests that similar individuals (concerning the classification

task at hand) should be treated similarly. Metrics or constraints like “demographic

parity” (where a decision must be independent of the protected attribute referring to a

group) [122] or “equality of opportunity” (that the classification decision in favor of an

individual given the actual class is indeed positive, must be independent of the value

of the protected attribute) [123] were explored.

We will now consider a typical, modern digital platform. Multiple parties con-

tribute to the platform: the users, the content providers, and the platform itself. The

platform’s goal is to provide the most relevant content to its users in the most conve-

nient places across the platform interface. Examples include a streaming service’s front

page and a search engine’s first few results to a query. The onus is on the platform

to provide a healthy ecosystem where the users are satisfied and they can reach to

relevant content.
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How about the items that are being ranked? As [20] puts it, modern digital

platforms “rank people, products and opinions”. An immediate concern is if it would be

possible for users to discover them. As argued, and coined as “fairness of exposure” in

[20], the platform should concern about the items subject to ranking to be treated fairly.

[124] proposes metrics to evaluate if the representation of members of a protected group

at top positions and in the overall population are similar, whereas in [20], demographic

parity, disparate treatment, and disparate impact constraints are formulated in their

fairness of exposure framework. Here, we do not propose measures ensuring individual

or group fairness directly. However, we will show that the techniques we will propose in

the sequel ensure equal exposure to all items. A platform, in addition, should balance

user satisfaction and item exposure, the two goals that sometimes conflict with each

other. However, we believe an algorithm can make judgments on the relevance of the

items only when they are given enough opportunity to be considered by the users.

There is also a lot more to fairness of exposure. In their recent, critical review

in [22], the authors identify numerous fairness concerns. Among them, one that the

fairness of exposure would fail to address is the “early-exposed advantage”, where an

item receives greater attention when presented earlier. Another concern is due to the

popularity of an item (see, e.g. [23,125,126]), where items that are not popular are not

given a chance by the users or are not typically favored by the algorithms. We believe

that failing to accurately interpret (or model) human behavior is a partial source of

such issues, and we will provide simulation experiments as to how such biases that

recommender systems are known to be prone to might occur.
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4. ADDRESSING THE LEAST EFFORT

Let us now discuss main solution approaches to the problems mentioned in Sec-

tion 3.2, and then deeply investigate the least effort: the user’s tendency to choose

from what is presented by the algorithm, formed in line with their previous choices.

As discussed at the outset, any solution approach should start with modeling user

behavior (or interpreting the user feedback) accurately. That is, user biases should be

correctly encoded. An example is click models, e.g., the position-based or the cascade

model, making certain assumptions on how users click based on empirical studies. We

should then address the sampling biases in the data set. Two approaches are common:

(i) re-weighting the observations, (ii) ensuring exploration (hence exposure) of the

items.

The first approach models the probability of evaluating an item, or exposure,

and weights the observations with the inverse of this probability. This approach, in-

verse propensity score (IPS) weighting, takes inspiration from causal inference litera-

ture [127]. Specifically, because the user-item pairs in the data sets we are interested

in are not randomly sampled, we cannot expect to get an idea of how an algorithm

would generalize using this training data, i.e., the empirical risk would not serve an

unbiased estimate for the true risk. Instead, one should employ a “counterfactual risk

minimization” framework [10].

Let us formalize the framework. In [10], the authors contrast empirical and coun-

terfactual risk minimization as follows. In standard supervised learning, we construct

a predictor that takes x ∈ X as input, and predicts y ∈ Y , according to an hypothesis

h ∈ H, h(Y | x), that belongs to a hypothesis class H and given input x, defines a

probability distribution over Y . Then, the risk associated with a hypothesis h, R(h),

is defined as

R(h) = EL(h(Y | x), y∗).
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The expectation is with respect to the joint probability distribution P (X ,Y), and L is

a loss function measuring the discrepancy of the prediction by h with true output y∗.

Our goal is to find h that minimizes R(h). Since, in practice, P (X ,Y) is not available,

we use a training data set, (xn, yn)
N
n=1, and minimize the empirical risk [128],

R̂(h) =
1

N

N∑
n=1

L(h(Y | xn), yn).

We continue to summarize [10]. Empirical risk minimization works when the train-

ing data set includes independent and identically distributed samples according to

(xn, yn) ∼ P (X ,Y), hence ER̂(h) = R(h). The problem with the interactive setting is

that the training data set is collected under a sampling policy P0. That is, the training

set might have been collected using an algorithm which selects xn, or feedback to cer-

tain items might be systematically unavailable due the user’s self-selection of what to

rate, the position bias, or the exposure bias. Conversely, certain items enjoy abundant

real-world feedback data, and they are overrepresented in training data. In that case,

we need to ‘weight’ the training samples by applying importance weights. In other

words, while EP0R̂(h) ̸= R(h), that is, the expected empirical risk under the sampling

policy P0 is not equal to the true risk, but with the following adjustment,

R̃(h) =
1

N

N∑
n=1

L(h(Y | xn), yn)

P0(xn, yn)
,

EP0R̃(h) = R(h). R̃(h) is an unbiased estimator for R(h), the true risk.

IPS-weighting is appealing due to being able to work on logged data—it does

not require an interactive experimentation machinery [10]. The theoretical guarantees

in [10] justify many approaches for solving sampling biases. Examples include [9] for

self-selection of ratings, [12,104] for the exposure bias, and [129] for position bias.

The gold standard, however, is by interactive experimentation, ensuring that ev-

ery item is adequately represented. Such an algorithm faces an exploration-exploitation

dilemma. Over the course of interactions, it should explore the alternatives to be

included in a recommendation, at the same time, learn to make optimal recommen-

dations. As discussed in Chapter 2, bandit algorithms offer a viable approach. In
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ranking/recommender systems, such algorithms can be used to represent each item

sufficiently, while making sure that favorable items can be discovered quickly. Sec-

tion 4.2 reviews some approaches for online learning to rank or recommend.

Before we start the review, let us briefly summarize our contribution on a spe-

cific user bias, set up some notation, and list our assumptions. We address the scenario

where the users have a tendency to choose one of the recommended alternatives, putting

the least effort into exploring further. Thus a choice observation to a recommendation

(in the form of a set of items) becomes a relative choice to the recommended alter-

natives. To model relative choice, we will introduce the Dirichlet-Luce choice model,

and to make recommendations ensuring sufficient representation for all items, we will

derive the Dirichlet-Luce bandit algorithm out of the model.

4.1. Problem Setup

Interpreting implicit feedback as discrete choice observations (assuming a multi-

nomial likelihood as the observation model) has received recent interest in the recom-

mender systems literature. See, for instance, [2, 7] and references therein. However,

preference estimates obtained from such models are particularly prone to biased esti-

mates; as all categories of a multinomial random variable are negatively correlated, the

increase in the estimate of an item’s probability of being preferred inevitably decreases

those of others—including the ones that were never recommended. To remedy this, we

use a restricted multinomial likelihood as the observation model.

Formally, we assume an interactive system where there is a total ofK options, but

K is large and the user can only be exposed to a limited number of alternatives to choose

from at once. That is, the set of choices {kt}Tt=1 are made from systematically selected

subsets of all alternatives—presentations {Ct}Tt=1. Here, kt ∈ [K] = {1, 2, · · · , K}, and

Ct ∈ C, where C denotes the set of all non-empty subsets of [K]. The user conveniently

picks from what was presented. Naturally, kt ∈ Ct,∀t.
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4.1.1. Choice Model

A discrete choice model specifies the probability of a user choosing an option

among K discrete alternatives (or, items). We study the probability p(k | C) of

choosing an item k from a presentation C. We assume a vector of preferences θk

that specifies the probability of choosing an option above all other options, i.e., θk =

p(k|[K]). We first assume a Bayesian choice model where each choice is multinomial

restricted to a presentation. Our choice model conforms to Luce’s choice axiom, hence

it satisfies independence of irrelevant alternatives—choices are probabilistic, and the

probability of choosing an option over another is independent of other items in (or,

absent from) the presentation [29]. Given a presentation C, it assigns choice probability

to an item k ∈ C in proportion to those of other items in C, as first described in [130]

for the case of pairwise preferences, and generalized in [29] and [131] for presentations

comprising L > 2 options, i.e., p(k|C) = θk/
(∑

κ∈C θκ
)
.

4.1.2. Online Learning to Recommend

The task of the hypothesized system is two-fold. Armed with a model of choice

behavior for the inference task, the discovery task—as K is so large in practice—is to

assume responsibility for finding all good items without overlooking any alternative

[132,133].

That is, the next step is to design a mechanism for online recommendation.

Here, the goal is to devise an algorithm for selecting a subset C ⊂ [K] of size L < K

that dynamically infers the preference probabilities of individual items, and learns to

recommend the top items, i.e., the most attractive (to the user) L options included in

the set.

A common solution, as discussed, is the stochastic bandit algorithms. In con-

trast to the standard multi-armed bandits setup, where the algorithm pulls one of

K arms at each round and observes a stochastic reward feedback, our setup requires
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an algorithm that does not merely pull a basic (single) arm, but a subset of depen-

dent arms. Furthermore, the learning algorithm does not receive a reward feedback

for the subset presented, but only observes a winner (a choice indicating preference

over others included in the subset). The setup is a combinatorial bandit with relative

feedback [134, 135]. It has been referred to as dueling bandits for L = 2 [136], also as

battling bandits for L > 2 [137].

4.1.3. Modeling Assumptions

At this point, we need to clarify some aspects of the assumed setup. We will

consider a simplistic single user-system interaction scenario. But as a probabilistic

building block, the setup can be reused in a more complex, collaborative recommender

system. We will ignore the position bias, i.e., the choice probability being dependent

on the position of the option within the presentation [113]. We assume that the user

is able to review the shortlisted alternatives and make a choice based on their latent

preferences.

Our initial setup may seem to ignore the case that the user might opt not to

choose. Note that we can model this case by a dummy option—assumed to be an

element of any recommendation. The dummy option indexed by, say 0, would have a

latent probability to be preferred, θ0. The user could refuse to choose one of the recom-

mended items with probability proportional to θ0, relative to the choice probabilities of

the items included in the recommendation. The model setup would not change, there-

fore, we will not deal with this case explicitly in our model development. That said, we

highlight that assuming this dummy option does not mean that the probability of the

user choosing an item in the recommended set would be independent of other items.

The choice probability to an item k ∈ C becomes p(k | C) = θk/
(
θ0 +

∑
κ∈C θκ

)
. This

observation is important, as it states that the user tends to choose from what is pre-

sented to them unless θ0 ≥
∑

k ̸∈C θk. In other words, the user would choose from what

is recommended to them unless the set of recommended options are too unsatisfactory,

an assumption we can base on the the principle of least effort [16].
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We will ignore that the repeated and systematic exposure might actually change

the users’ interests, leading to an echo chamber. We refer to [19] for such an analysis,

where sufficient conditions that lead to interest extremes are provided. That said, it is

worth noting that the Dirichlet-Luce model with the associated online recommendation

algorithm, as we will presently describe, at least matches two necessary conditions to

avoid such degeneracy points, by naturally allowing a “growing pool of items,” and

due to the randomization inherent in the proposed bandit algorithm.

The reward distributions for the arms will be assumed stationary, i.e., the ex-

pected reward of an arm does not change (in particular, decay) over time. In real-world

applications, however, this might happen due to multiple reasons. We refer to “time-

decaying” [138] or “rotting” bandits [139] that model the decay in the expected reward

of an arm via its temporal dynamics [138], or as a function of number of times the arm

has been pulled [140]. Another related setup we refer to is the “mortal bandits” [140],

where the arms have a random lifetime before they expire.

4.2. A Short Review of Online Learning to Rank and Recommend

Numerous bandit algorithms have been proposed in the recommender or ranking

systems literature. They fall into two broad categories. The first strand of research

we review here is the family of bandit algorithms where the user provides explicit

feedback—whether it is a rating or click feedback, to a recommended item. In such

a setup, the development of the bandit algorithm is straightforward, as the setup

translates to a multi-armed bandit problem with independent arms.

Such models clearly cannot capture relative feedback, and the user’s tendency

to choose from what is recommended to them. The studies focus more on modeling

the collaborative context, where assuming a clustering [141], co-clustering [142], or a

factorization model [143, 144] are common. [141] assumes that there is an unknown

number of clusters of users with unknown parameters, which are learned through user-

provided feedback to a “context vector” that the algorithm selects. [142] assumes a
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clustering of both users and items based on preference behavior, where again, the

user gives explicit feedback to the selected context vector. [143, 144] assume a matrix

factorization model, where the user provides an explicit rating to the item that is

recommended.

The Dirichlet-Luce bandit algorithm, as an online learning to recommend algo-

rithm, composes a recommendation as an ordered subset of all items and receives a

relative preference feedback. One can think of it as an algorithm for online learning to

rank [36] with a document-based click (in our case, choice) model, ignoring the effect

of the position of an item (within the recommended items) on the user’s choice [13].

As discussed in Section 3.2, alternative click models were studied in the information

retrieval literature [113]. In both position-based and cascade models, the event to be

clicked can be modeled with a Bernoulli random variable, with click probability de-

composed into the examination probability and the attractiveness of the item to the

user. This assumption is explicit in the position-based model. In the cascade model,

the user is assumed to start examining a ranked list of items from the top, and chooses

the first item that they find attractive. That is, the user examines an item with the

probability that they did not prefer the items that appear higher in the ranking. If the

user does not find any of the recommended options attractive, the user does not click.

Many bandit algorithms (or online learning to rank algorithms) were developed

assuming an underlying click model, for instance, the cascade model [145–147], the

position-based model [148, 149], or a generic click model [150, 151]. The main differ-

ence of our setup from the family of bandit algorithms for click models is as described

in [145] for those models; that the weight of any item is independent of the weights of

the other items—an assumption that leads to simple and efficient algorithms. In other

words, in click models contrary to our setup, once the user sees an item on the list, the

user’s preference is no longer relative. Such algorithms, as a result, might overestimate

the preference to an item when only relative feedback is provided. As an example, con-

sider the case that an average item is recommended together with inferior items, where

the system might develop a misconception that this item is very attractive. Another
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undesirable case occurs when a group of average (or inferior) items are recommended.

The system, again, would overestimate the user’s click when the user has a tendency

to choose from what is recommended. An experiment on the performance of a proto-

typical bandit algorithm for click models can be found in Section 4.5.2.1. That said,

the “TopRank algorithm” [151] both shows superior performance to previous online

learning to rank models (including the algorithms mentioned here), and the provided

algorithm interprets user feedback as relative. In particular, the algorithm maintains

pairwise statistics to estimate an order relation, which are fed by the number of times

an item is preferred when the other item was present in the ranking. The algorithm

then shortlists a number of items created by a topological sort based on this estimate.

Moreover, it subsumes various click models. We will thus use the TopRank algorithm

as a baseline to measure the effectiveness of our algorithm in online learning to rank

with an underlying click model (Section 4.5.2.1).

As discussed in [152], the nature of user feedback plays a major role in deciding

the right family of bandit algorithms. For our relative feedback assumption where the

user tends to choose from what is recommended, for L = 2, a very closely related family

of bandit problems to ours is the “dueling bandits” problem [136]—where couples of

options C, |C| = 2 are presented (a duel is set) and the winner k ∈ C observed. For L >

2, a generalization appears in [137]. This generalization, however, allows repetition of

an option in a presentation, and reduces to a dueling bandit algorithm. They, and also

[153–155], found “Double Thompson Sampling (D-TS)” [153] as the best performing

algorithm under various feedback models (subsuming ours), which we have also found

as the closest competitor. More recently, [135] have described a related bandit problem.

There, too, the instantiation of the setup with winner feedback coincides with a dueling

bandit setup if the performance is measured based on the attractiveness of the option

that is put in the top position. Hence a comparison in performance of the Dirichlet-

Luce bandit algorithm with a set of dueling and combinatorial bandit algorithms are

provided in Section 4.5.2.2.
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4.3. Dirichlet-Luce Choice Model

Let us now formalize the Dirichlet-Luce choice model. Our first step is to write

a Bayesian choice model that fully specifies the probability of an option being chosen

given a presentation C.

We specify the likelihood of a sequence of choices k1:T conditioned on the se-

quence of presented subsets C1:T and an underlying vector θ ∈ ∆ of choice probabilities

(preferences) among [K], where ∆ denotes the (K − 1)-probability simplex. Namely,

we study the restricted multinomial likelihood,

p(k1:T | θ, C1:T ) =
T∏
t=1

θkt∑
κ∈Ct

θκ

=
∏
C∈C

∏
k θk

ν(k,C)

(
∑

κ∈C θκ)µ(C)

=

∏
k θk

yk∏
C∈C (

∑
κ∈C θκ)µ(C)

, (4.1)

where µ and yk are statistics defined as

µ(C) =
T∑
t=1

[Ct = C] ,

yk =
T∑
t=1

[kt = k] .

That is, µ(C) is the multiplicity of a set C, and yk the number of times an op-

tion k is chosen. These quantities are related, both are marginals of ν(k, C) =∑T
t=1 [Ct = C] [kt = k] that is defined to be the number of times item k was chosen

when C was presented: µ(C) =
∑

k ν(k, C) and yk =
∑

C∈C ν(k, C).

A Bayesian treatment models θ as a random variable, and posits a prior distri-

bution for it. The restricted multinomial likelihood (4.1) admits the following family
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of distributions as a conjugate prior distribution,

p(θ | α, β) ∝
∏
k

θαk−1
k

∏
C∈C

(∑
κ∈C

θκ

)−β(C)

. (4.2)

β(C) ≥ 0, αk > 0 can be interpreted as the pseudo-counts for presentations and choices

respectively. These parameters should be constructed as the marginals of a contingency

table reflecting the prior belief, hence,
∑

C β(C) =
∑

k αk also holds.

Note that this prior distribution appears as a generalization of the Dirichlet dis-

tribution, which is the conjugate prior for the multinomial likelihood. It is easy to see,

when β = β0 where

β0(C) = [C = [K]]
∑
k

αk,

p(θ | α, β) reduces to the Dirichlet distribution D(θ;α), as

p(θ | α, β0) = 1/B(α)
∏
k

θαk−1
k ,

where α = α1:K is the vector of concentration parameters, and B(α) denotes the

multivariate Beta function.

One can adjust α to place prior belief on user preferences analogously to a Dirich-

let prior, setting β([K]) =
∑

k αk. Prior beliefs on presented subsets can be embedded

by adjusting β, together with consistent adjustments on α. The posterior distribution

of preferences shares the same structure with the prior due to conjugacy, where the

observed statistics yk and µ(C) are used to update the prior parameters αk and β(C).

Completing our specification of the Dirichlet-Luce model, the posterior distribution of

preferences upon observing a sequence of interactions follows,

p(θ | k1:T , C1:T , α, β) ∝
∏
k

θαk+yk−1
k

∏
C∈C

(∑
κ∈C

θκ

)−µ(C)−β(C)

. (4.3)

If Ct = [K], ∀t, the model reduces to the Dirichlet-Multinomial. At another extreme,

when the user is obliged to choose from a singleton presentation {k}, the posterior is

not updated, since the update factor cancels as it is θk/θk.
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A special case of the posterior form in Equation (4.3), for pairwise preferences,

was first introduced in [156]. Although an inference procedure was not described,

the normalizing constant was recognized in a series form later referred to as a “very

complicated function of factorials” by [157]. In fact, the complicated part of the nor-

malizing constant is a special hypergeometric function, Carlson’s R function “in bare

form” [158],

R(α,Z, β) ≡ 1

B(α)

∫
∆

∏
k

θαk−1
k

∏
c

(θ⊤z:,c)
−βcdθ,

where
∑

k αk =
∑

c βc. z:,c denotes the c’th column of matrix Z. We can write the

normalizing constant of the Dirichlet-Luce density in Equation (4.2) in terms of Carl-

son’s R function as follows: first assume an enumeration of C, σ : C → {1, 2, . . . , |C|},

and then construct the indicator matrix Z ∈ {0, 1}K×|C| where zk,σ(C) = 1 if k ∈ C.

Hence θ⊤z:,σ(C) =
∑

κ∈C θκ. Since
∑

k αk =
∑

C∈C β(C) holds a priori by construction,

and the identity is preserved a posteriori due to conjugacy and consistency of suffi-

cient statistics, we have the normalizing constant as R(α,Z, β)B(α). A posteriori, the

normalizing constant of the posterior in Equation (4.3) is R(α+ y,Z, β + µ)B(α+ y).

The Dirichlet-Luce model specifies a distribution on user preferences, explicitly

accounting for the fact that the users are exposed to and choose from only a fraction of

items which are systematically selected, where the systematic selection [159, 160] acts

as a confounding factor for both the future recommendations and the user choices [18].

The Bayesian treatment to preferences and the conjugacy of the model will be shown

important in the following sections.

A general form of the proposed density was studied in [161] following [158]. [162]

utilized this generalization for Bayesian analysis of multinomial cell probabilities under

censored observations, a problem which can be thought of as the inverse of ours. Our

model also appears as a special case of the “Hyperdirichlet distribution” studied by

[163], where we additionally require consistency in parameterization.
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4.3.1. Learning from Preferences

Having specified the likelihood for recommendation-choice observations and a

conjugate prior distribution of preferences, we now turn into making predictions using

the Dirichlet-Luce model. For the hypothesized recommender system, given a set of

observations, the primary objective is to predict the choice probability of an option k

if all alternatives were available to the user, p(kT+1 | [K], k1:T , C1:T , α, β). Indeed, such

quantities of interest are written in terms of the normalizing constant, the R function.

The conjugacy of the model leads to a compound probability distribution as the

posterior predictive distribution for the choice probability of an option kT+1 follows,

p(k|[K], k1:T , C1:T , α, β) =
α′
k∑
j α

′
j

R(α′ + k,Z, β′′)

R(α′,Z, β′)
,

where k is the indicator vector of size K where all but the k-th element are 0. Here,

α′
k = αk + yk, β

′(C) = β(C) + µ(C), β′′(C) = β′(C) for all C ̸= [K], and finally,

β′′([K]) = β′([K]) + 1 (a derivation of posterior predictive distribution is provided as

an appendix.)

Computation of the R function, however, is intractable, as studied in [164]. For

the general case, they propose Laplace approximation around themaximum a posteriori

(MAP) estimate θ∗ = argmaxθ log p(θ | α, β, k1:T , C1:T ). One can also compute R-

related quantities given a batch of observations via sampling by Hamiltonian Monte

Carlo (HMC) [165]. The R function admits efficient computation in some specific

conditions [164]. These include the case if the subsets of [K] implied by the columns

of Z imply a hierarchy of partitions on [K]. Here, we reiterate a key result to highlight

an implication for our case.

Lemma 4.1. [164] Let G ∈ RK×C, a ∈ RK ,b ∈ RC. Assume b admits a permutation

such that b = [b̃ 0] where 0 denotes a vector of zeros. Also, let G̃ denote G with

columns permuted conformably to b. Then, R(a,G,b) = R(a, G̃, b̃).
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This result yields an important implication for approximating R functions. The

dimension of the required integration depends on the sparsity of the arguments.

The efficiency of the procedures for the inference or MAP estimation of prefer-

ences are determined by the sparsity of the statistics. However, upon first inspection

of the posterior (4.3), one of the first concerns is the dimensionality of the statistic µ.

That is, the model informs its knowledge of the preferences θ via statistics collected on

a set that scales combinatorially, i.e., the dimensionality of µ can be as high as 2K − 1.

This raises a question on the size of the sample required for an accurate preference

estimate. The key is to note that our modeling assumptions, i.e., assuming a single

preference vector and the Luce choice axiom, lead to the assumption that preferences

are (stochastically) transitive, and independence of irrelevant alternatives holds. Fur-

thermore, the posterior is log-concave in a reparameterized version (with one-to-one

correspondence) of θ under mild conditions as shown in [166]:

Lemma 4.2. [166] Take the reparameterization of θ, γκ = log θκ− log θ1 for κ ̸= 1 and

γ1 = 0. The logarithm of the posterior (Equation 4.3) is strictly concave in γ if and

only if for each possible partition of [K] into two nonempty subsets K1 and K2, there

exists κ1 ∈ K1 and κ2 ∈ K2 such that µ({κ1, κ2}) > 0.

For instance, a data set of pairwise choice observations from {i, j}, for all j ∈ [K]

and j ̸= i where i is a fixed, pivot option satisfies the condition. This data set contains

only K − 1 distinct subsets as recommendations (hence µ is very sparse) and θ∗ can

easily be recovered by standard convex optimization algorithms, the minorization-

maximization algorithms described by [166], or by estimating moments from posterior

samples. Note that with a fixed presentation size restricted to L ≥ 2 the gradient

of the log-posterior can be computed in O(LD +K) time, where D is the number of

distinct presentations, which is easy to obtain when D is small.

We illustrate that the Dirichlet-Luce construction is consistent and is able to

recover a good representation of preferences upon choice observations to a small number
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of distinct presentations, demonstrated with experiments on synthetic data sets that

satisfy the condition in Lemma 4.2, provided as appendices.

4.3.2. Conflicting Choices

Our previous argument highlights the key ingredient that our model relies on to

recover preferences—stochastic transitivity. This observation raises a natural question,

what if the transitivity assumption does not hold? That is, how does the model treat

conflicting (cyclical) choice behavior?

It is not hard to see that the likelihood is invariant for all realizations with

identical µ and y. That is, the posterior ignores the associations between choices and

particular presentations. Conflicting choices are treated as ties by the posterior, as

illustrated in Figure 4.1. These observations suggest a natural next step in utilizing

our model. Cyclical choice behavior can be modeled as a mixture of preferences θ.

Then, a mixture of Dirichlet-Luce densities can be used to capture different modalities

of transitive preferences under limited subsets of alternatives, modeling complex choice

behavior. There is also further evidence about the plausibility of such an approach in

the psychology literature [167, 168]. While we focus on modeling a single, unimodal

preference behavior in this article, this direction remains an exciting opportunity for

further work.

4.3.3. Independence of Unexplored Options

We now turn into a fundamental advantage of explicitly incorporating in the

inference of preferences the users’ limited exposure to alternatives: its ability to keep

invariant preference estimates of items that were never presented. Particularly, the

posterior density keeps posterior marginals of θk, where k is an unexplored (never before

presented) option, invariant independently of other choices. More formally, assume,

without loss of generality, that option k = 1 is never presented, i.e., µ(C) = 0,∀C ∋ 1.

It then follows, p(θ1 | α, β0, k1:T , C1:T ) = p(θ1 | α, β0). This is in stark contrast to the
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c a

b

(a) ((a < b, a > b), (b < c, b > c), (c < a, c > a))

c a

b

(b) ((a > b, a > b), (b > c, b > c), (c > a, c > a))

Figure 4.1. Evolution of the exact posterior for T = 6 observations (i > j denotes a

preference observation i over j). Contours of the joint density are shown on a simplex

plot per two preference observations. Cyclic preferences (b) are treated as ties (a).

Dirichlet-Multinomial model, in which choice observations impose negative bias on the

marginals of all θk, regardless of if they were ever presented. We give an illustration

with K = 3 options (Figure 4.2). In the illustration, we investigate the posterior

marginals of θk, k ∈ {1, 2, 3} when a set of choices are made from {1, 2}. The marginal

of θ3 must stay invariant as in Figure 4.2(c), the Dirichlet-Luce posterior. But if we

ignore what is presented, the option 3 is unfairly penalized, as shown in Figure 4.2(b),

the Dirichlet-Multinomial.

Let us prove the result by deriving the marginal distribution of posterior choice

probabilities for unexplored options.
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Lemma 4.3. (Independence of unexplored options) Assume µ(C) = 0,∀C ∋ ℓ. It then

follows, p(θℓ | α, β0, k1:T , C1:T ) = p(θℓ | α, β0).

Proof. Assume, without loss of generality, option 1 was never presented. Since with

β = β0, prior θ is Dirichlet distributed with parameter α, prior marginal θ1|α, β0 is

Beta distributed with parameters (α1,
∑K

j=2 αj). The posterior marginal is

p(θ1 | α, β0, k1:T , C1:T ) ∝
∫
T1

K∏
j=1

θ
αj−1
j

∏
C∈C

∏K
j=2 θ

ν(j,C)
j

(
∑

i∈C θi)µ(C)
dθ2:K−1,

where T1 = {(θ2, · · · , θK) |
∑K

j=2 θj = 1− θ1, θj > 0}.

With a change of variables uj =
θj

1−θ1
for j ∈ {2, · · · , K}, we obtain

p(θ1 | α , β0, k1:T , C1:T )

∝ θα1−1
1 (1− θ1)

∑K
j=2 αj−1

∫
∆

K∏
j=2

u
αj−1
j

∏
C∈C

∏K
j=2 ((1− θ1)uj)

ν(j,C)(
(1− θ1)(

∑
i∈C ui)

)µ(C)
du

= θα1−1
1 (1− θ1)

∑K
j=2 αj−1

∫
∆

K∏
j=2

u
αj−1
j

∏
C∈C

∏K
j=2 u

ν(j,C)
j(∑

i∈C ui

)µ(C)
du

∝ θα1−1
1 (1− θ1)

∑K
j=2 αj−1.

Then, the posterior θ1 | α, k1:T , C1:T ∼ B(α1,
∑K

j=2 αj) is also Beta distributed with

parameters (α1,
∑K

j=2 αj), identically to the prior p(θ1|α, β0).

This result extends trivially to groups of options.

4.3.4. Extending the Item Pool

Let us highlight an important implication of Lemma 4.3. Under the Dirichlet-

Luce model, alternatives that are newly introduced to the system benefit from the same

invariance that other options that were never presented enjoy. This property emerges

as a natural way to ensure consistent inference of preferences for cold-started items.
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(a) Prior (b) p(θ | k1:T , α) (c) p(θ | k1:T , C1:T , α, β0

Figure 4.2. Prior choice probabilities (a), along with the posterior under

Dirichlet-Multinomial (b) and Dirichlet-Luce (c) models, where options 1 and 2 were

chosen from {1, 2} 10 and 5 times, respectively. Contours of the joint density are

shown on a simplex plot. Samples from posterior marginals are marked along an axis

parallel to the line segment from the vertex where θk = 1, perpendicular to the base.

4.4. Dirichlet-Luce Bandit Algorithm

Cast as the model assumption of an interactive system, the Dirichlet-Luce model

provides efficient preference estimates from historical recommendation-choice observa-

tions. However, in an interactive scenario, the onus is on the recommender system to

select a subset of options to present.

That is, the system needs an efficient mechanism that simultaneously explores

the options which the user might like and exploits the current best alternatives, and

composes the recommendations accordingly. Here, we frame this interactive recommen-

dation scenario as a bandit problem. In a bandit setting, the Bayesian construction

of the Dirichlet-Luce model serves a dual purpose. First, new choice observations

can be used to inform efficient approximate inference of latent preferences. More im-

portantly, posterior samples of the model serve as a natural means to manage the

exploration-exploitation trade-off, inducing a presentation mechanism conditioned on

previous choices (k1:T ) and the mechanism itself (C1:T ).
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The posterior places high probability density on preferences where θk is high

either when k was chosen frequently or presented rarely. This observation leads to the

Dirichlet-Luce bandit algorithm in Figure 4.3. Presenting top-L items of the vector

θ sampled from the posterior can be used as a recommendation: the system would

recommend the alternatives that the user would like, or might like. Note that sampling

from the posterior and picking the top options correspond to recommending an option

with the posterior probability that its choice probability exceeds others that are not

recommended. Then a choice feedback to the recommendation is received, and the

posterior preferences are updated. The algorithm (Figure 4.3), as a result, dynamically

infers the preferences and learns to recommend through a sequence of recommendation-

choice observations.

Input: T

Initialize α, and set β ← β0

µ(C)← 0 for all C ∈ C

yk ← 0 for all k ∈ [K]

for t = 1 to T do

Sample θ ∼ pt(θ | y, µ, α, β)

Form Ct with top L options from sampled θ

Get preference feedback kt to Ct

µ(Ct)← µ(Ct) + 1 {Update sufficient statistics}

ykt ← ykt + 1

end for

Figure 4.3. The Dirichlet-Luce bandit algorithm.

The Dirichlet-Luce bandit algorithm is a Thompson sampling instance, an al-

gorithm for decision making through posterior sampling [32], widely used for bandit

problems as discussed before. To reiterate, in the standard multi-armed bandit setup

where each arm reveals a binary reward, Thompson sampling corresponds to indepen-

dently sampling from the marginal posterior distributions of the reward probabilities,

and pulling the arm associated with the largest sample. In our case, conditioned on
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all previous interactions, the posterior sampling is from the joint distribution of choice

probabilities. It affords fast exploration of the space of subsets for reasons analogous

to the fast convergence of posterior preferences under Dirichlet-Luce model.

4.4.1. Sampling Subroutine

The main ingredients of the Dirichlet-Luce bandit algorithm are sampling from

the posterior distribution of choice probabilities, gathering an observation (a recom-

mendation and the user choice) and updating the distribution of choice probabilities.

Dirichlet-Luce model then becomes a natural choice due to its conjugacy properties;

since it is convenient to update the distribution upon an observation, and it is possi-

ble to design an efficient sequential sampler that dynamically updates an initial set of

weighted samples.

In particular, the model leads to a sequential Monte Carlo (SMC) algorithm

as described in [35], which we use to implement the actual sampling subroutine in

Figure 4.3. Specifically, the initial set of samples (particles), indexed by i, are drawn

from θ(i) ∼ D(1) and assigned unit weights. After each interaction, the weight of a

particle (w(i)) is updated recursively based on the recommendation-choice pair (Ct, kt),

w
(i)
t = w

(i)
t−1

pt(θ
(i))

pt−1(θ(i))

= w
(i)
t−1

θ
(i)
kt∑

κ∈Ct
θ
(i)
κ

.

Here, pt(θ
(i)) denotes the posterior density at time t evaluated at the point θ(i), short

for pt(θ
(i) | C1:t, k1:t, α, β).

Whenever the effective sample size drops below a set threshold, N/2, we perform

multinomial resampling followed by a move step. N/2 is a typical choice for particle

sample implementations [169], and it is a trade-off between accuracy and computa-

tion time. In our setup, we cannot directly sample from the full conditional densities
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fj = p(θj | {θl}l ̸∈{j,K}). Hence the move step is performed with a Metropolis-within-

Gibbs transition kernel which targets the posterior at t, pt(θ), i.e., particles undergo

a resample-and-move update. Metropolis-within-Gibbs sampling can be performed by

various alternatives for sampling from unnormalized densities, e.g., slice sampling [170],

adaptive rejection Metropolis sampling (ARMS) [171]. However, they require multiple

evaluations of the full-conditional densities, which are prohibitive in our case since their

evaluation at any given point has a considerably high computational cost. We use a

simpler but effective Metropolis scheme which requires only two evaluations of fj for

each coordinate, as follows: The coordinates except j constrain the jth coordinate to

an interval, I =
(
0, 1−

∑
j′ ̸=j θj′

)
. We sample θ̂j ∼ U(I) (uniformly in the interval

I), and accept it with probability min{1, fj(θ̂j)/fj(θj)}.

It is worth noting that the conjugacy in our model leads to particle weight up-

dates that take a negligible O(L) time. Unnormalized posterior evaluations, which are

expensive, are only needed during the resample-and-move step. However, as the num-

ber of observations T grows, the posterior peaks around the latent preference vector

and the algorithm requires resampling with decreasing frequency. That is, expensive

resampling steps are dominant as the algorithm tends towards exploration, and very

rare when the posterior is peaked and the algorithm “commits” a preference repre-

sentation. The complete algorithm with SMC sampling procedure is part of [172],

and is listed as an appendix. A reference implementation of the sampler along with

an infrastructure to conduct simulations is made publicly available under MIT license

in [172].

4.4.2. The Role of Exploration

The Dirichlet-Luce bandit algorithm described here completes the interactive

system setup. We now turn into the essential role that a bandit algorithm plays for

recommendation—in addition to choice modeling that explicitly accounts for the user’s

limited exposure to the items. Contrary to a greedy mechanism that presents top-L

options to the user based on the posterior preference estimate of the Dirichlet-Luce
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model, the Dirichlet-Luce bandit algorithm composes a recommendation from a pos-

terior preference sample, thereby achieves exploration of under-presented alternatives.

The following two examples illustrate this role. In both examples, we assume there

are five options, with true choice probabilities θ∗i > θ∗j whenever i < j, without loss of

generality.

4.4.2.1. Second chance. A side effect of the stochastic transitivity is that once an

already inferior option is preferred to a relatively favorable one, the preference estimate

for this option will decrease, even it is not further presented, as others will be preferred

to the former. However, exploration due to the algorithm ensures that it will be

presented, i.e., it will get a second chance (Figure 4.4(a)). We consider the case, where,

initially, option 1 was preferred to option 5 (10 times), and option 5 to option 2. In

the remaining rounds, as option 1 is preferred to other options and option 5 is usually

ignored, stochastic transitivity enforces a decrease in the mean preference estimate of

θ2 as it does not appear in recommendations. However, exploration due to Thompson

sampling ensures that options that are underrepresented in previous interactions will

be recommended.

4.4.2.2. Robustness to unfair comparisons. Due to the independence of irrelevant al-

ternatives, repetitive presentation of a relatively favorable option together with a more

superior one might lead the system to develop a misconception on this option that it

is overall inferior. By allowing sufficient comparison of options thanks to the recom-

mendation algorithm, as demonstrated in Figure 4.4(b), the system would correct the

preference estimates over the course of interactions. There, when an initial 100 choices

are made from the alternatives {1, 2}, Dirichlet-Luce initially imposes negative bias

towards option 2. Over the course of interactions, the system captures that option 2

is still preferable to other, originally inferior options.

That said, under natural conditions stated as “exploit” and “independence of

irrelevant options” properties, [173] showed that collecting data in an adaptive manner
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(a) Second chance

(b) Robustness to unfair comparisons

Figure 4.4. The role of exploration in recommendation. x-axis indexes the items. The

y coordinate corresponds to preference probability θk—its true and estimated values

by the algorithms after T = 1000 interactions. Exploration ensures that option 2 will

get a second chance (a), also corrects the initially negative bias towards option 2 (b).

Shaded regions denote the standard deviation in ten simulations.

(as in bandit algorithms) imposes negative bias on the mean estimate of the reward

corresponding to an arm, due to an asymmetry in data collection. The mean estimate

of the reward of a ‘lucky’ arm (with a current empirical mean larger than its true

mean) would revert back to its true mean over time, but if the arm is ‘unlucky’ it

might stuck with the negative bias, hence the overall bias is negative. We think the

same phenomenon would be observed for our bandit algorithm, too. While we focus

on the biases that arise from inaccurate modeling of user behavior and the properties

of the model itself, whether a particular family of bandit setups would correct for this

undesirable phenomenon remains another direction for further work.
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4.5. Simulation Experiments

The proposed framework includes two main components for interactive recom-

mender systems. The Dirichlet-Luce model explicitly takes into account the user’s

limited and systematic exposure to the alternatives in the inference of user prefer-

ences. The Dirichlet-Luce bandit algorithm aims to quickly discover and commit to

the recommendation that includes the most preferable items without overlooking any

alternatives.

The question of why we would need the second component, i.e., the Dirichlet-

Luce bandit algorithm in addition to the Dirichlet-Luce choice model, is addressed in

Section 4.4. In particular, we have discussed two cases. First, what happens to an un-

explored but favorable item, when a known inferior item is preferred to it? In this case,

even the favorable item is not further presented, stochastic transitivity enforces a de-

crease in the mean preference estimate for it—as the inferior item will not be preferred

much in the future recommendations. But exploration due to the bandit algorithm

ensures that it will get a second chance. Another deficit of the choice model occurs

when the system makes repetitive comparisons of a relatively favorable item with a

superior one. In this case, the preference for a relatively favorable item would be un-

derestimated, which is corrected by the algorithm as it will compose recommendations

including that item and originally inferior items.

In this section, our focus will be on the potential biases of bandit algorithms

assuming incorrect underlying models, and the performance of the bandit algorithms

that have a similar setup to that of ours. In particular, we describe various simulation

experiments that address two questions. First, how does the Dirichlet-Luce model, in

interactive setups that would potentially lead to biased preference estimates, compare

to its counterpart that naively ignores the user’s exposure to the alternatives? Second,

how does the Dirichlet-Luce bandit algorithm compare to the existing bandit algorithms

in its performance of interactively learning to recommend the top options?
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4.5.1. Demonstration of Biases in Preference Estimation

We first give synthetic examples that mimic challenges to healthy recommen-

dation machinery by potentially leading to biased estimates of user preferences. We

design two examples to investigate whether explicitly conditioning on systematic expo-

sure ensures robustness to the promotion of an item and discovery of initially censored

items. Our examples highlight the potential biases that might occur due to incorrect

modeling of the user’s choice behavior.

Recall that when the systematic exposure to the alternatives is ignored, i.e., the

user is assumed to pick an option k among [K] regardless of the recommendation C,

the Dirichlet-Luce model reduces to the Dirichlet-Multinomial model. A Thompson

sampler based on this model assumes a Dirichlet prior on preference probabilities,

where a choice observation leads to a Dirichlet posterior due to conjugacy. In addition,

interpretation of user choice as a multinomial observation is common, as discussed in

Section 4.1. Hence the Dirichlet-Multinomial model provides a test bed to assess the

contribution of the model.

4.5.1.1. Simulation setup. In the two examples we will presently describe, we simulate

an interactive system where the user’s preferences, represented as choice probabilities

θ∗k = p(k | [K]) ∀k ∈ [K], are latent. Over the course of interactions, the system

recommends {Ct | t = 1, . . . , T} and observes choice feedback k1:T (where kt ∈ Ct). We

assume for each interaction, L = 2 of K = 5 alternatives, say, {i, j}, are recommended

to the user, and the user picks one of them proportional to θ∗i and θ∗j . To ensure

the exploration of all alternatives, we simulate Thompson sampling-based bandit algo-

rithms as a recommender for both models, for reasons described at the outset of this

section. In the following two sets of simulations, the latent choice probabilities (θ∗)

are sampled from a Dirichlet distribution with parameter αk = 1 for all k ∈ [K]. K

is small and a large number of interactions are simulated, and our goal is to show the

biases that might occur due to incorrect modeling. For ease of exposition, we assume

θ1 > θ2 > · · · > θK without loss of generality.
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4.5.1.2. Robustness to promotion. In this scenario, we simulate the case where some

items are promoted. In particular, we assume that the third item, which would not

be included in the optimal recommendation {1, 2}, is promoted, i.e., included in every

recommended subset.

Both the Dirichlet-Luce bandit algorithm and a Thompson sampler for the Dirichlet-

Multinomial model are simulated as they are interacting with the user. Figure 4.5 de-

picts the resulting preference estimates by the corresponding models. We observe that

Dirichlet-Luce, as illustrated in Figure 4.5, can cope with the overestimation of prefer-

ences for overrepresented items. Dirichlet-Multinomial on the other hand, ignores that

the promoted item is overrepresented, and overestimates the preference to it simply

because it is more frequently chosen.

Figure 4.5. Final (after T = 10000 interactions) preference estimates averaged over 10

runs when option 3 is promoted, i.e., it is included in every recommendation.

Preference to overrepresented item 3 is overestimated by Dirichlet-Multinomial,

whereas conditioning on presentations fixes this bias. Shaded regions denote the

standard deviation.

4.5.1.3. Discovery of censored favorites. The same two algorithms are now compared

in a different scenario, where some items are initially censored. In the case of originally

favorable items are initially not included in recommendations, we would like the recom-

mender system not to grow bias towards the user’s initial choices, on the contrary, to

give each option an equal opportunity to be presented. Initially censored items can be

discovered by first not underestimating the choice probabilities to them, and then by
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eventually learning to present the “best” items. Figure 4.6 demonstrates the described

scenario and the resulting preference estimates.

Figure 4.6. Followed by 100 choices made from originally inferior options {4, 5}, final

preference estimates after T = 10000 interactions. Dirichlet-Luce does not impose

negative bias towards censored options, and the implied recommender system

eventually learns to recommend the best two items. They are underestimated, and

cannot be discovered by the Dirichlet-Multinomial model.

These two examples illustrate that the Dirichlet-Luce model neither overesti-

mates the preference to an overrepresented item nor overlooks initially underrepre-

sented items.

4.5.2. Performance Comparisons

We now demonstrate the contribution of the Dirichlet-Luce bandit algorithm with

another set of simulation experiments. Our goal is to show the efficacy of the algo-

rithm in dynamically learning the top options through pairwise and L-wise preference

feedback. Several dueling bandit algorithms, a combinatorial bandit algorithm, and an

online learning to rank algorithm are considered. In a simulation, as before, we assume

that a latent θ∗ underlies the user choice given a presentation C. That is, the user

chooses an option k ∈ C with probability
θ∗k∑

κinC θ∗κ
.

Here, an online learning to recommend algorithm’s goal is to find out the most

preferable items in all [K], answering the query; which items the user would most likely

choose if they had a chance to evaluate all possible alternatives. The following sets of
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simulations compare a number of algorithms in their performance to achieve this goal.

4.5.2.1. Comparison with bandit algorithms with underlying click models. We now re-

port a comparison of the Dirichlet-Luce bandit to the TopRank algorithm [151]. The

TopRank algorithm maintains a statistic to estimate the pairwise order relations, and

computes the ranking based on a topological sort of the items, informed by the confi-

dence on the pairwise ordering estimate.

In addition to TopRank, we introduce another Thompson sampling variant as

a baseline that mimics the bandit algorithms for click models when the position bias

is ignored, the Beta-Bernoulli. When a recommendation Ct of L items is made at

time t, the user is assumed to see all L items and make a choice. The independence

assumption (see Section 4.2) of the click models renders a convenient bandit algorithm,

as follows. The reward of an arm is assumed a Bernoulli random variable with an

unknown mean parameter. The mean reward of an arm is assigned a uniform prior

following beta distribution with parameters α = 1 and β = 1, i.e., B(1, 1), and a click

(choice) increments α parameter of the clicked item by 1, whereas the β parameters

of the items that are recommended by the system but not clicked by the user are

incremented by 1. If an item is not recommended, the corresponding beta distribution

stays invariant. The recommendations are made according to the samples from the

posterior beta distributions of every arm at each round.

As a list of the estimated top items, we use the ranking TopRank outputs at each

time of interaction, and in the case of the Dirichlet-Luce and Beta-Bernoulli bandit

algorithms, the ranking implied by the sampled preference probabilities. We compare

the performances of the three algorithms in terms of the cumulative regret at the top-N

options included in the presentation, that is,

RT = T

(
max

i1,i2,··· ,iN

N∑
n=1

θ∗in

)
−

T∑
t=1

N∑
n=1

θ∗
κ
(t)
n
.

At round t, the value of a recommended alternative κ
(t)
n at position n ≤ N to the user

is defined as the expected value of the multinomial choice variable if all alternatives
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[K] were to be considered, hence θ∗
κ
(t)
n

. That is, over the course of interactions, the

gap between the collective preference probabilities of the optimal ranking at top-N

positions and those proposed by the algorithm contributes to the cumulative regret.

Presenting N most attractive items in the first N positions in any order incurs no

regret at top-N .

In the following simulations, we consider two cases: (i) when θ∗ is sampled

from the Dirichlet distribution, (ii) when θ∗ is estimated from Last.FM artist listen-

ing data set released as part of [174]. Dirichlet-Luce bandit, Beta-Bernoulli bandit,

and TopRank algorithms are used to estimate the click model, and to recommend a

list of L = 5 items. We evaluate the algorithms in terms of their cumulative regret,

measured at top-N positions of the ranked lists recommended by both algorithms, for

N = 1, 2, . . . , L.

In the first case, we work with a sampled θ∗. We run two separate set of simu-

lations for K = 50, using a sparse and a dense θ∗. θ∗ is sampled from the Dirichlet

distribution with concentration parameter ακ = 0.1 for all κ ∈ [K] when it is sparse,

and with ακ = 5 when it is dense. Across varying N , the Dirichlet-Luce bandit cate-

gorically achieves lower cumulative regret (Figure 4.7).

In the second case, θ∗ is estimated from Last.FM artist listening data set. In

a more realistic simulation, we first estimate the latent preference probabilities θ∗

from the publicly available Last.FM data set [174]. The data set contains listening

information of a set of 17632 music artists by a set of 1892 users. It additionally

includes social networking and tagging data, which we do not use.

We first learn an LDA model from the listening logs. LDA, as described in

Chapter 2 is a mixed membership model where collections of discrete random variables

(in our case, collections of artists that users listen to) are assumed to be generated

as follows. First, we assume a small set of population-level latent preference profiles,

represented as discrete probability distributions over all artists. Then, a user’s listening
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(a) Sparse θ∗

(b) Dense θ∗

Figure 4.7. Average cumulative regret (lower is better) at top-N positions included in

a recommendation/ranking in online learning to rank scenario after round T = 10000,

where θ∗ is sampled from the Dirichlet distribution with parameter αk = 0.5 (a), and

αk = 5 (b). Error bars denote the standard deviation. TopRank hyperparameter δ

was optimized in a held-out experiment.

behavior is assumed to follow a mixture of these preference profiles. That is, for every

listening record in their history, the user first picks a particular preference profile,

and then listens to an artist according to the probability distribution representing the

preference profile. Latent preference profiles and the mixture proportions per user are

assumed to be Dirichlet random variables. We fit LDA to the artist listening data with
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20 latent preference profiles, assuming sparse priors on preference probability vectors

and flat priors for per-user mixture components. We took the mean of the posterior

Dirichlet corresponding to one, arbitrarily selected preference profile, which gives a

probability vector over all artists, representing a typical preference probability vector.

We then took the top 1000 artists (hence K = 1000 for this set of simulations), and

normalized it such that the probabilities add up to one. The resulting vector is used

as θ∗, from which user feedback is simulated. Top 50 elements of the selected θ∗, along

with the artist names corresponding them, are included as an appendix.

Across varying N , the Dirichlet-Luce bandit categorically achieves lower cumu-

lative regret than TopRank and Beta-Bernoulli bandit algorithms (Figure 4.8). That

said, the Beta-Bernoulli bandit algorithm results in substantially lower variance of

regret across simulations.

One might be concerned about the experiments being conducted using a single

preference probability vector obtained through LDA. We understand that this setup

might seem limited. We note, however, that the preference probability vector used for

the experiment is at a population level. That is, it is not for a single user found in

the data set, but it underlies parts of each user’s entire listening behavior (in different

proportions for different users). Indeed, there are 20 such preference probability vec-

tors. We believe, however, combining the regret distributions over several simulations

over 20 preference probability vectors would not give a clear idea to the reader on the

variance of regret across experiments.

4.5.2.2. Comparison with dueling and combinatorial bandit algorithms. We now fo-

cus on the case where L = 2, of particular interest since this specific instantiation

of the problem can be viewed as an instance of dueling bandits [136]. In this set of

experiments, user feedback is simulated based on the latent θ∗ vectors that are used in

online click modeling experiments. The simulated user feedback observations to a pair

of items, i.e., a duel {i, j}, are sampled from p(i | {i, j}) = θ∗i
θ∗i +θ∗j

.
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Figure 4.8. Average cumulative regret (lower is better) at top-N positions included in

a ranking after round T = 100000, in an online learning to rank scenario, where θ∗ is

a 1000 dimensional preference probabilities vector estimated from Last.FM artist

listening data set. Error bars denote the standard deviation across ten simulations

assuming the same θ∗. TopRank hyperparameter δ is adaptively set.

We make a set of comparisons of Dirichlet-Luce bandit with a set of dueling bandit

algorithms as released in [153], namely, “double Thompson sampling” (D-TS) and its

variant D-TS+ [153], “relative minimum empirical divergence” (RMED) [175], “relative

upper confidence bound” (R-UCB) [176], “beat the mean” (BTM) [177], “sensitivity

analysis of variables for generic exploration” (SAVAGE) [178], “Sparring” [179], “rela-

tive confidence sampling” (RCS) [180], “Copeland confidence bound” (CCB) [181], and

“efficient Copeland winners RMED” (ECW-RMED) [182], and a combinatorial bandit

with relative feedback algorithm [135], “MaxMin UCB” (MM-UCB) for L = 2. Since

a dueling bandits algorithm is allowed to present multisets (and ours never presents a

multiset), we make the evaluation in terms of standard cumulative weak dueling regret

(in T rounds),

RT =
T∑
t=1

min
[
p̃
(
i∗ | {i∗, κ(t)

1 }
)
, p̃
(
i∗ | {i∗, κ(t)

2 }
)]

,

where i∗ is the user’s favorite option, and Ct = {κ(t)
1 , κ

(t)
2 } is the presentation by the
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learner at round t. p̃(i∗ | {i∗, κ}) = p(i∗ | {i∗, κ}) − 1
2
, where p(i | {i, j}) is the

probability of preferring the option i to j. Including i∗ in a presentation incurs no

regret.

The results are reported in Figure 4.9. We find that the Dirichlet-Luce bandit for

online recommendation results in substantially lower regret when stochastic transitivity

is assumed to hold.

(a) Dense θ∗ (b) Sparse θ∗

Figure 4.9. Average cumulative weak dueling regret (lower is better) with respect to

time (shown at log-scale) in a dueling bandits setup with simulated transitive

preference feedback. The lists of algorithms in the legends are ordered by their

average performance in the simulations. Shaded regions denote the standard

deviation.
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The closest competitor, D-TS (and its variant), puts a Beta prior to pairwise

preference probabilities and proceeds by presenting subsets with two options from the

posterior probability of an item being preferable to every other item. In contrast, we

assume the prior in Equation 4.2 for the joint distribution of choice probabilities. Note,

however, that the modeling assumptions of most dueling bandit algorithms can capture

non-transitive choice behavior, although TopRank [151] and MM-UCB [135] cannot.

The combinatorial bandit algorithm included in the experiment, MM-UCB, makes the

same assumption as ours on the user behavior. Finally, we highlight that the Dirichlet-

Luce bandit algorithm does not need to maintain pairwise preference statistics.

4.5.2.3. The effect of the number of items in recommendation. Our bandit algorithm

outperforms the baseline dueling bandits, combinatorial bandits and online learning

to rank algorithms in both pairwise (L = 2) and subset-wise (L = 5) selection tasks.

In Figure 4.10(a), fixing N = 2, we explore how learning speed improves as the sys-

tem is allowed to make larger presentations. As expected, growing presentation sizes

leads to lower cumulative regret, i.e., the algorithm learns to present the top-2 options

sooner. We also report the dimensionality of the statistic µ—the number of unique

presentations explored before converging to a preference estimate. Despite the poten-

tially high complexity, the algorithm maintains manageably low-dimensional statistics

(Figure 4.10(b)). For these simulations, we used a 100-dimensional sparse θ∗ simulated

from the Dirichlet distribution.
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Figure 4.10. Average cumulative regret (over 10 runs) at top-2 options (out of 100)

included in presentations with different sizes (a), and the effective dimensionality of

the statistic µ (b) over the course of interactions. Shaded regions denote the standard

deviation.
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5. CONCLUSION

Machine learning from online human behavior is central to many modern digital

platforms. It is used for numerous applications, primarily to present personalized,

relevant content—due to the abundance of available content. The goal is to ensure

user satisfaction and long-term engagement with the platform. Indeed, models and

algorithms that learn from historical user behavior to understand their preferences

have gained much traction. Several models have shown success in relating the users

with each other and how personalized inferences can be made from a collection of users.

For a successful platform, however, a large number of users continuously generate data

for algorithms to learn from, such as by clicking on items, choosing from alternatives,

reading articles, or watching streaming content, ending up with massive data sets.

Therefore, the algorithms for learning applicable models from such data sets should

scale well to be helpful.

On the other hand, online human behavior should be interpreted with great care,

as human behavior is subject to cognitive biases. To name a few, the user might trust

the algorithmic recommendations and act accordingly, popular opinion might influence

user behavior, or the user might have a tendency to choose from what is recommended

to them, showing the least effort into exploring further.

In addition, the platforms collect data sets comprising user behavior in their

interactions with the algorithm, causing them to learn from the data sets that they

induce. Specifically, learning from user interactions with a recommender system is

challenging due to the inherent feedback loop in the interaction dynamics. The learning

algorithm’s task is to learn from its previous interactions with the users to design

future interactions. However, the algorithm influences the interaction data input to

itself. A simple example is that the user cannot click on an item if the algorithm does

not show it on the platform. As a result, the platform’s failure to ensure adequate

representation of different content harms content providers—other vital stakeholders
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of modern digital platforms. They contribute to the platform, and it is on the platform

to ensure they attract adequate attention and are not buried at the end of endless lists

of alternatives. Consequently, a recommender system should explicitly account for the

interaction dynamics, not merely user actions alone.

This dissertation has reviewed the progress and reported our contributions in

modeling observations involving user-item pairs, implementing learning algorithms in a

scalable manner, and addressing biases that arise in data sets of online human behavior

in their interaction with algorithms that learn from human behavior.

The first part of the thesis is concerned with extending a widely-used class of

models, matrix factorization, for collaborative filtering. We proposed an extension to

Poisson matrix factorization to model a multinomial family of observations, which ren-

dered a generic factorization algorithm with more interpretable parameters and higher

performance than its counterparts across relevant tasks. We then discussed common

approaches for learning matrix factorization variants via different algorithms but in a

scalable manner. We concluded the part with a brief review of software libraries—one

of which we have contributed to—that implement those scalable algorithms in modern

distributed processing platforms.

An obvious next step was to design more complex models that give higher accu-

racy on benchmark data sets or to design algorithms that scale even better. However,

we focused on a more fundamental problem of user modeling: biases in human behav-

ior and their effect on the data sets that include human behavior. In particular, we

studied choice modeling for interactive recommender systems, where the users choose

one among a limited number of systematically presented options.

The choice model differs from the models designed to learn from explicit user

feedback to recommendations, or common click models, in an important way. Contrary

to such models, where the user choice is assumed independent of other options (items)

given that the user examines the item, in choice modeling, user choice is relative. The
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user is assumed to have a tendency to choose from what is recommended by the system;

thereby, their choice depends on other items in the recommended set.

These observations led us to introduce the Dirichlet-Luce model, a Bayesian

choice model that is aware of systematic and limited exposure: only a systematically-

selected small fraction of the options are presented to the users. We proposed a con-

jugate family of distributions, a generalization of the Dirichlet distribution, to obtain

a density where posterior samples place high mass on frequently preferred options and

those rarely presented. We studied the Dirichlet-Luce model in detail and showed a

critical practical aspect: O(K) distinct pairwise presentations are sufficient to recover

user preferences.

Bayesian treatment of the model paved the way for a bandit algorithm for online

learning to recommend—dynamically estimating user preferences and making recom-

mendations based on Thompson sampling. This algorithm, the Dirichlet-Luce bandit,

addresses sampling biases by balancing exploring novel items and exploiting the alter-

natives found to be preferable.

We found that both the Dirichlet-Luce model and the Dirichlet-Luce bandit are

crucial in eliminating some biases that recommender systems are prone to. We also

showed that the proposed framework outperforms several related bandit algorithms

previously proposed to be used in recommender and online learning to rank systems,

as well as a generic combinatorial bandit algorithm.

Overall, we have contributed to multiple aspects of modeling and learning from

online human behavior. We believe the report would be helpful for practitioners when

designing applications that learn from online human behavior.

That said, our contributions are not complementary. The first set of contributions

ignores human biases, and the second one is not readily available for use in a real-

world digital platform. Learning complex models and addressing user biases might
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seem orthogonal, but an exciting next step is to design complex models with great

predictive power, while acknowledging biases in human behavior and in the behavior

data sets. A starting point would be to adapt Dirichlet-Luce model (and bandit) to

a contextual setting, where there are many users and items but few (perhaps latent)

contexts, each associated with a composition of choice probabilities. This extension

serves two purposes. First, it addresses the shortcoming of the Dirichlet-Luce choice

model that it does not model cyclical preferences. It also extends the model so that

multiple users’ complex behavior [167, 168] can be captured. This setup is similar to

bandit algorithms assuming a factorization model. [143] discuss such a model where

posterior samples for the user and item factors are used for recommendation, leading

to a Thompson sampler. [144], slightly differently, use an estimate of the item factors.

As a result, choice probabilities can be inferred based on collaborative feedback as in

collaborative filtering-based recommender systems.

In addition, to address sampling biases, one has two main alternatives: “to model

or to intervene,” as [183] puts it. Indeed, there are other solution approaches (such as

off-policy or counterfactual learning instead of online learning) that we reviewed but

did not apply. Another future direction would be to provide a counterfactual learning

to recommend framework, possibly combined with some online learning when required,

as described in [184]. That said, addressing several user biases with a unified, causal

user model is another exciting direction to be explored. The Dirichlet-Luce model

already addresses the exposure bias and the user’s choice behavior due to their trust in

the system, the trust bias as discussed by [15], to an extent. A further extension that

combines the relative choice assumption with the position bias in user choice would

lead to a more viable approach for recommender system designers.
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APPENDIX A: APPENDICES TO SECTION 4

A.1. Posterior Predictive Inference in the Dirichlet-Luce Model

We can write p(k1:T | C1:T , α, β), probability of a sequence of choices conditioned

on a sequence of presentations and hyperparameters, as ratios of R functions,

p(k1:T | C1:T , α, β) =

∫
∆

p(θ | α, β)p(k1:T | C1:T , θ)dθ

=

∫
∆

p(θ | α, β)
∏
k

θykk
∏
C∈C

(θ⊤z:,C)
−µ(C)dθ

=

∏
k(αk)(yk)

(
∑

k αk)(N)

R(α + y, Z, β + µ)

R(α,Z, β)
, (A.1)

where the notation (x)(n) = Γ (x+n)
Γ (x)

denotes the rising factorial and y is the vector

(y1, y2, · · · , yK)

This gives the predictive preference of option k (over all [K]) as

p(k|[K], α, β) =

∫
∆

p(θ | α, β)θkdθ

=
αk∑
j αj

R(α + k, Z, β + [0, 0, · · · , 1])
R(α,Z, β)

,

where k is the indicator vector of size K where all but the k-th element are 0.

A.2. Bayesian Learning of Preferences from Restricted Choices

Although the assumptions implied in [29] come with the trade-off of failing to

capture multi-modal preferences, they allow fast inference from a small fraction of

possible presentations. Motivated by the psychology literature, for the multi-modal

case a mixture extension is conjectured in the main report.
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Dirichlet-Luce is not the only Bayesian choice model we can write that assumes

the restricted multinomial likelihood, but it is a natural one considering an interactive

system. Let us review an alternative model, due to [185], and then highlight our main

motivation.

The choice model in [29] corresponds to a random utility model with Gumbel

noise [186]. That is to say, the multinomial choice can be modeled with the so-called

Gumbel-max procedure [187]. Assuming positive mean utilities uκ, ∀κ ∈ [K], the

following procedure,

zκ ∼ GU(log(uκ), 1),

k = argmax
κ∈C

zκ,

where GU(l, 1) denotes the Gumbel distribution with location l and scale 1, gives the

restricted multinomial [29]:

p(k | C) =
uk∑
κ∈C uκ

.

A Bayesian approach would treat an unnormalized choice probabilitiy uk ∼ Uk as a

random variable. A notable method is due to [185]. There, the multinomial choice

restricted to a presentation is cast as an exponential race with the following generative

model:

uκ ∼ G(a, b),

zt,κ ∼ E(uκ),

kt = arg min
i,ct,i=1

zt,i.

Here, G(a, b) denotes the gamma distribution with shape a and the inverse scale b (i.e.,

EUκ = a/b). E(u) denotes the exponential distribution with rate u. We refer to [188] for

the relation of the exponential race and the Gumbel-max trick. In the Caron-Doucet

model [185], restricted to pairwise choices, we define xt,i,j = min(zt,i, zt,j). Then of

course, xt,i,j ∼ E(ui + uj), and
∑

t xt,i,j = Xi,j ∼ G(µ({i, j}), ui + uj). The complete
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conditionals, obtained as,

xi,j | u,C,k ∼ G(µ({i, j}), ui + uj),

ui | X,C,k ∼ G

a+ yi, b+
∑

i<j,µ({i,j})>0

Xi,j +
∑

i>j,µ({i,j})>0

Xj,i


can be utilized to implement a Gibbs sampler. The statistics y and µ are identical

to the Dirichlet-Luce case. Both models operate with the same statistics, converge to

similar (when normalized versions of posterior uκ’s are used in [185]) preferences, and

require sampling for inference.

In the main text, in the case where the observations comply with the choice

axiom [29], the following scenario was described as an example where K − 1 distinct

pairwise preferences would be sufficient to recover the preferences. There, we first

pick an arbitrary pivot option, and then observe preferences from pairs of options

formed by the pivot and one of the other K − 1 options. We highlight that despite

seemingly combinatorial dimensionality of the statistics, both the Dirichlet-Luce model

and Caron-Doucet model [185] converge to a reasonable estimate of overall preferences,

i.e., p(k | [K]) (Figure A.1). There, the Gibbs sampler in [185], and a Hamiltonian

Monte Carlo [165] sampler implemented in Stan probabilistic programming language

[189] for the Dirichlet-Luce model are used to obtain posterior samples.

If the task of the hypothesized interactive system was only to infer preferences

given a batch of choice observations, other choice models, as, e.g., [185] described for

pairwise preferences case and [190] for L-wise preferences, would serve our purposes. In

fact, they converge to similar preferences conditioned on a batch of choice observations.

But the system’s task is two-fold. In addition to the inference task, the discovery task—

as K is so large in practice, i.e., to assume responsibility for finding all good items

without overlooking any alternative [132], is on the learning system.
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Figure A.1. Estimated (from 500 samples) posterior mean of θ (over 20 runs)

conditioned on many (2000) choices from pairwise presentations constructed with a

randomly selected pivot option and the others. θ∗ is ordered, and E[θ] estimates are

conformably permuted for visualization. Shaded regions denote the standard

deviation.

We need a sequential decision making procedure, an online presentation mech-

anism. The fundamental motivation to devising Dirichlet-Luce is that it gives us a

conjugate density which can be directly utilized in the interactive learning scenario.

The resulting procedure is straightforward, this sequential decision making procedure

can be implemented with a sequential sampler, and finally, although the posterior is

updated at each interaction round, k1:T | C1:T , α, β, the sequence of choices when choice

probabilities are integrated out, is exchangeable (as can be seen from Equation A.1).

The preference learning illustration in the main text is not the only example

that we can devise to demonstrate the efficiency of the inference procedure. We will

presently give other scenarios, which again, utilize the underlying model assumptions.

The first one is to ensure consistency, and the second one is by analogy to stochastic

ranking algorithms:

In another scenario, we assume we observe preferences to presentations C1 =

{1, 2}, C2 = {2, 3}, · · · , CK−1 = {K − 1, K}. Note that here, νk,C (the underlying

contingency table in the main text) is ambiguous since the statistics that the model



118

utilizes include only the margins of ν, and an option is presented together with multiple

options. The dimensionality of µ is again K− 1. In this scenario, too, both in the case

of ours and in [185], the posterior predictive probabilities converge to latent preferences

(Figure A.2(a))

Assuming a single preference vector underlying choice probabilities leads to the

implicit assumption that preferences are (stochastically) transitive—options admit a

total ordering in their probability of being chosen against all others. By analogy, a

sorting algorithm—relying on transitivity—would find the ordering of K options with

O(K logK) pairwise comparisons. Similarly, in the field of active learning, stochastic

ranking from pairwise preferences has been widely explored [191–196]. Here too, the

objective is to attain a probably approximately correct ranking of preferences within

low sample complexity. Analogously to our case, the algorithm receives a stochastic

comparison (random preference) feedback instead of a deterministic comparison result.

In this light, we explore whether the Dirichlet-Luce and Caron-Doucet [185] con-

structions are able to recover a good representation of preferences, given a number

of samples on the same order as a stochastic ranking algorithm. We take the Merge-

Rank algorithm [191], a stochastic variant of the mergesort algorithm for active subset

selection—selecting pairs of options to ask for a preference feedback from the environ-

ment. We fix a preference vector θ∗ and run the Merge-Rank algorithm, generating a

set of pairwise comparisons C1:T (corresponding to our presentations) and stochastic

feedback k1:T (corresponding to choices). In Figure A.2(b), we find that θ∗ can be

recovered accurately based on the same number of samples required by a stochastic

ranker. As in mergesort, the number of unique presentations is O(K logK).

A.3. Sequential Sampling Procedure in Dirichlet-Luce Bandit Algorithm

The complete online learning to recommend algorithm along with the sequential

sampling routine is listed in Figure A.3. Detailed treatment of the move kernel and

computational aspects of full-conditional density evaluations can be found in [172].
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(a) Simulated data obtained by repeatedly (2000 times each) presenting

{1, 2}, {2, 3}, . . . , {K − 1,K}

(b) Merge-Rank data, with bias and confidence parameters ϵ = 0.05 and δ = 0.1 of presenta-

tions due to transitivity and with simulated choices

Figure A.2. Estimated (from 500 samples) posterior mean (over 20 runs) conditioned

on a constructed ((a)) or actively selected data set draws ((b)). θ∗ is ordered, and

E[θ] estimates are conformably permuted for visualization. Shaded regions denote the

standard deviation



120

Input T : Number of interactions, N : Number of particles

Initialize α, and set β ← β0

µ(C)← 0 for all C ∈ C, yk ← 0 for all k ∈ [K]

θ(i) ∼ D(1), i = 1, 2, . . . , N , w
(i)
0 = 1, i = 1, 2, . . . , N

for t = 1 to T do

Sample θt from the particle cloud {θ(i)}Ni=1, with P (θt ← θ(i)) = w
(i)
t /
∑

i′ w
(i′)
t

Form Ct with top L elements of θt and get preference feedback kt to Ct

µ(Ct)← µ(Ct) + 1 {Update sufficient statistics}

ykt ← ykt + 1

w
(i)
t = w

(i)
t−1

θ
(i)
kt∑

κ∈Ct
θ
(i)
κ

ESSt = (
∑

i w
(i)
t )2/

∑
i(w

(i)
t )2

if ESSt < 0.5 ∗N then

for all j ∈ {1, 2, . . . , N} do

θ(j) ← θ(i) with probability w
(i)
t /
∑

i′ w
(i′)
t {Resample}

end for

for i = 1 to N do

for j = 1 to K − 1 do

r = 1−
∑

j′ ̸=j θj′

θ̂
(i)
j ∼ U(0, r) {Propose a coordinate update for θj}

λ = min{1, fj(θ̂(i)j )/fj(θ
(i)
j )} {fj(.) is the full-conditional density of θj}

u ∼ U(0, 1)

if u < λ then

θ
(i)
j = θ̂

(i)
j {Accept the proposed coordinate update}

end if

end for

w
(i)
t = 1 {Reset particle weights}

end for

end if

end for

Figure A.3. Complete specification for the Dirichlet-Luce bandit algorithm.
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A.4. Simulation Details

All dueling bandit simulations were run based on a sparse and then a dense θ∗.

Figure A.4(a) shows these 50-dimensional vectors. One hyperparameter for the MM

algorithm is set based on a held-out simulation assuming the same θ∗s. The Last.FM

simulation is performed using a θ∗ that is inferred by fitting LDA to artist listening

data. The top-50 artists in terms of probability of being listened according to this θ∗

are shown in Figure A.5

For each experiment in the online learning to rank experiments, TopRank hyper-

parameter is selected based on a held-out simulation assuming the same θ∗. Finally

with presentation size L = 5, we used the θ∗ in Figure A.4(c)

A.5. Reuse of Graphic Elements in the Thesis

The graphic elements included in this thesis have been created by the author and

are contained in the author’s previously published research studies. They are reused

in this thesis in accordance with the publishing agreements with the corresponding

publishers.
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(a) θ∗ in dueling bandits experiments
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(b) θ∗ (100-dimensional) in top-2 performance experiments
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(c) θ∗ in online learning to rank experiments

Figure A.4. Simulated θ∗’s, sorted in descending order for visualization
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Figure A.5. Top-50 elements of the θ∗ used as preference probabilities in Last.FM

simulations




