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ABSTRACT

NOISE ROBUST REAL-TIME FOCUS DETECTION WITH
DEEP LEARNING FOR ULTRA-FAST LASER
MICROMACHINING

In this thesis, different types of machine learning models are provided for ultra-
fast laser micromachining system to actively control the focusing of light on the process-
ing material by detecting the reflected light. These different types of models are tested
for both experimental and theoretical approaches. For the experimental approach, four
different machine learning models are explored. These models were tested for mirror,
silicon, steel, and copper samples. The proposed machine learning models offer real-
time control with over 90% accuracy. For the simulation, noise at the material surface
and the detection system are considered. The noise simulation, including the laser mi-
cromachining system, is done using Fourier optics and signal processing. Noise levels
at the material surface are determined by laser scanning microscope measurements of
experimental samples, and the commercial detection camera noises are considered for
the detection noise. Convolutional neural network models are used for focus control in
the simulation. Depending on the noise level, the proposed model achieves above 95%

accuracy.



OZET

ULTRA-HIZLI LASER MIKROISLEME ICIN DERIN
OGRENMEYE DAYALI GURULTUYE DAYANIKLI
GERCEK ZAMANLI ODAK BELIRLEME SISTEMI

Bu tezde, ultra-hizh laser kaynaginin tirettigi laser 1igiminini materyal iizerinden
yansimasl dedekte edilerek 1smin ilgili malzemenin iizerine dogru bir sekilde odaklan-
abilmesi i¢in birden fazla makine 6grenmesi metodu gelistirilmigtir. Gelistirilen bu
modeller hem deneysel hem de kuramsal olarak test edilmistir. Deneysel olarak ayna,
silikon, bakir ve demir ornekleri kullanilip gelistirilen modeller teste tabii tutulmustur.
Onerilen bu modeller anhk kontrol saglayip %90 iizerinde tahmin basarisina sahip-
tir. Kuramsal ¢aligma i¢in hem materyal yiizeyinde olan giiriiltii hem de dedektor sis-
temi tizerinde olan giiriiltii degerlendirmeye tutulmustur. Kuramsal ¢caligmada bulunan
gliriiltiilerin simiilasyonu icin Fourier optigi ve sinyal igleme teknikleri kullanilmigtar.
Materyal iizerindeki giiriiltii seviyelerini belirlemek i¢in lazer taramali mikroskop kul-
lanilip, dedektor sistemi iizerindeki giirtiltii i¢in de piyasadaki dedektor giirtiltiileri baz
alinmigtir. Evrigimsel Sinir Aglar1 modeliyle odak kontrolii yapilmigtir. Bu kontrol,

guriiltii seviyesine gore %95 tizerinde tahmin bagarisina sahiptir.
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1. INTRODUCTION

Lasers have found many different places since the time of their invention. These
places include many different applications such as cutting [2], cleaning [3], welding [4],
engraving [5], ablation [6], and material processing [7]. It is being applied to many
materials in material processing, and the applications span from automotive to medical

industries [8].

All these possible applications and high practicality come with a price, which is in
the form of focusing the laser light onto the processing material. When an unfocused
beam is sent onto the material, there can be two possible results. The first is that
the light does not affect the sample at all, and the second, which is highly unwanted,
damages the sample. Both of these situations would cause excess time and money for
the user. Moreover, properly focusing the light onto the sample is no ordinary problem

to solve. This problem is mainly due to the non-linear interaction of light and atoms.

Previously, many different solutions have been offered regarding this crucial prob-
lem. These approaches include scanning the distance of the material from the focusing

lens [9]. a lens group that is cylindrical [10], or with a contrast-detection algorithm [11].

At first, these existing methods for focus detection might seem enough; however,
they are limited by different parameters of their system. The limitations can be in the
resolution of the detection camera, algorithms, the non-linear interaction between the
light and atom, the surface roughness of the processed material, and the aberrations in
the optical system. Different approaches can solve some problems, like a camera with
higher resolution or low aberration optical elements. Nonetheless, this would increase
the cost of the system and will turn the system specifications only to the processing of
a specific material. On the other hand, most of these approaches do not offer real-time
control, and not having real-time control would slow the processing, which would turn

into low production.



Recently, Xu et al. [12] used a machine-vision-based approach for focus detection.
This approach records the light reflected from the sample. The reflected light has
different patterns depending on the position of the sample. These different positions
are the result of the diffraction patterns. This approach offers a Gaussian curve fitting
method for detecting proper focus. Their method relies on an objective with a high

numerical aperture and does not offer real-time system control.

Furthermore, the effect of surface roughness is being ignored. Since every material
has its own surface topology, one must consider the surface roughness of the material
for precise focusing. In addition, researchers also ignore the effect of detection camera
noise. These noise effects would cause a lousy accuracy and lower the precision of the
micromachining. This low precision again would have turned into a time and money-

consuming effect.

In this thesis, the power of machine learning is being used for focus detection.
As they are being used in many different areas of natural science such as biology [13],
condensed-matter physics [14], and microscopy [15]. Convolutional neural networks
(CNN) [16] have shown huge success in classification and prediction problem rang-
ing from object recognition [17] to agriculture [18]. They also have found place in
focus detection [19-23]. CNNs are already used for digital microscopy, cameras, and

holography and are optimized for accuracy and speed.

With a machine learning approach, this thesis goes beyond what is achieved in [12]
and offers a real-time focus detection approach for a sample with a rough surface and
a detection camera with noise. The approach presented in this thesis also excels in
terms of cost with a low numerical aperture aspherical lens with a long focal length

and a simple USB camera attached to a cheap computer.

First, this thesis will discuss previously done focusing methods for different ap-
plications. This will be followed by explaining the experimental setup used in this
thesis, data acquisition, and surface roughness measurements using a laser scanning

microscope (LSM). Then will progress onto a simulation of a similar laser machining



setup with surface roughness and detection camera noise. Lastly, this work will explain
the machine learning models used in this thesis and give details of machine learning
models, structure, and training methods. After this step, work results will be shared

and concluded.

The codes required for the calculation of LSM standard deviations (std) and
averages (avg) are given in Appendix A. The code required for machine learning models
applied to the experimental data is given in Appendix B and the codes required for a
similar laser micromachining setup and the related machine learning model are given

in Appendix C and Appendix D, respectively.

The experimental part, experimental setup specifications in Table 3.1, machine
learning model given in Table 5.1, machine learning results of experimental data, which
is given in Table 5.2, experimentally observed diffraction patterns for different materials
in Figure 3.4, and the confusion matrices in Figure 5.3 are adapted and used from a
work [1] previously published by the author of this thesis as the first author. This
re-usage is satisfied by the guidance of the publisher’s reproducibility and re-usage of
the author’s work. Further information about the re-usage can be obtained from the

publisher’s website. These figures and tables are cited accordingly.



2. FOCUS DETECTION

In this chapter, conventional focus detection methods will be discussed with a
few examples then it will be followed by the focus detection experiment done in this

thesis.

2.1. Focus Detection and Control

Focus detection is not a unique problem for laser material processing alone. Usu-
ally, whenever there is light and its detection, a precise focus detection and correction

system is required.

One of the most fundamental imaging systems is the eye. Light comes towards
the eye and gets focused on photoreceptors by a lens. This lens’s focal length can
be changed by the movements of muscles in the eye. Therefore different light source
positions can be focused on with the eye. The scene or image will be blurred if the
light is not focused well enough. If the muscle movements of the eyes are not enough
for this correction of blurring, one can use glasses to help the lens in the eye to focus

better.

However, it might seem easy to solve when compared to the eye but having a
focal length changing lens and a high processing power (the brain) is not cheap and

easy to get. So alternate and similar approaches are needed.

2.1.1. Mechanical Focus Control

Most of the current optical systems used in mobile phones or single-lens reflex
(SLR) cameras are zoom-based [24] systems. This is due to the need for different fields
of view in a constant aperture. Zoom-based camera systems usually consists of three or
four elements. Objective group, variator, compensator, and a relay group. Objective

groups are usually fixed in position; however, variator and compensator groups move
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and cause the change of the system’s focal length. This change of the focal length
affects the F-number (f/#) of the system and therefore changes the field of view. A

schematic of a zoom-based optical system is given in Figure 2.1.

F-number of an optical system can be given as

gy Js
fl#=%5p

where f is the system’s focal length and EPD is the entrance pupil diameter. When

(2.1)

the focal length increases for a constant EPD, f/# also increases, decreasing the field

of view and vice versa.

In Figure 2.1, the system’s focal length changes if the variator changes its position.
This change would cause the focus on the detector to be changed, and one would observe
a blurred image. In order to correct this blurring, the compensator moves as well. This
movement of the two elements can be done with either an electric motor or by the hand

of the user.

In addition, there is also defocusing on the detector by the thermal expansions
and the tolerancing of the optical elements. Another group, the relay group, can solve
this blurring. In modern systems, relay groups can be moved like the compensator and
variator groups. The movement is usually done with the help of an electrical motor.
All of the changes in FOV are done by the meaning of mechanical control. The moving
lens groups have predetermined positions and are moved into these positions depending
on the FOV setting. However, if one increases the configurations on the optical system,
this zoom-based system can be called a continuous zoom-based system. However, this
time the precise location of the lenses cannot be easily predetermined due to low step
sizes and the high number of configurations. Therefore, the help of software is needed

for precise control.
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Figure 2.1. Three different focal length configurations are given. While the objective
group stays still, the variator group changes the system’s focal length. The
compensator group corrects the blurring caused by the change of focal length, and

the relay group corrects tolerancing and thermal effects.



2.1.2. Contrast Based Focus Controlling

One of the most common ways to control focus in continuous zoom cameras is
contrast-based focus controlling. In this method, an algorithm tries to find the correct
positions of the moving lenses. This type of algorithm is based on a maximizing of a

focus measure [25] for a given region of interest (ROI).

Let f(z,y) be the grayscale at pixel (z,y) of an image with the size M x N. The

squared gradient focus measure, @(p), for an image detected can be given as
M—-1N-2

B(p)=>_ > [fwy+1)— f(z,9) (22)

=0 y=0
where the lens position is p. Depending on the image taken, this focus measure would

have different values. If the scene is in-focus the value would be high since the pixels
have a high difference between their values, i.e., sharper image. But in a blurred scene,
pixels would have values close to each other so that the @(p) would be lower. A scene

with different &(p) values can be seen in Figure 2.2.

Figure 2.2. Scenes with two different focus measures. (a) When the car is focused

properly. (b) is when the car is blurred.

There is a point that needs to be mentioned here. The ROI is also a problem to



be determined. Focusing is done depending on ROI. For example, in Figure 2.2, ROI
is the car. This ROI can be the whole scene or can be determined manually, just like

tapping on the object on a smartphone screen.

2.1.3. Distance Measurement for Focus Detection

Another possible method to determine the focus is by measuring the distance of
the object which needs to be focused. A simple range-finder can be used to determine
this distance. However, using other hardware makes the system more expensive and

open to threats from outside, such as getting damaged.

Range-finders benefit from time-of-flight [26] measurements. When the range-
finder is pointed to a target at a distance, the source beam produced by the range-finder
hits the target and returns to the range-finder. By calculating the time of flight of the

source beam, the distance to the targets can be found. A schematic of this method

can be found in Figure 2.3.

Source

Range-finder

Reciever Target

Figure 2.3. Range-finder schematic. A source beam goes to a target and reflects from

it. Once the receiver detects the source beam, the flight time can be calculated.

This application can help eliminate the processing time of contrast-based algo-
rithms and yield precise focusing distance to move the lenses. Nonetheless, when the
object is not flat, the system performs poorly in focusing the object properly. The car

in Figure 2.2 is not a smooth object, but if the ROI is the platform on which the car



stays, the range-finder is a good but expensive choice to use.

2.1.4. Convolutional Neural Networks for Focus Detection

After the massive success of machine learning in most scientific fields, they have
also started to be used for focus detection and control. Depending on the nature of

the application, different models are proposed for detection and control of focus.

As discussed in previous chapters, for an optical system with a high number of
FOVs, a contrast-based algorithm was used to determine the position of lenses in order
to have the correct focus of the scene. However, as mentioned, this method also has
problems such as computation requirements and the fact that continuously moving

lenses for focusing and computing for each position is time-consuming and confusing.

In order to solve these problems, a deep learning approach [27] has been offered.
In this approach, for each position of the lens, an ROI was captured for a focused
position. Once this scene capturing for different lens locations is done, data is fed to a
convolutional neural network model. The model consists of six convolution layers and
long short-term memory (LSTM) [28] layer. This model then predicts by looking at a

scene to determine the step size of the lens to have the ROI in focus.

With this method, both computational requirements, extra hardware, and time-
consuming problems are solved. Furthermore, this approach is applied to a whole
scene instead of just an ROI. Details of both machine learning and its tool are given

in Chapter 5.

The approaches mentioned above are merely the tip of the iceberg for focus
detection. Many approaches are specific to a single problem and cannot be easily
generalized. However, the machine learning models can be applied to many problems
with minor changes. Therefore, applying these models to many different problems is

convenient and goes beyond what has been achieved with conventional models.
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3. LASER MICROMACHINING EXPERIMENT

This chapter will start by explaining the experimental setup. Once this explana-
tion is done, it will be followed by the data acquisition method and LSM measurements

done for the surface roughness std and avg values of the samples.

3.1. Experimental Setup

The experimental setup consists of many different optical elements. A laser
source, a 50/50 beam splitter (BS), two lenses with different focal lengths, a beam
blocker (BB), an adjustable stage, a sample holder, samples, and a detection cam-
era. The experimental setup is illustrated in Figure 3.1. An overview of the element’s
specifications can be found in Table 3.1. A picture of the optical setup consisting of
elements in the experiment with a mirror as the sample is given in Figure 3.2 and a

version of the sample holder with copper, silicon, and steel is given in Figure 3.3.

Table 3.1. Important parameters of the laser and the optical elements in the

experiment. Adapted from [1].

Element Specification

Laser source 0.976 pm
Beam diameter (D) 1 mm
Beam waist 6.84 pm

Beam splitter 50/50 at 45 degrees

Focusing lens focal length 11 mm
Detection lens focal length 35 mm
Detection camera pixel size 3.6 pm
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Figure 3.1. Experimental setup illustration consisting of a 0.976 pm laser, a
non-polarizing 50/50 beam splitter, an aspheric lens with f; = 11 mm (denoted as
L1) on a stage with a resolution of 1 um, a sample, a plano-convex lens with fo = 35
mm (denoted as Ly), and a USB camera. The distance from the beam splitter to L; is
given as Dy and to Ly is given as Dy,. The incoming beam to L; and the names of the
corresponding defocus positions are given in the upper left image with an

exaggeration of the distance.

As it is a must in optical setups, the alignment of the elements is also essential

for laser micromachining, which is as follows:

e First, the BS should be aligned with the laser source. This alignment can be done
by putting a mirror in the place of the sample holder. The mirror will reflect the
light. The reflected light at the place of the detection camera should be in the
same direction with equal intensity compared to the incoming one. Once the
beams are equal, this would ensure the BS is at a 45-degree angle with respect
to the laser source and operating correctly.

e Second, L; can be put in its place and match the incoming and reflected beam
by fine-tuning the distance between the mirror and the focusing lens.

e Third, L; and the camera can be put in their place. Fine-tuning of the distance

can be done until the highest intensity to area ratio beam can be observed.
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e Lastly, the mirror can be changed with the sample when the steps are done
correctly.

e Therefore, the machining setup is well aligned with the sample in-focus position.

Now that the alignment is done, one can trace the path of the light until it reaches

the detection camera as follows:

A Laser source with a 976 nm wavelength emits a coherent light towards a 50/50

beam splitter.

e The BS splits the light in two. One goes to the beam blocker, and the other
propagates to the focusing lens L.

e [; focuses the light onto sample.

e A part of the light gets reflected by the sample and returns to L;.

e This time, L; collimates the reflected light and passes it over to BS.

e The BS again splits the beam. One goes back to the source, and another propa-

gates toward detection lens L.

e [, focuses the beam onto the detection camera.

If the sample is in-focus position, which is when the sample is at the focus position
of L1, a Gaussian-shaped beam can be observed with the highest intensity to area ratio.
This beam has the shape of Gaussian since the laser is a Gaussian source. Co-centric
diffraction rings can be observed if the sample is between L;’s focus position and the
lens itself. This position will be called n-defocus. Furthermore, suppose the sample is
away from the focus position of L; in the opposite direction of L;, a Gaussian spread
beam with lower intensity to area ratio is observed. This position will be named p-

defocus.

Once the laser micromachining system is properly aligned and the expected de-
focus positions are observed, data acquisition can be made in order to train and test

the machine learning models.



13

3.1.1. Data Acquisition

Acquisition of the experimental data in order to train and test proposed machine
learning models consists of a few critical parameters. The first is being Rayleigh length
[29] of the laser micromachining setup. This length is an essential parameter since it
defines the depth of focus. Therefore, the range for data acquisition will be based on

the experimental setup’s Rayleigh length.

Rayleigh length can be calculated using the specifications of the laser source and
L;. The Rayleigh length calculation starts by calculating the beam waist. Beam waist

for a focused light by a lens can be given as

4\ f1
Wy = —= 3.1
0 T D (3.1)

where 2W is the beam waist, and D is the diameter of the beam. Given that 2W is

the beam waist, Rayleigh length Zp can be obtained as
TWg

Putting the values given in Table 3.1, the Rayleigh length of the designed microma-

chining system in this work can be calculated as 150 pm.

Now that the Rayleigh length for the experimental setup is found, data acquisition
can start. In this work, 10 pm step sizes are chosen in the both n-defocus and p-
defocus directions in the range of +150 pm. This step size corresponds to about 7%
of the Rayleigh length which is enough for having a comparable resolution for the
machining. If the step size is too small, the detected image cannot be distinguished
from a consecutive position due to random noise in the system. This random noise in

the experiment will be discussed in the following chapter.

Thanks to the alignment process, the laser starts at the in-focus position when
the images are wanted to be taken. For the training of machine learning models, 4000
frames videos are taken for each sample with defocus ranging from -150 pm to +150
pm with an increment of 10 pm. This would correspond to having 31 videos for each

sample. Experimentally detected defocus at £150 pm and in-focus positions for the
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mirror, silicon, steel, and copper can be found in Figure 3.4.

(2) (b) (c) (d)
(I) ----

8 un

Figure 3.4. Observed diffraction patterns for different defocus positions. p-defocus
position at z = 150 pm, (II) focus position (III) n-defocus position at z = —150 pm

for (a) mirror sample, (b) silicon, (c) steel, (d) copper sample. Adapted from [1].

Detected experimental positions in Figure 3.4 opens up a new discussion: the
surface roughness of the material. Materials with different surface roughness cause
detected light to lose its circular symmetry in different amounts. As it can be seen
from the figure, going from column (a) to (d) in the same row, the circularity of the
beam changes. After a certain amount of roughness level, it is even hard to say there
is symmetry after all. To model this surface roughness within a reasonable range, LSM

measurements of the samples are taken.

3.1.2. LSM Measurements

Since the shape of the detected light is highly governed by surface roughness, LSM
measurement of the samples is required to correctly model the effect. Three different
measurements are done for silicon, steel, and copper. Measurements are given in the

format of heatmaps and values of height with respect to the position in Figure 3.5.
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Figure 3.5. LSM measurements. (a) Silicon sample with roughness height std. about
0.050 pm and correlation length about 120 pm. (b) Steel sample with roughness
height std. about 0.300 pm and correlation length about 120 pm. (c¢) Copper sample
with roughness height std. about 150 pm and correlation length about 85 pm.

In order to obtain the std and avg values of the roughness, an easy Python imple-
mentation can be made to calculate the values. Calculated standard deviation values

are given in Table 3.2. The code required for this calculation is given in Appendix A.

Table 3.2. Standard deviation values for different LSM measurements of different

samples. All have 0 mean.

Measurement | Standard Deviation Values

Copper 1 150 nm
Copper 2 219 nm
Copper 3 177 nm

Silicon 1 202 nm

Silicon 2 49.3 nm

Silicon 3 41.5 nm

Steel 1 338 nm

Steel 2 304 nm

Steel 3 558 nm

Now that all the experimental data and the LSM measurements are obtained,

Fourier optics and signal processing tools can simulate a similar setup.
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Figure 3.2. Experimental setup consisting of a laser source, 50/50 beam splitter, an
aspheric lens on an adjustable stage, a sample holder, mirror as a sample, a

plano-convex lens, and a USB camera.



17

av

Sample Holder|

(\]

v 1 NanoMax-TS

a
ﬂ‘fw!nuﬁulll\ﬁ\m

gl o

Figure 3.3. Sample holder with copper, silicon, and steel. The holder rotates on the

z-axis without losing the alignment.
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4. SIMULATION OF A SIMILAR LASER MACHINING
SETUP

This chapter will start by explaining the theoretical background and then simu-
lating a similar machining setup using Fourier optics [30] and signal processing. Lastly,
it will explain the methods to simulate the surface roughness and the detection camera
noise. Simulations will be made in Python. Scientific libraries of it will be used such
as NumPy [31], scikit-learn [32], diffractio [33], Matplotlib [34], and SciPy [35]. The

related code is given in Appendix C.

4.1. Laser Machining Simulation

The laser micromachining system simulation is built around wave propagation
and modulation. These operations are fundamental elements of Fourier optics. In
order to simulate the effect of wave propagation, Fourier integrals are needed. For that
matter, a brief explanation of Fourier integrals will be given, and it will be followed by

the simulation of a similar laser micromachining system.

4.1.1. Fourier Integrals

In one dimension (1D), a Fourier integral of an arbitrary function f(¢) can be

written [36] as

F(w) = % / F(t)ertdt (4.1)

which holds for every ¢. The function f(¢) in Equation (4.1) can be given as

oo

f(t) = /F(w)e_j“’tdw. (4.2)

—0o0

The Equation (4.1) is named as Fourier transform of f(¢) and the Equation (4.2) named

as inverse Fourier transform. These equations above can also be expanded into two
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dimensions (2D), and the Fourier transform of function g, a function of two independent

variables, can be written [30] as

+00
Flg} = / / g(x,y)e PP IxT I dgdy (4.3)

and the inverse Fourier transformation can be given as
+o00
FHG) = // G(fx, fy el Uxeti g df,, (4.4)

The function g(x,y) can be real or complex valued function. The function G(fy, fy)
is the Fourier transform of the function g(z,y) and in order to have the existence of

g(z,y) following three conditions (Dirichlet) [37] are sufficient and must hold.

e |g| integrable over infinite (x,y) plane.
e g has a finite number of extrema and discontinuities in any finite rectangle.

e g has no infinite discontinuity.

Now that an essential tool in Fourier optics is stated, further discussion of wave prop-

agation can be made by starting from the diffraction theory.
4.1.2. Theory of Diffraction of Light

Consider an aperture at z = 0, illuminated by the electric field distribution
E(2',y', 2 = 0) within the aperture itself. For a point lying in another plane such that
2z > 0, the net field at this point is the contribution of each point emitting wavelets from
the aperture. An illustration of this is given in Figure 4.1. Given that each wavelet is
spherical, the mathematical formulation [38] of the net ﬁeld can be given as

E(x,y,2) :——// :cyz-O)R 'dy’ (4.5)

aperture

where A\ is the wavelength of the light and R = \/ 24+ (y — ') 4+ 2. The Equa-

tion (4.5) is called as Huygens-Fresnel diffraction formula. This equation can be solved
for the light =,y = 0. This light is called on-axis. However, a numerical approach is

needed for the off-axis calculation. Nonetheless, this is the usual case for most wave
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propagation applications. Now it is time to discuss of propagation of light in free space.

Ex"y’, 0)
E(x.y, 2)
R
xy)=(0,0) (x,y)=(0,0)
7=z
z=0

Figure 4.1. Electric field distribution E(xz/,y/,0) at z = 0 which illuminates the plane

at z = z. Therefore creating an electric field distribution at z = z as E(x,y, 2).

4.1.3. Helmholtz Equation and Approximations

A light field can be written as
E(rt) = E(r)e ™" (4.6)

where w is the frequency. This light field is a solution to the equation

O’E
VQE - 60@ = 0. (47)

Taking the derivatives of the light field in Equation (4.6) and putting it in Equa-

tion (4.7), one can obtain

V2E(r) + K*E(r) = 0. (4.8)
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Equation (4.8) is called Helmholtz equation. This equation is a special case, single fre-
quency, for the wave equation. Now, the next step is to make the scalar approximation
and assume E(r) is a scalar as E(r). With this approximation, the Helmholtz equation

becomes
V2E(r) + kK*E(r) =0 (4.9)
which can also be written as
V2 + kY E(r) = 0. (4.10)

This is a valid approximation for spherical waves under the condition of kr > 1.
The Helmholtz equation became time-independent by using the light field given in
Equation (4.6) and the light field can be written as

E(r) = A(r)e . (4.11)

One last approximation is needed for the wave propagation simulation to be easily

calculated with numerical methods.
4.1.4. Fresnel Approximation

The Fresnel approximation is when the R in the denominator is approximated
by z and expanded under the assumption of z? > (x — 2/)? 4+ (y — /). This is a valid

approximation when restricted to small angles. The approximation can be given as

Y — 2 N2 Y
R:Z\/H(fﬂ VP =y) L [ oy —y)
22 222

If one puts the approximation into the Equation (4.5), will obtain the following ap-

vl 412

proximation equation as

e e 2

Az

- ikz i A (22 4y?)

E(r.y,z) = - / / (2, y,0)e'z ") =it @ ) gy qy/ - (4.13)

aperture

This integral in Equation (4.13) somewhat is easier to solve analytically compared
to the Equation (4.5). Solving this integral will yield the propagated light field at a

distance z for the light source given in Equation (4.11).
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One crucial point here needed to be mentioned. A Gaussian beam is not a solution
to Equation (4.5). However, it is a solution to the paraxial Helmholtz equation. The
paraxial Helmholtz equation is another approximation for the source light in Equa-
tion (4.11). Assuming the amplitude of the light source in Equation (4.11) changes

slowly in z compared to the wavelength, which can be written as

0A = g—féz < A, where 6z ~ A (4.14)
which means
0A A
=~ KA. 4.15
0z A ( )

This would make the second derivative of the amplitude of the light source in Equa-

tion (4.15) equal to

D?A DA
a0 $hoo < E*A. (4.16)

Therefore, Laplacian in Equation (4.10) can be expanded as its longitudinal and trans-

verse (:()Inp()nents as

V2 =[V3 +07. (4.17)

Now, Laplacian in the Equation (4.10) can be applied to the light source in the Equa-
tion (4.11) and the equation

V2 [A(r)e ™) 4+ [02A(r) — 2ik0, A(r) — K2 A(r)]e™™ + K2 A(r)e ™ =0 (4.18)

is obtained. When the terms are canceled, one can obtain the paraxial Helmholtz

equation as
V3 A(r) — 2ik0, A(r) = 0. (4.19)
Before going into the simulation of a similar laser micromachining setup, a few funda-

mental simulation examples can be given. Therefore, the next section will consist of

the propagation and focusing of waves.
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4.1.5. Gaussian Beam and its Propagation

A Gaussian beam [39], which is at z = 0 can be written as
2

r

E(z,y,2=0) = Ege o (4.20)

where Wy is the half of beam waist and r = \/x? + y? 4+ 02. The beam can be plotted
for its intensity in 1D. The plot is given in Figure 4.2.

The beam’s phase and intensity with respect to z can be given in Figure 4.3. If
the beam passes through a plane with a refractive index of 1.5 which lies at z = —25
pm, the position of the beam waist would change. Therefore, the beam’s new intensity
and phase plots can be found in Figure 4.4. Changes in the phase and the position of

the beam waist can be easily seen when Figure 4.4 compared to Figure 4.3.
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Figure 4.2. Gaussian beam intensity plot with respect to its position.
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Figure 4.3. Gaussian beam phase (top) and intensity (bottom) plots with respect to

its position in z.
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Figure 4.4. Gaussian beam phase (top) and intensity (bottom) plot with respect to
its position in z when the beam passed through a plane at z = —25 pm with a

refractive index of 1.5.

4.1.6. Focusing of a Wave

In order to simulate the focusing of a wave, it would be more informative to
show it with a plane wave. A simple illustration of focusing a plane wave is shown in
Figure 4.5. The intensity distribution of a plane wave, F'(x,t), with respect to position

is given in Figure 4.6.
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Figure 4.5. An illustration of focusing of a plane wave with a thin lens.
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Figure 4.6. Intensity distribution of a plane wave.

If this plane wave supposes to pass through a thin lens with a focal length of

fo =11 mm, the beam would be modulated by the following function
%)

i (T
Lo(z) = ¢ ™70 . (4.21)

Therefore, the wave after the lens would have the form of

Fy = FL,. (4.22)
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If this wave would be propagated distance of 11 mm using Equation (4.13) with the
parameters related to this propagation and observed its intensity, one would obtain the

result given in Figure 4.7.
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Figure 4.7. An intensity plot of a plane wave focused by an 11 mm lens.

One exciting investigation can be made by checking the positions different than
the focus. This is particularly interesting since it governs the physics in this thesis to
make focus detection. The observed intensities when the detection made +10 mm of

the focus position are given in Figure 4.8.
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Figure 4.8. An intensity plot of a plane wave defocused. Observed intensity 10 mm
before the focus position (left). Observed intensity 10 mm after the focus position

(right).

In Figure 4.8, the effect of defocusing can be seen easily. When the detection is
made before the focus position of the lens, diffraction ring patterns appear. Moreover,
if the detection is made after the focus position, a wide wave compared to the focus
position will appear. This result is used for the focus detection in the experiment and

the simulation.
4.1.7. Laser Machining Simulation

A similar approach of Xu et al. [12] is used in this work with a vital difference. The
reflecting light in this simulation is considered a Gaussian wave instead of a spherical

wave. This is mainly due to having a Gaussian laser beam source.

A Gaussian beam, which is the solution to the paraxial Helmholtz equation in

3D, can be written as

2

Up(z,y,2=0) = Epe “3. (4.23)

The wave’s propagation can be calculated using the Fresnel approximation in Equa-
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tion (4.13) for L instead of z. The propagation of Equation (4.23) for L distance can

be given as

oo ik(@?4y?)

Uy(z,y, L) = —i—" " Us(', 4/, 0
1(z,y, L) N7 // o(2’,9',0) (4.24)
etk = etk et dx'dy'.

2L
After this propagation, the reflected wave arrives at the front surface of L;. The

modulation [40] of the incoming wave by a lens with focal length f; can be given as

—ik (22 44?)

Liz,y)=e 2h . (4.25)
Therefore, the wave just after the L; in the form of

Us(z,y) = Ui(z,y)li (2, y). (4.26)
Another wave propagation is needed towards L,. This propagating can be obtained
by changing L to D in Equation (4.24) and Ej to Us. The calculated wave just before
Ly is Us. Again, modulate the wave with Ly. Since Ly have focal length of f5. So,
changing f; into fy in the Equation (4.25) and call this lens modulation l,. Now, the

initial wave is in the form of

Us(z,y) = Us(x, y)la(2, y). (4.27)
One more propagation is needed to make the wave reach the detection camera by
propagating it in the free space for fy distance using Equation (4.24) and naming
it Us. To obtain the images on the detector screen, pixel values are needed to be
calculated. This would correspond to the intensity of the wave. Hence, the intensity

distribution at the camera is as

I(z.y) = |Us|*. (4.28)
Designed simulation’s length for two consecutive data points corresponds to 0.909 pm.
For this setup, the simulation has less than a A for each consecutive data point. Fur-

thermore, the generated images include more than 99% of the beam’s energy. An

illustration of these propagations and lens modulations is given in Figure 4.9.
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Figure 4.9. Ilustration of the simulation consists of two lenses for wave modulation,
three parts for wave propagation, and a detector. The source beam, Uy, propagates

three times and gets modulated by each lens before reaching the detector.

4.2. Surface Roughness Simulation

There are two essential parameters for defining a rough surface: standard devi-
ation and correlation length [41,42]. Surface roughness (input noise) with these two
parameters can be modeled with many different approaches, including the fast Fourier
Transform (FFT) method [43], Mandelbrot-Weierstrass Function [44], and neural net-
works with single or multiple inputs [45]. These approaches are mainly based on adding
random heights to the material’s surface. In this thesis, moving average processes [46]
will be used to simulate the surface roughness. This way, the effect of surface roughness

can be observed for the simulation of a similar laser machining setup.

The method of moving average processes starts by generating a random Gaus-
sian noise with zero-mean and root-mean-square (RMS) value o height distribution
ho(z,y). The height distribution hy does not have any correlation between the points.
To correlate the points, one needs to multiply this distribution with a weight func-
tion to obtain a Gaussian distribution having the same mean and RMS value but now
correlated points. Therefore, the process can continue by defining the autocorrelation

function, which is a Gaussian, as

c(r) = Phlr £ R)) % (4.29)

o2

1

The correlation length is when the autocorrelation function falls to its e value which

is A\g. Now, the Fourier transform of Equation (4.29) needs to be taken to obtain the
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power spectrum function. This calculation is given as

1 [ ==,
P(k) / e *RIR. (4.30)

" or

If the inverse Fourier transform of square rooted Equation (4.30) is taken, one obtains
the weight distribution, w(x,y), to turn our uncorrelated Gaussian distribution into a
correlated one. Therefore, multiplying uncorrelated distribution hg(x,y) with w(x,y)

yields the new distribution equation

h(z,y) = ho(z,y)w(z,y). (4.31)
As a result, a Gaussian distributed surface roughness with the std of o, zero-mean, and
the correlation length Ao, A(x,y), in Equation (4.31) is obtained. Now that the surface
roughness function is found, one can weight the initial beam in Equation (4.23) with

Equation (4.31) and obtain the initial beam as
Us(z,y) = Uo(z, y)h(z,y). (4.32)

The effect of surface roughness can be assumed as retarding the wave in phase [47,48].

So the phase of surface roughness simulations can be found in Figure 4.10.

The phase distributions in Figure 4.10 also clearly explains the importance of cor-
relation length. An increase of the std has a similar effect as the decrease in correlation
length. So one must consider the surface roughness not just by its std but also by its
correlation length for this application. A further discussion will be made in conclusion

with the results of machine learning models.

For this simulation, surface roughness standard deviation levels are based on the
LSM measurements of our copper, steel, and silicon samples. LSM Measurement can
be seen in Figure 3.5. The effect of correlation length can be observed experimentally
as well from Figure 3.4. Even though the copper sample has a lower std than the steel,

it still has the worse form of the recorded light.
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Figure 4.10. Phase values of roughness simulation for different noise stds and

correlation lengths.

4.3. Detector Noise Simulation

Since the machining setup is not isolated from outside effects and the detector
itself consists of noise, it is necessary to consider the possible effects of those noises on
the detection system. These noises can be considered Gaussian [49], and the output
(detection) noise level can be compatible with a cheap camera’s detection noise. Thus,
given that I(z,y) is the image intensity at point (x,y), the noisy image intensity is

given by

I'(,y) = 1(,y) + Nout (4.33)
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2

o). Generated images that include both input and output noise

where 7oy ~ N (0, 0

for focus position can be found in Figure 4.11.
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Figure 4.11. Simulated images when different noise types applied to the in-focus
position (a): (I) Only input noise with constant correlation length applied for (b) 250
nm std, (¢) 500 nm std, (d) 750 nm std. (II) Only output noise applied for (b) 0.01
std, (c¢) 0.03 std, (d) 0.05 std, (III) when both of the noises above applied.

4.4. Data Generation for Simulation

Details of simulation parameters can be found in Table 4.1. Using the parameters
in Table 4.1, one can generate images for each sample position with surface roughness
and detector noise. Images are generated in .hb format for flexibility, organization, and

practicality for carrying extensive complex data.

The number of images generated is 200 per defocus position with a specific value
in both surface roughness value and detector noise. Eleven different defocus positions,
ten different surface roughness standard deviations, ten different surface roughness

correlation lengths, and ten different detector noise standard deviations.
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For example, in defocus position —150 pm there are 200 images with surface
roughness correlation length 50 pm, surface roughness standard deviation 0 pm, and
detection camera noise standard deviation 0. Two hundred more for detection camera
noise standard deviation 0.006 and the rest is the same. This goes on for each value of
detection camera noise standard deviations, surface roughness correlation lengths, and
standard deviations for one defocus position. Then this process is repeated for each
defocus position. In total, two million two hundred thousand images are generated to
be used by the machine learning model. Each image is square and has a size of (50,
50) pixels. The generation of the images is time-consuming due to wave propagation
and correlation length generation. However, using the power of multiprocessing with

a decent computer drastically reduces the computation time.

Table 4.1. Parameters and their values used in Python code for simulation of a

similar laser machining setup with noise included.

Simulation Parameters Values
Laser wavelength 0.976 pm
Rayleigh length of the system 150 pm
Beam waist 13.7 pm
Focusing lens focal length 11 mm
Detection lens focal length 150 mm
Distance between the lenses 300 cm
Defocus distances {-150, —140,...,0,...,140,150} pm
Detection camera noise std. 10 equally spaced numbers from 0 to 0.05
Surface roughness correlation length | 10 equally spaced numbers from 50 pm to 500 pm
Surface roughness height std. 10 equally spaced numbers from 0 pm to 0.5 pm
Generated image size (50, 50) pixels




5. MACHINE LEARNING FOR FOCUS DETECTION

This chapter will start by broadly explaining machine learning methods and then
share the results of four different machine learning methods for the experimental data.
Finally, will apply the machine learning model with the best result to the simulated

data and share the prediction outcome.

5.1. Machine Learning

Computer systems or machines must make a decision depending on their situa-
tion or the process they are used in. In order to make decisions, they are equipped
with artificial intelligence, a simulation of human intelligence in machines or systems.
This intelligence can be embodied by just using hard-coded if statements or a more

computational approach, machine learning [50].

Machine learning consists of many approaches, such as supervised, unsupervised,
and reinforcement learning. Depending on the problem at hand, different methods can

be chosen.

In supervised learning models, a learner receives training data, which are labeled,
and makes a prediction depending on what it learned from the data. This learning
process depends on the data and the problem. There are many different supervised
learning models in the literature, and each can be better than the others depending
on the problem that needs to be solved. For example, for image processing problems,
CNNs are the state-of-the-art model. However, another approach, like a simple linear

regression [51] can be much more helpful for a time series problem.

The use of machine learning models has found application in many different areas
of physical sciences [52]. This is due to their vast potential and power in solving complex
problems. These methods also found a place in laser material processing to improve

the process accuracy and speed [53]. Furthermore, researchers [54] used the application
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of CNN for single-axis beam translation detection for the monitoring of the machining

process.

Machine learning can solve the problem addressed in this thesis efficiently and
accurately. Since the data are labeled, i.e., defocus distances, the focusing problem
is solvable with supervised learning. First, four supervised learning models will be
considered for the data obtained by the experiment. These models can be split into
two groups: non-CNN-based and CNN-based models. Non-CNN-based approaches
are logistic regression and multi-class support vector machines. CNN-based are CNN
classifier and CNN predictor. The best-performing model, the CNN predictor, will

then be used for the simulated data.

5.2. Machine Learning Models for Experiment

This section will explain the structure of experimental data and ML models used

for the data.

5.2.1. Data Structure

Two recordings with 4000 frames for each material (copper, steel, silicon) and
defocus distances in the range of 150 pm with 10 pm step sizes as an 8-bit grayscale
image with a 40 by 32 pixels resolution. One of the recordings is saved for testing,
and the other one is used for training and validation. Split of 85 — 15% used for train-
ing/validation. This would correspond to 3400 images per material for each defocus

distance for training and 600 images for testing.

5.2.2. Non-CNN Models

Processing starts by flattening each grayscale 40x32 image to a vector. This
is followed by principal component analysis [55] (PCA) to the splitted training and
validation data. This process reduces the vector’s correlated components into its un-

correlated principal components. PCA assumes linear separability and works well while
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using it to reduce dimensionality. This process also conserves the essential features.
Once the principal components are obtained from the training data, validation data is
projected to a subspace of the principal components. The library scikit-learn is used

for the implementation of PCA and the machine learning models.

First, logistic regression is used to classify each frame’s focus distance. The input
to the logistic regression classifier is the PCA projected vector. This model used Lo

regularization with the strength of 1.0.

Then, one-versus-rest multi-class support vector machine (SVM) is used. The

kernel is RBF and again L, regularization with the strength of 1.0.

5.2.3. CNN Models

Two different CNN models are trained. One is for classification and the other
for predicting the defocus distance. Both models hold the same architecture, while
the final layer is the only difference. These networks are coded with PyTorch [56] and

trained with the batch size of 16. The architecture model are given in Table 5.1.

CNN pretictor model tries to predict a real number from the image it is fed in
the [0, 1] range. This would mean that 0 is —150 pm and 1 is +150 pm. Each predicted
output is mapped to the closest defocus distance class for accuracy computing. For
example, 126 is being mapped into 130. For the robustness of the model, the training
was done for 20 pm step sizes. So the training defocus distance range is {-150, -130,...,
-10, 0, +10,..., +130, +150} pm. However, the model is tested and validated on all
of the data.

CNN classifier tries to classify the image it is fed. The model is trained for
10 epochs. The weights of epoch with the highest validation accuracy are saved for

classifying.
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Table 5.1. The architecture of the CNN is used for classification and prediction,

5.2.4. Results of Machine Learning Models for Experiment

excluding the final layer. Adapted from [1].

Layer

Parameters

Input

Size: 1x40x32

Conv

Out channels: 32
Kernel size: (3,3)

Max-pool

Kernel size: (2,2)
Stride: (2,2)

Conv

Out channels: 64
Kernel size: (3,3)

Max-pool

Kernel size: (2,2)
Stride: (2,2)

Flatten

Output size: 1x3072

Dense

Output size: 512

Dense

Output size: 256

Four designed models are tested on previously unseen data, and the results are

given in Table 5.2. These results also include the inference speed of each model since

the speed is essential for real-time applications.

Table 5.2. Accuracy and CPU inference speed of each model when tested on the

testing dataset. Adapted from [1].

Inference speed

ML Model | Accuracy of Copper (%) | Accuracy of Silicon (%) | Accuracy of Steel (%)
on CPU (Hz)
SVM 94 92 95 47
LogReg 98 98 99 7580
CNN-P 99 96 91 1408
CNN-C 100 100 100 1170
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As mentioned before, CNNs are the state-of-the-art architecture for image classi-
fication problems. Therefore, it is not surprising to see the best performance came from
CNN models. CNN-C (CNN for classification) performs best among the two designed
CNN models. The result for CNN-P (CNN for prediction) is impressive because it only
trained on half of the defocus training data. CNN-P outperformed the SVM model,

which trained on all the defocus training data.
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Figure 5.1. Histogram of the testing prediction errors for each material. The correct
classification zone indicates the tolerable range of prediction error in which a

prediction results in correct classification.

When it comes to processing speed, the logistic regression model is the best. This
is an expected result since it is a smaller neural network model compared to CNN-C
and CNN-P. SVM is the worst, this is due to testing of 31 different SVM models for
each given image with a one-versus-rest strategy. Moreover, CNN models perform
similarly to each other when it comes to speed. Testing on GPU does not increase the
inference speed significantly. This means the models are already well equipped with a

CPU (Central Process Unit) and do not require expensive processing power.

The performance of CNN-P requires more close look. The close look starts with its
confusion matrices for three different surfaces. These matrices are given in Figure 5.3.
The predictor model outperforms logistic regression and SVM models and only loses
to CNN-C just by 1% for copper. The confusion appears on 0pm, where around 30%
of images were incorrectly classified to be at —10pm. It performs similarly to silicon

and only incorrect classification for 140 pm. Steel is the worse performing among the
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three. Defocus distances of 0 pm and —20 pm were never correctly classified.
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Figure 5.2. Box and whisker plots of testing prediction errors for each material. Each
plot’s lower and upper fences represent the minimum and maximum prediction error
with outliers excluded. The correct classification zone indicates the tolerable range of

prediction error in which a prediction results in correct classification.

Furthermore, box and whisker plots, which are given in Figure 5.2, can be inves-
tigated for each material. The similar behavior of Copper and silicon prediction can
be observed again. Maximum prediction error is about 10 nm. However, steel has a

higher prediction error band compared to the other two materials.

One last investigation can be made by obtaining the probability distribution of
each possible prediction error. This investigation is given in Figure 5.1. Copper and
silicon do not have a bigger prediction error probability than steel. The peak probability

of making a prediction error is lower for the copper sample.

5.3. Deep Learning Model for Focus Prediction in Simulation

Now that the results of different models are seen, the performance of CNN models
is better than SVM and logistic regression. Therefore, in this section, CNN models will
be used to determine the position of the sample for correct focusing. More specifically,

CNN-P will be used due to its ability to predict unseen defocus distances.
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Figure 5.3. Confusion matrices of CNN-P when tested on the testing datasets of

copper, silicon, and steel, respectively. Adapted from [1].

5.3.1. Data Structure

200 images per defocus position ranging from £150 pm with 10 pm increments
and with a specific value for surface roughness values and detection camera noise. The
data structure is as explained in Section 4.4 when the generation of the images is made,

and the parameters to simulate this data are given in Table 4.1.

However, as mentioned before only defocus distances {-150, -130, ..., 0, ...,

+130, +150} pm used for training and the testing and validation are made on all the

data generated.

5.3.2. Model Parameters

The same CNN-P model was used for syntactic images as well. The network

structure is given in Table 5.1. The model is trained with a batch size of 16.

Model is predicting a real number in the range of [0, 1] which corresponds to
defocus distances from —150 to 150 pm. The predicted outputs are mapped to the

nearest defocus distance class. For example, 112.2 is mapped to 110.
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5.3.3. Prediction Results

Once the training is done, the model performance testing can start. First, the
model’s prediction accuracy can be investigated when keeping two of the three param-
eters fixed and while changing the third. The result of this investigation can be given

in Figure 5.4.

When the correlation length and external noise are constant, prediction accuracy
decreases while the internal noise std increases. This is an expected result also due to

higher noise std causing the surface to be rougher.
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Figure 5.4. Plots of the testing accuracy for changing correlation length, internal
noise std, and external noise std. In each plot, the model is tested on simulated

images whose parameters match the parameter on the r-axis.

When the internal noise std and external noise std is constant, the accuracy
increases as the correlation length increase. This is an expected result since the higher
the correlation length, the smoother the surface. Therefore, minor deformation of the

reflected light.

Lastly, when the parameters of surface roughness are constant, the accuracy gets
worse and worse with the increase of external noise std. This is mainly due to having
massive noise in the detection system and making the observed light too noisy to

determine a reasonable outcome.
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In order to further investigate the effect of the noises on prediction accuracy, one

can check the results of the accuracy heatmap given in Figure 5.5. The model performs

exceptionally well for high correlation length and low external and internal noise std

values. The prediction values go above 90% for this case.

However, the model performs poorly as expected for high external and internal

noise std and low correlation length. Even if the result may seem low and unsatisfying,

the values used for the noise are way beyond what is experimentally measured with

LSM. Therefore, it is reasonable to say the model is making reasonable decisions. The

predictions it make are still have higher success, more than ten times, than just random

guessing.
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Figure 5.5. Heatmap of the average testing accuracy. A cell of a heatmap with

internal and external noise std ¢ and j, and correlation length & represents the

classification accuracy of the predictor model when classifying testing data that have

internal noise std, external noise std, and correlation length 7, 7, and k, respectively.
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6. CONCLUSION

This thesis offers four possible machine learning models for real-time focus de-
tection and controlling of ultra-fast laser micromachining in a cheap, affordable, and

easily applicable way.

First, an experimental setup is built for detecting reflected light from the pro-
cessing material. This experimental setup is given in Figure 3.1. Depending on the
material’s position compared to focusing lens focus, a tight Gaussian beam, a wide
Gaussian beam, or diffraction rings appeared. These positions are called in-focus, p-
defocus, and n-defocus, respectively. This setup consists of a long focal length aspheric
lens and a cheap camera, making the setup cheaper and easily buildable compared to

previous works.

Once the experimental setup is established, recordings are taken for different
defocus positions ranging from +150 pm with 10 pum step size. Then these recordings

are used to train, validate, and test four different machine learning models.

These four machine learning models are logistic regression, support vector ma-
chines, a convolutional neural network for classification, and a convolutional neural

network for prediction. All of these models

The prediction accuracy and inference speed of all four models are given in Ta-
ble 5.2. SVM has the worse performance overall. It is both slow and has terrible
prediction accuracy compared to other models. A change in the one-versus-rest strat-
egy might increase its performance. Among the others, logistic regression is best with

speed since it is a shrunk version of CNN-C and CNN-P architectures.

If the comparison is made just by looking at the accuracy numbers between the
CNN models, CNN-C takes the crown. Nonetheless, it only does classification and can

only classify the defocus distances it has trained on. However, CNN-P is trained on



fewer data and can predict the defocus distances it has not trained on. This situation
puts the CNN-P in a unique position. The fact that it can perform at a similar
level and beyond with fewer data suggest that the prediction model is better than the

classification for this type of problem.

Furthermore, the inference speed of CNN-P also makes it applicable for real-
time use. This is a necessary trait to have if the focusing time is high, then the

micromachining speed is reduced therefore costing time and money.

The machine learning approach’s efficiency can also be realized by comparing the
beam waist and detector pixel size, which is given in Table 3.1. This comparison of
6.84 pm beam waist and 3.6 pm detector pixel size shows the low-resolution setting
and machine learning methods can efficiently make focus detection in small step sizes.

This trait also allows for having a cheap setup with high performance.

When micromachining is considered, the material which is to be processed in-
cludes surface roughness. For this matter it should be considered as well. Moreover,
since this experiment consists of a detection camera, one must also consider the noise

in the detection camera as well.

In order to consider the surface roughness, Fourier optics simulation is done for
a similar laser micromachining setup. The moving average process is used to generate
surface roughness, and a simple Gaussian noise model is used for the detection of

camera noise.

Effect of each noise is seen clearly in Figure 5.4. When the correlation length
increases, the surface becomes smoother, and the CNN-P model can make better pre-
dictions. However, after a certain level of increase, the accuracy does not get the benefit
too much, and the accuracy saturates. The model already starts from a good accuracy
level. and it increases more than 20% when the surface roughness correlation length is

increased about 10 times.



46

The surface roughness std negatively affects the accuracy when the std is in-
creased. The surface becomes rougher with higher maximum and lower minimum.

However, increasing from 0 to 500 nm, the accuracy stays still above 80%.

External noise has to most impact on the accuracy. This is an expected outcome,

as discussed before. However, the noise level is about 5% the accuracy is still above

70%.

Finally, heatmaps in Figure 5.5 adds another layer of information to this work.
Depending on the noise levels, the model can make prediction accuracies differentiating
from 100% to 36%. Nonetheless, the prediction is below 70% when the noise levels are

above what is measured in real life by LSM.

In this thesis, a cheap and effective focus detection system based on machine
learning models has been offered for ultra-fast laser micromachining in real-time ap-
plication. The model offered tested in both experiment and simulation and achieved
high accuracy and robustness to noise in the system. The model can be applicable to
many materials such as copper, steel, and silicon with the same architecture and can

run on a cheap computer without a GPU.

The preliminary results of this thesis have been presented and published. For the
experimental part, please refer to Polat et al. [1] and please refer to Elahi et al. [57]

and Polat et al. [58] for the simulation part.
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APPENDIX A: CALCULATION OF STANDARD
DEVIATION CALCULATIONS FOR LSM
MEASUREMENS

import numpy as np
import pandas as pd

import matplotlib.pyplot as plt

data = pd.read_csv(’Copper 1.txt’, sep="\t", header=None)
data.columns = ["distance", "value"]
copperl = datal["value"]

copperl=copperl.dropna()

copper1Std= copperl.std()
copperlstdValue = str(round(copperiStd,3))
copperimean= copperl.mean ()

copperlimeanValue = str(round(copperimean,3))

data = pd.read_csv(’Copper 2.txt’, sep="\t", header=None)
data.columns = ["distance", "value"]
copper2 = datal["value"]

copper2=copper2.dropna ()

copper2Std= copper2.std()
copper2stdValue = str(round(copper2Std,3))
copper2mean= copper2.mean ()

copper2meanValue = str(round(copper2mean,3))

data = pd.read_csv(’Copper 3.txt’, sep="\t", header=None)
data.columns = ["distance", "value"]
copper3 = datal["value"]

copper3=copper3.dropna ()

copper3Std= copper3.std()
copper3stdValue = str(round(copper3Std,3))
copper3mean= copper3.mean ()

copper3meanValue = str(round(copper3mean,3))



ot
<t

data = pd.read_csv(’Silicon 1.txt’, sep="\t", header=None)
data.columns = ["distance", "value"]
siliconl = data["value"]

siliconl=siliconl.dropna()

siliconl1Std= siliconl.std()
siliconlstdValue = str(round(siliconiStd,3))

siliconlmean= siliconl.mean ()

siliconlmeanValue = str(round(siliconlimean,3))

data = pd.read_csv(’Silicon 2.txt’, sep="\t", header=None)
data.columns = ["distance", "value"]

silicon2 = datal["value"]

silicon2=silicon2.dropna()

silicon2Std= silicon2.std()
silicon2stdValue = str(round(silicon2Std,3))

silicon2mean= silicon2.mean ()

silicon2meanValue = str(round(silicon2mean ,3))

data = pd.read_csv(’Silicon 3.txt’, sep="\t", header=None)
data.columns = ["distance", "value"]

silicon3 = datal["value"]

silicon3=silicon3.dropna ()

silicon3Std= silicon3.std()
silicon3stdValue = str(round(silicon3Std,3))

silicon3mean= silicon3.mean ()

silicon3meanValue = str(round(silicon3mean,3))
data = pd.read_csv(’stainlessSteel 1.txt’, sep="\t", header=None)
data.columns = ["distance", "value"]

steell = datal["value"]

steell=steell.dropna ()

steellStd= steell.std()

steellstdValue = str(round(steellStd,3))



steelimean= steell.mean ()

steelimeanValue = str(round(steelimean,3))

data = pd.read_csv(’stainlessSteel 2.txt’, sep="\t", header=None)
data.columns = ["distance", "value"]
steel2 = data["value"]

steel2=steel2.dropna ()

steel2Std= steel2.std ()
steel2stdValue = str(round(steel2Std,3))
steel2mean= steel2.mean ()

steel2meanValue = str(round(steel2mean,3))

data = pd.read_csv(’stainlessSteel 3.txt’, sep="\t", header=None)
data.columns = ["distance", "value"]
steel3 = datal["value"]

steel3=steel3.dropna ()

steel3Std= steel3.std ()
steel3stdValue = str(round(steel3Std,3))
steel3mean= steel3.mean ()

steel3meanValue = str(round(steel3mean,3))



APPENDIX B: IMPLEMENTATION ON
EXPERIMENTAL DATA

B.1. Required Python Libraries

numpy = 1.20.2

onnx = 1.11.0

torch = 1.10.2
torchvision = 0.11.3
onnx2pytorch = 0.4.1
torchinfo = 1.6.3
tqdm = 4.62.3
2.5.

w

fastai

pandas 1.2.4

scikit-learn 1.0.2
seaborn = 0.11.1
matplotlib = 3.3.4
Pillow = 9.0.1
joblib = 1.1.0

diffractio = 0.0.13

B.2. Code for Turning Experimental Videos Into Datasets

import torchvision.io

from torch.utils.data import Dataset, Dataloader

class VideoDataset (Dataset):

def __init__(self, video_path, label, is_grayscale=True):

self.label = label

self .video_path = video_path

self.video_tensor, _, = torchvision.io.read_video(video_path

if is_grayscale:

self .video_tensor = self.video_tensor|[:,

unsqueeze (1)

self.video_tensor

self.video_tensor (self.video_tensor

1.0 * self.video_tensor

self

.video_tensor.min
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self .video_tensor .max() - self.video_tensor.min())

def __len__(self):

return len(self.video_tensor)

def __getitem__(self, item):

return self.video_tensor[item], self.label

B.3. Machine Learning Models Used for Experimental Data

import os

import numpy as np

import onnx

import torch.cuda

import torchvision.io

from onnx2pytorch import ConvertModel
from torch import nn, optim

from torchinfo import summary

from torch.utils.data import x*

from tqdm import tqdm

from VideoDataset import VideoDataset
from model import FocusClassifier, FocusPredictor

import onnxruntime as ort

device = torch.device(’cuda:0’ if torch.cuda.is_available() else ’cpu’
)

val_percentage = 0.15

test_percentage = 0.10

seed = 242344

batch_size = 16

def load_all_datasets(dataset_dir, predictor=False):
video_files = os.listdir(dataset_dir)
label_names = np.asarray([int(video_file[:video_file.find(".")])
for video_file in video_files])
if predictor:

min_label, max_label = np.min(label_names), np.max(label_names



)

sorted_indices = np.argsort(label_names)

label_names = label_names[sorted_indices]

video_files = np.asarray(video_files) [sorted_indices]
datasets = []

for video_file in video_files:

label = np.where(label_names == int(video_file[:video_file.
find(".")1)) [0].item ()

label = (label_names[label] - min_label) / (max_label -
min_label) if predictor else label

dataset = VideoDataset(os.path.join(dataset_dir, video_file),
label)

datasets.append (dataset)

return label_names, datasets

def split_train_val(datasets, label_names, training_labels=None, seed=
None) :
gen = torch.Generator () .manual_seed(seed) if seed is not None else

torch.Generator ()

# for training, only keep odd distances (-15, -13, ..., 13, 15)
training_dsets = []

other_dsets = []

training_labels = label_names if training_labels is None else

training_labels
for i, label in enumerate(label_names):
if label in training_labels:
training_dsets.append(datasets[i])
else:

other_dsets.append(datasets[i])

training_dsets = ConcatDataset(training_dsets)
val_number = int(val_percentage * len(training_dsets))
test_number = int(test_percentage * len(training_dsets))

train_number = len(training_dsets) - val_number - test_number
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train_dset, val_dset, test_dset = random_split(training_dsets, [

train_number , val_number, test_number], gen)

# split other datasets into val and test

if len(other_dsets) > 0:
other_dsets = ConcatDataset (other_dsets)
valtest_percentage = val_percentage / (val_percentage +

test_percentage)

val_number = int(valtest_percentage * len(other_dsets))
test_number = len(other_dsets) - val_number
val_dset_extra, test_dset_extra = random_split(other_dsets, [

val_number, test_number], gen)
val_dset = ConcatDataset([val_dset, val_dset_extral)

test_dset = ConcatDataset([test_dset, test_dset_extral)
return train_dset, val_dset, test_dset
def get_onnx_session():
onnx_model = onnx.load("predictorNet.onnx")
onnx.checker.check_model (onnx_model)
inputs = onnx_model.graph.input

name_to_input = {}

for input in inputs:

#

#

#

#

#

#

# name_to_input [input.name] = input
#

# for initializer in onnx_model.graph.initializer:

# if initializer .name in name_to_input:

# inputs.remove (name_to_input[initializer.name])
#
#

onnx.save (onnx_model, "netPredictorV2.onnx")

ort_sess = ort.InferenceSession(’predictorNetV2.onnx’, providers=[

"CUDAExecutionProvider"])
return ort_sess

def test_mathematica_model ():
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ort_sess = get_onnx_session ()

tensor, _, _ = torchvision.io.read_video("videos/02_03_videos/
Steel (10 micron)/0.avi")

tensor = temsor[:, :, :, O0].unsqueeze(l) * 1.0

tensor = (tensor - temsor.min()) / (temsor.max() - tensor.min())

img = tensor [0].unsqueeze (0) .numpy ()

input_name = ort_sess.get_inputs () [0].name
output = ort_sess.run(None, {input_name: imgl})

print (output)

def classifier_train():

label_names, datasets = load_all_datasets("videos/02_03_videos/

Steel (10 micron)")

training_labels = [label_names[i] for i in range(0, len(

label_names), 2)]

print (f"Training using {training_labels}")

train_dset, val_dset, test_dset = split_train_val(datasets,

label_names, label_names[0:1], seed)

train_loader = Dataloader(train_dset, batch_size=batch_size,
shuffle=True, num_workers=4)
val_loader = Dataloader (val_dset, batch_size=batch_size, shuffle=

False, num_workers=2)

criterion = nn.CrossEntropyLoss ()
net = FocusClassifier(len(training_labels)).to(device)
optimizer = optim.SGD(net.parameters(), 1lr=0.0005, momentum=0.93,

weight_decay=0.001)

num_epochs = 10
val_acc_arr = np.zeros (num_epochs)
for epoch in tqdm(range (num_epochs)):

train_model_one_epoch(net, train_loader, criterion, optimizer)

correct = 0



total = 0
with torch.no_grad():
for inputs, labels in val_loader:
inputs = inputs.to(device)

labels = labels.to(device)

# calculate outputs by running images through the

network

outputs = net(inputs)
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# the class with the highest energy is what we choose

as prediction
_, predicted = torch.max(outputs.data, 1)
total += labels.size(0)
correct += (predicted == labels).sum().item()
val_acc_arr [epoch] = correct / total

# print(val_acc_arr[epoch])

print (val_acc_arr)

def train_model_one_epoch(net, train_loader, criterion, optimizer):

for inputs, labels in train_loader:

inputs = inputs.to(device)

labels = labels.to(device)

if labels.dtype == torch.float64:
labels = labels.float()
labels = labels.unsqueeze (1)

# zero the parameter gradients

optimizer.zero_grad ()

# forward + backward + optimize
outputs = net(inputs)

loss = criterion(outputs, labels)
loss.backward ()

optimizer.step ()

J .

if __name_ == 7 __main__
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# test_mathematica_model ()

label_names, datasets = load_all_datasets("videos/02_03_videos/

Steel (10 micron)", predictor=True)

max_label = np.max(label_names)
min_label = np.min(label_names)
training_labels = [label_names[i] for i in range (0, len(

label_names), 2)]

print (f"Training using {training_labels}")

train_dset, val_dset, test_dset = split_train_val(datasets,

label_names, training_labels, seed)

train_loader = Dataloader(train_dset, batch_size=batch_size,
shuffle=True, num_workers=4)
val_loader = Dataloader(val_dset, batch_size=1, shuffle=False,

num_workers=2)

label_names = torch.from_numpy(label_names).to(device)

ort_sess = get_onnx_session()
total = correct = 0
with torch.no_grad():
for inputs, labels in tqdm(val_loader):
# inputs = inputs.to(device)

labels = labels.to(device)
# calculate outputs by running images through the network
outputs = torch.from_numpy(ort_sess.run(None, {"Input":

inputs.numpy (O }) [0]) .to(device)

# outputs = outputs * (max_label - min_label) + min_label

pred_indices = torch.abs(outputs - label_names).argmin(dim

pred_labels = label_names[pred_indices]

labels = labels * (max_label - min_label) + min_label

# the class with the highest energy is what we choose as
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prediction
total += pred_labels.size(0)
correct += (pred_labels == labels).sum().item()
acc = correct / total

print (acc)

criterion = nn.MSELoss ()

net = FocusPredictor () .to(device)

# optimizer = optim.SGD(net.parameters(), 1lr=0.0005, momentum
=0.93, weight_decay=0.001)

optimizer = optim.Adam(net.parameters(), 1r=0.0005)

num_epochs = 10
val_acc_arr = np.zeros (num_epochs)
for epoch in tqdm(range (num_epochs)):
train_model_one_epoch(net, train_loader, criterion, optimizer)
correct = 0
total = 0
with torch.no_grad():
for inputs, labels in val_loader:
inputs = inputs.to(device)

labels labels.to(device)

# calculate outputs by running images through the
network

outputs = net(inputs)

# rescale outputs

outputs = outputs * (max_label - min_label) +
min_label

pred_indices = torch.abs(outputs - label_names).argmin
(dim=1)

pred_labels = label_names[pred_indices]

labels = labels * (max_label - min_label) + min_label

# the class with the highest energy is what we choose

as prediction



total += pred_labels.size(0)
correct += (pred_labels == labels).sum().item()
val_acc_arr[epoch] = correct / total

# print(val_acc_arr[epoch])

print (val_acc_arr)

# onnx_model = onnx.load("predictorNet.onnx")
# pytorch_model = ConvertModel (onnx_model)

# summary (pytorch_model)
#

print ("sdfds")

B.4. Training of CNN Model on Experimental Data

import argparse

import pickle

from fastai.data.core import Dataloaders

from fastai.data.load import DatalLoader

from model import FocusPredictor, FocusClassifier

from utils import *

directories = [os.path.join("training_videos", x) for x in ["Copper",
"Steel", "Silicon"]]
parser = argparse.ArgumentParser (description=’Train CNN to predict

images on different sets of videos’)

parser.add_argument (’--bs’, type=int, default=16, help=’Batch size’)

parser.add_argument (’--num_epochs’, type=int, default=5, help=’Number
of epochs’)

parser.add_argument (’--num_epochs’, type=int, default=30, help=’Number
of epochs’)

parser.add_argument (’--val_p’, type=float, default=0.15, help=’
Percentage of frames to use for validation’)

parser.add_argument (’--seed’, type=int, default=423132, help=’Seed
used for splitting frames into train/val/test’)

parser.add_argument (’--directories’, default=directories, nargs=’+’,
help=’Directories where video files are located. Each ’

directory should contain videos at different focal ’

distances and the name of each video file should be °’
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’its

focal distance (e.g., 150.avi)’)
parser.add_argument (’--results_dir’, default="results_classifier",
help=’Directory where results will be saved’)
parser.add_argument (’--train_classifier’, action=’store_true’)
parser.set_defaults(train_classifier=True)
args = parser.parse_args ()
val_percentage = args.val_p
test_percentage = 0 # test on separate data
seed = args.seed

batch_size = args.bs

num_epochs args.num_epochs

use_predictor = not args.train_classifier
if __name__ == ’__main__":
pred_str = "predictors" if use_predictor else "classifiers"

print (f"Training different CNN {pred_str} for videos in {args.
directories}")
for directory in args.directories:

result_dir = os.path.join(args.results_dir, os.path.split(
directory) [-1])

os.makedirs (result_dir, exist_ok=True)

print (f"Loading videos in {directoryl}...")

label _names_np, datasets = 1oad_a11_datasets(directory,
predictor=use_predictor)

max_label = np.max(label_names_np)

min_label = np.min(label_names_np)

# only train on every other label including beginning and end

if use_predictor:
train_label_indices = [0] + list(range(2, len(

label_names_np) - 1, 2)) + [-1]

training_labels label_names_np[train_label_indices]

else:

training_labels label_names_np
print (f"Training using videos {training_labels}...")

train_dset, val_dset, _ = split_train_val(datasets,

label_names_np, val_percentage, test_percentage, training_labels,

seed)

label_names = torch.from_numpy(label_names_np).long().to(
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device)

train_loader = Dataloader(train_dset, batch_size=batch_size,

shuffle=True, num_workers=4, pin_memory=True)

val_loader = DatalLoader (val_dset, batch_size=512, shuffle=

False, num_workers=2, pin_memory=True)

dls = Dataloaders(train_loader, val_loader)
if use_predictor:
net = FocusPredictor ()

train_predictor(net, dls, label_names, num_epochs,

result_dir)

else:
net = FocusClassifier(len(label_names_np))
train_classifier(net, dls, num_epochs, result_dir)

pickle.dump(label_names_np, open(os.path.join(result_dir,

label_names.pkl"), "wb"))

# test on testing data

# test_preds, test_targets = predict_labels(net, test_loader,

label_names, use_predictor)

# pickle.dump((test_preds, test_targets, label_names_np), open

(os.path.join(result_dir, "test_pred_targets.pkl"), "wb"))

B.5. Training of Non-CNN Models on Experimental Data

import argparse

import pickle

import sklearn.svm

from
from
from
from
from
from
from
from
from

from

fastai.data.core import Dataloaders
fastai.data.load import Dataloader
sklearn.decomposition import PCA

sklearn.ensemble import GradientBoostingClassifier
sklearn.linear_model import LogisticRegression
sklearn.pipeline import Pipeline
sklearn.preprocessing import StandardScaler
sklearn.svm import SVC

model import FocusPredictor, FocusClassifier

utils import x*

directories = [os.path.join("training_videos", x) for x in ["Copper",
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"Steel", "Silicon"]]

parser = argparse.ArgumentParser (description=’Train CNN to predict
images on different sets of videos’)

parser.add_argument (’--val_p’, type=float, default=0.15, help=’
Percentage of frames to use for validation’)

parser .add_argument (’--seed’, type=int, default=423132, help=’Seed
used for splitting frames into train/val/test’)

parser.add_argument (’--pca_var_explained’, type=float, default=0.90,

help=’Percentage of variance to be explained by PCA components.’)

parser .add_argument (’--directories’, default=directories, nargs=’+’,

help=’Directories where video files are located.

Each ~
’directory should contain videos at different
focal
’distances and the name of each video file
should be ~’
’its focal distance (e.g., 150.avi)’)
parser.add_argument (’--results_dir’, default="results_scikit", help=’

Directory where results will be saved’)

models = [LogisticRegression(max_iter=1000), SVC()]

model_names = ["1lr", "svc"

args = parser.parse_args ()

val_percentage = args.val_p

test_percentage = 0 # test on separate data
seed = args.seed

if __name__ == ’__main__":

print (f"Training different {model_names} classifiers for videos in
{args.directories}")
for directory in args.directories:

result_dir = os.path.join(args.results_dir, os.path.split(
directory) [-11)

trained_models_dir = os.path.join(result_dir, "models")

os.makedirs (trained_models_dir, exist_ok=True)
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print (f"Loading videos in {directoryl}...")

label_names, datasets = load_all_datasets(directory, predictor
=False)

max_label = np.max(label_names)

min_label = np.min(label_names)

train_dset, val_dset, _ = split_train_val(datasets,

label_names, val_percentage, test_percentage,

label_names, seed)

for model, model_name in zip(models, model_names):

print (f"Training {modell}...")

pca = PCA(n_components=args.pca_var_explained)

scaler = StandardScaler ()

pipeline = Pipeline(steps=[("scaler", scaler), ("pca", pca

), ("model", model)], memory="scikit_cache")

x_arr = np.asarray ([x[0].numpy() for x in train_dset]).
reshape(len(train_dset), -1)
y_arr = label_names[np.asarray([x[1] for x in train_dset])

pipeline.fit(x_arr, y_arr)
print (£"Using {pipeline[’pca’].n_components_} for pca")
pickle.dump(pipeline, open(os.path.join(trained_models_dir

, f"{model_namel}.pkl"), "wb"))

pickle.dump(label_names, open(os.path.join(result_dir, "

label_names.pkl"), "wb"))

B.6. Testing of CNN Model on Experimental Data

import argparse

import pickle

from glob import glob

import matplotlib.pyplot as plt
import pandas as pd

import sklearn.metrics
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from fastai.data.block import DataBlock, RegressionBlock,
CategoryBlock

from fastai.data.core import Dataloaders

from fastai.data.load import Dataloader

from fastai.data.transforms import get_image_files, RandomSplitter,
IntToFloatTensor

from fastai.vision.core import PILImageBW

from fastai.vision.data import ImageBlock

from matplotlib.ticker import StrMethodFormatter

from sklearn.metrics import *

from model import FocusClassifier

from test_cnn import plot_cm_matrix

from utils import *

parser = argparse.ArgumentParser (description=’Plot confusion matrices
and report accuracies of trained models on test ’
’data. train_cnn_on_synth
.py must be run before’)
parser.add_argument (’--synth_imgs_dir’, default="synth_images_testing"
s

help=’Directory where generated synthetic images

for
’testing from gen_synth_images.py are located
7))
parser.add_argument (’--results_dir’, default="results_synth_classifier

, help=’Directory where results will be saved’)

args = parser.parse_args ()

def get_label_from_fname (fname):

return float (fname.parts[-2].split("_") [0])

def get_df _from_synth_img_dir(img_dir):
Returns a pandas DataFrame with containing focus and noise info of
each img folder

folder_paths = glob(os.path.join(img_dir, "*/"), recursive=False)
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row_list = []
for folder_path in folder_paths:
folder_name = os.path.split(folder_path) [0].split("/") [-1]
row = [float(x) for x in folder_name.split("_")[:-1]]1 + [
folder_name]

row_list.append(row)

return pd.DataFrame(row_list, columns=["focus", "int_noise", "

ext_noise", "path"])

def plot_noise_acc(acc_mat, int_noise_arr, ext_noise_arr, file_name):

if

fig = plt.figure(figsize=(6.4 * 1.1, 4.8 x 1.1))

# disp.plot(include_values=False, ax=fig.gca())

int_noise_arr = np.round(int_noise_arr * 100) / 100.0 # hacky way
to format .2f

ext_noise_arr = np.round(ext_noise_arr * 100) / 100.0

df _cm = pd.DataFrame(acc_mat, index=int_noise_arr, columns=
ext_noise_arr)

sns.heatmap(df_cm, cmap="flare", linewidths=.5, square=True, vmin
=0, vmax=1, annot=True, fmt=".2f")

plt.xlabel ("Output noise std.")

plt.ylabel ("Input noise std.")

plt.tight_layout ()

if file_name is not None:

plt.savefig(file_name, bbox_inches=’tight’, pad_inches=0.02)

__name_ == ’__main__":

result_dir = args.results_dir

os.makedirs (result_dir, exist_ok=True)

df = get_df_from_synth_img_dir(args.synth_imgs_dir)

int_noise_arr np.unique (df ["int_noise"].values)

ext_noise_arr = np.unique(df["ext_noise"].values)

num_classes = len(np.unique(df["focus"].values))

net = FocusClassifier(num_classes, img_size=(48, 48)).to(device)
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net.load_state_dict(torch.load(os.path.join(result_dir, "models/

trainedModel.pth")))

acc_mat = np.zeros((len(int_noise_arr), len(ext_noise_arr)))
for i, int_noise in enumerate(int_noise_arr):
for j, ext_noise in enumerate(ext_noise_arr):
folders = list(
df [np.logical_and(df ["int_noise"] == int_noise, df["
ext_noise"] == ext_noise)]["path"].values)
get_items_fun = lambda path: get_image_files(path, folders
=folders)
dblock = DataBlock(blocks=(ImageBlock(cls=PILImageBW),
CategoryBlock),
get_items=get_items_fun,
get_y=get_label_from_fname,
item_tfms=IntToFloatTensor (),
splitter=RandomSplitter (valid_pct=0))
test_loader = dblock.dataloaders(args.synth_imgs_dir,
batch_size=64, shuffle=True, num_workers=4,
pin_memory=True, device=
device) [0]
label _names = torch.tensor(test_loader.vocab.items) .to(
device)
label_names_np = label_names.cpu() .numpy().astype(int)
test_preds, test_targets, avg_time_taken =
predict_labels_net (net, test_loader, label_names, False)
acc = accuracy_score(test_targets, test_preds)

acc_mat[i, j] = acc

plot_noise_acc(acc_mat, int_noise_arr, ext_noise_arr, os.path.join

(result_dir, "noise_acc.pdf"))

dblock = DataBlock(blocks=(ImageBlock(cls=PILImageBW),
CategoryBlock),
get_items=get_image_files,
get_y=get_label_from_fname,
item_tfms=IntToFloatTensor (),

splitter=RandomSplitter (valid_pct=0))
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test_loader = dblock.dataloaders(args.synth_imgs_dir, batch_size

=256, shuffle=True, num_workers=4, pin_memory=True,
device=device) [0]

label_names = torch.tensor(test_loader.vocab.items).to(device)

label_names_np = label_names.cpu().numpy () .astype(int)

print (f"Loaded focal distances (classes) are {label_names_npl}")

temp_batch = next(iter(test_loader))

net = FocusClassifier(len(test_loader.vocab), img_size=temp_batch

[0].size() [-2:]) .to(device)

net.load_state_dict(torch.load(os.path.join(result_dir, "models/

trainedModel .pth")))

test_preds, test_targets, avg_time_taken = predict_labels_net (net,
test_loader, label_names, False)

class_report_txt = classification_report(test_targets, test_preds,
target_names=label_names_np.astype(str))

print (class_report_txt)

with open(os.path.join(result_dir, "testing_report.txt"), ’w’) as
f:

f.write(class_report_txt)

class_report_dict = classification_report(test_targets, test_preds
, target_names=label_names_np.astype(str),

output_dict=True)
with open(os.path.join(result_dir, "class_report_dict.pkl"), ’wb’)
as f:

pickle.dump(class_report_dict, f)

plot_cm_matrix(test_targets, test_preds, label_names_np, os.path.
join(result_dir, "testing_cm.pdf"))

plt.show ()

B.7. Testing of Non-CNN Models on Experimental Data

import argparse
import os
import pickle

import time
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import pandas as pd

import sklearn.metrics

from fastai.data.load import Dataloader

from matplotlib import pyplot as plt

import seaborn as sns

from sklearn.metrics import confusion_matrix, ConfusionMatrixDisplay,
classification_report

from utils import x*

from model import FocusClassifier, FocusPredictor

sns.set_theme(style="white")

tex_fonts = {
# Use LaTeX to write all text
"text.usetex": True,
"font.serif": ’Times New Roman’,
# # Use 10pt font in plots, to match 10pt font in document
"axes.labelsize": 16,
"font.size": 16,
# # Make the legend/label fonts a little smaller
# "legend.fontsize": 11,
"legend.fontsize": 8,
"xtick.labelsize": 16,

"ytick.labelsize": 16

}

plt.rcParams.update (tex_fonts)

folder_naems = ["Copper", "Steel", "Silicon"]

directories = [os.path.join("testing_videos", x) for x in folder_naems
]

results_directories = [os.path.join("results_scikit", x) for x in

folder_naems]

parser = argparse.ArgumentParser (description=’Plot confusion matrices
and report accuracies of trained models on test ’
’data. train_cnn.py must
be run before’)
parser.add_argument (’--results_directories’, nargs=’+’, default=
results_directories,

help=’Directory where results are saved’)



parser.add_argument (’--directories’, default=directories, nargs=’+’,
help=’Directories where video files are located
for testing. Each °’

’directory should contain videos at different

focal "’
’distances and the name of each video file
should be ~’
’its focal distance (e.g., 150.avi)’)
args = parser.parse_args ()
model _names = ["1r", "svc"]

def plot_cm_matrix(targets, predictions, label_names, file_name=None):
cm = confusion_matrix(targets, predictions, labels=label_names,
normalize=’true’)
disp = ConfusionMatrixDisplay(confusion_matrix=cm, display_labels=

label_names)

fig = plt.figure(figsize=(6.4 * 1.1, 4.8 x 1.1))

# disp.plot(include_values=False, ax=fig.gca())

df _cm = pd.DataFrame(cm, index=label_names, columns=label_names)
sns.heatmap (df_cm, cmap="flare", linewidths=.5, square=True)
plt.xlabel("Predicted label")

plt.ylabel ("True label")

plt.tight_layout ()

if file_name is not None:

plt.savefig(file_name, bbox_inches=’tight’, pad_inches=0.02)

if __name__ == ’__main__":
results_directories = args.results_directories
testing_directories = args.directories

for directory, result_dir in zip(testing_directories,
results_directories):
label_names = pickle.load(open(os.path.join(result_dir, "

label_names.pkl"), "rb"))

print (f"Loading videos in {directoryl}...")

label_names_testing, datasets = load_all_datasets(directory,
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predictor=False)

assert np.all(label_names_testing == label_names)
testing_dset = ConcatDataset(datasets)
x_arr = np.asarray([x[0].numpy() for x in testing_dset]).

reshape(len(testing_dset), -1)
test_targets = label_names[np.asarray([x[1] for x in
testing_dset])]
for model_name in model_names:
print (f"\nTesting {model_name}...")

scikit_model = pickle.load(open(os.path. join(result_dir,

models", f"{model_namel}.pkl"), "rb"))

starting_time = time.time ()
test_preds = scikit_model.predict(x_arr)
time_taken = (time.time() - starting_time) / len(x_arr)

print (f"{model_name} processed {1 / time_taken:.2f} images
/sec when using {devicel}")

class_report_txt = classification_report(test_targets,
test_preds, target_names=label_names.astype(str))

print (class_report_txt)

with open(os.path. join(result_dir, f"{model_name}
_testing_report.txt"), ’w’) as f:

f.write(class_report_txt)

class_report_dict = classification_report(test_targets,
test_preds, target_names=label_names.astype(str),

output_dict=True

with open(os.path.join(result_dir, f"{model_name}
_class_report_dict.pkl"), ’wb’) as f:

pickle.dump(class_report_dict, f)

plot_cm_matrix(test_targets, test_preds, label_names,
os.path.join(result_dir, f"{model_name}

_testing_cm.pdf"))
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APPENDIX C: SIMULATION OF LASER MACHINING

import copy

import itertools
import multiprocessing
import os.path

import sys

import PIL.Image
import numpy as np

from PIL import Image

# temporarily block printing when importing diffractio

sys.stdout = open(os.devnull, °’

from diffractio import degrees,

from diffractio.scalar_masks_XY import Scalar_mask_XY

from diffractio.scalar_sources_XY import Scalar_source_XY

sys.stdout = sys.__stdout__

SETUP

w’)

mm, um

from joblib import Parallel, delayed

from tqdm import tqdm

import hbpy

This script generates images with given intermal and external noise

stds and resizes and saves them in the given

save directory. It uses multiple cores/threads in parallel to speed up

the simulations.

saved_img_size = (50, 50)
num_samples = 1100

save_dir = "synth_images_11_mm"
num_imgs_per_config = 200

num_procs_to_use = 12

x0 = np.linspace(-500 * um, 500 * um, num_samples)



yO = np.linspace(-500 * um, 500 * um,

focal = 11 * mm
focal2 = 150 * mm
diameter = 5.5 * mm
dia2 = 1 * mm

d = 300 * mm

raylen = 150 * um

num_samples)

rayleigh_arr = np.arange(-raylen, raylen + 0.00001, raylen / 5) #

Modify the stepsize by this

wavelength = 0.976 * um

og_u0 = Scalar_source_XY(x=x0, y=yo0,

wavelength=wavelength)

og_ul0.gauss_beam(A=1, r0=(0, 0), z0=0 * mm, w0O=6.85 * um, theta=0 *

degrees)

# initialize lenses

t0 = Scalar_mask_XY(x=x0, y=y0, wavelength=wavelength)

t0.lens (r0=(0.0, 0.0), radius=diameter / 2, focal=focal, mask=True)

tl = Scalar_mask_XY(x=x0, y=y0, wavelength=wavelength)

t1.lens (r0=(0.0, 0.0), radius=dia2 /

2, focal=focal2, mask=True)

t3 = Scalar_mask_XY(x0, yO, wavelength)

# corr_len_arr = np.asarray([50, 125,

250, 500])

# internal _noise_stds = np.asarray ([0, 0.25, 0.5, 0.75])

# external_noise_stds = np.asarray([0, 0.01, 0.03, 0.05])

corr_len_arr = np.linspace (50, 500, 10)

internal_noise_stds = np.linspace(0,

external _noise_stds = np.linspace (0,

0.50, 10)
0.05, 10)

def get_folder_path(rayleigh, corr_len, int_noise, ext_noise):

return os.path. join(save_dir, f"{round(rayleigh,

int_noise}_{ext_noisel}_imgs")

def gen_imgs ():

Generates an ndarray containing image data after simulation for

each rayleigh length, int. noise,

correlation length,

1)} _{corr_len}_
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{
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and ext. noise.
:return: Image ndarray of size (len(rayleigh_arr), len(
internal_noise_stds), len(corr_len_arr), len(external_noise_stds))

+ saved_img_size

imgs_arr = np.zeros(
(len(rayleigh_arr), len(internal_noise_stds), len(corr_len_arr
), len(external_noise_stds)) + saved_img_size,
np.uint8)
for i, rayleigh in enumerate(rayleigh_arr):
for j, int_noise in enumerate(internal_noise_stds):
for k, corr_len in enumerate(corr_len_arr):
u0 = copy.deepcopy(og_u0)
t3.roughness(t=(corr_len, corr_len), s=int_noise)

u0 = u0 * t3

z0

focal + rayleigh # Initial wave moving towards

the first lens

u0 = u0.RS(z=z0, verbose=False, new_field=True)
ul = u0 * t0 # After first lens
u2 = ul.RS(z=d, verbose=False, new_field=True) #

Moving d distance

u4d u2 * t1 # After second lens
u5 = u4.RS(z=focal2, verbose=False, new_field=True) #

After being focused on the camera

intensity = np.abs(ub.u) **x 2 # Here is where we take

the abs square of the electric field (ub.u) in
for 1, ext_noise in enumerate(external_noise_stds):
ext_noise_arr = np.random.normal (0, ext_noise, (

num_samples, num_samples))

i_w_ext_noise = (intensity - intensity.min()) / (
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intensity.max() - intensity.min()) + ext_noise_arr
img_data = ((i_w_ext_noise - i_w_ext_noise.min())
/ (
i_w_ext_noise.max() - i_w_ext_noise.min())

* 255) .astype(np.uint8)
img = Image.fromarray(img_data, "L")
img_data_resized = np.asarray(img.resize(
saved_img_size, PIL.Image.NEAREST))

imgs_arr[i, j, k, 1] = img_data_resized

return imgs_arr

if __name__ == ’__main__"’:

os .makedirs(save_dir, exist_ok=True)

info_text = (f"Focus distances: {rayleigh_arr}\n"
f"Correlation lengths: {corr_len_arr}\n"
f"Internal noises: {internal_noise_stds}\n"
f"External noises: {external_noise_stds}")

print (info_text)

with open(os.path.join(save_dir, "info.txt"), ’w’) as f:

f.write(info_text)

print ("Creating HDF5 datasets for each Rayleigh length...")
for rayleigh in tqdm(rayleigh_arr):
f_list = T[]
for rayleigh in rayleigh_arr:
f = hbpy.File(os.path.join(save_dir, f"rayleigh_{rayleigh
:.0f}.hdfs"), "w")

f_list.append(f)

# create HDF5 dataset for each correlation, int. noise,
ext. noise triplet
for i, int_noise in enumerate(internal_noise_stds):
for j, corr_len in enumerate(corr_len_arr):

for k, ext_noise in enumerate(external_noise_stds)

dset = f.create_dataset (f"{i}_{jr_{k}", (

num_imgs_per_config,) + saved_img_size, np.uint8)
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dset.attrs["rayleigh"] = rayleigh

dset.attrs["corr_len"] = corr_1len

dset.attrs["int_noise"] = int_noise

dset.attrs["ext_noise"] = ext_noise
total_num_imgs = len(rayleigh_arr) * len(internal_noise_stds) x

len(corr_len_arr) * len(external_noise_stds) \

* num_imgs_per_config

print(
f"Generating {num_imgs_per_config} images per config ({

total_num_imgs} images in total) using {num_procs_to_use} parallel

processes...")
img_idx_arr = np.arange(num_imgs_per_config)
img_idx_chunks = [img_idx_arr[i:i + num_procs_to_use] for i in

range (0, len(img_idx_arr), num_procs_to_use)]
try:
with Parallel(n_jobs=num_procs_to_use) as parallel:
with tqdm(total=num_imgs_per_config) as pbar:
for img_idx_chunk in img_idx_chunks:

# use multi-processing to generate images

imgs_arr_list = parallel(delayed(gen_imgs) () for
in img_idx_chunk)

# write to Hb5 dataset

for imgs_arr, img_idx in zip(imgs_arr_list,
img_idx_chunk) :

for i in range(len(rayleigh_arr)):
for j in range(len(internal_noise_stds)):
for k in range(len(corr_len_arr)):
for 1 in range(len(
external_noise_stds)):
f_list[A][£" {3} _{k}_{13"1[

img_idx] = imgs_arr[i, j, k, 1]

pbar.update(len(img_idx_chunk))
finally:

for £ in f_1list:

H

.close ()



APPENDIX D: IMPLEMENTATION ON SIMULATED

DATA

D.1. Train and Test Splitting of Generated Data

import glob

import os.path
import numpy as np
import hbpy

from tqdm import tqdm

h5_files_dir = "synth_images_11_mm"
val_split = 0.15
test_split = 0.15

seed = 542646

if __name__ == ’__main__":
rng = np.random.default_rng(seed)
train_dir = os.path.join(h5_files_dir, "train")

val_dir = os.path.join(h5_files_dir, "wval")
test_dir = os.path.join(h5_files_dir, "test")
for dir in [train_dir, val_dir, test_dir]:

os .makedirs (dir, exist_ok=True)
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for h5_path in tqdm(glob.glob(os.path.join(h5_files_dir, "*.hdf5")

)):

h5_file_name = os.path.split(h5_path) [-1]

f = hbpy.File(h5_path, "r"

train_f = hbpy.File(os.path.join(train_dir, h5_file_name),
)

val_f = hbpy.File(os.path.join(val_dir, h5_file_name), "w")

test_f = hbpy.File(os.path.join(test_dir, h5_file_name),

for key in f:

# calculate train,val,test indices

w"

llwll)

num_val, num_test = round(val_split * len(f([key])), round(
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test_split * len(f[keyl))

num_train = len(f[key]) - num_test - num_val

indices = set(range(len(f[keyl)))

val_indices = rng.choice(len(f[key]), num_val, replace=

False)

s

test_indices = rng.choice(list(indices - set(val_indices))
num_test, replace=False)

train_indices = list(indices - set(val_indices) - set(

test_indices))

# add data to train,val,test hb

train_dset = train_f.create_dataset(key, dtype=np.uint8,

data=f[key][:][train_indices])

f

val_dset = val_f.create_dataset(key, dtype=np.uint8, data=
[key][:]1[val_indices])

test_dset = test_f.create_dataset(key, dtype=np.uint8,

data=f[keyl[:][test_indices])

impo
impo
impo
impo
impo
from
from
from
from

from

for dset in [train_dset, val_dset, test_dset]:

dset.attrs.update (f[key].attrs)

for hbfile in [f, train_f, val_f, test_f]:
h5file.close ()

print ("Done")

D.2. Machine Learning Models for Simulation

rt os

rt numpy as np

rt onnx

rt torch.cuda

rt torchvision.io
onnx2pytorch import ConvertModel
torch import nn, optim
torchinfo import summary
torch.utils.data import *

tqdm import tqdm
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from VideoDataset import VideoDataset
from model import FocusClassifier, FocusPredictor

import onnxruntime as ort

device = torch.device(’cuda:0’ if torch.cuda.is_available() else ’cpu’
)

val_percentage = 0.15

test_percentage = 0.10

seed = 242344

batch_size = 16

def load_all_datasets(dataset_dir, predictor=False):
video_files = os.listdir(dataset_dir)
label _names = np.asarray([int(video_file[:video_file.find(".")])
for video_file in video_files])
if predictor:

min_label, max_label = np.min(label_names), np.max(label_names

sorted_indices = np.argsort(label_names)

label_names label_names[sorted_indices]

video_files np.asarray(video_files) [sorted_indices]
datasets = []
for video_file in video_files:

label = np.where(label_names == int(video_file[:video_file.
find(".")1)) [0].item ()

label = (label_names[label] - min_label) / (max_label -
min_label) if predictor else label

dataset = VideoDataset (os.path.join(dataset_dir, video_file),
label)

datasets.append(dataset)

return label_names, datasets

def split_train_val(datasets, label_names, training_labels=None, seed=

None) :

gen = torch.Generator () .manual_seed(seed) if seed is not None else



torch.Generator ()

# for training, only keep odd distances (-15, -13, ..., 13, 15)
training_dsets = []

other_dsets = []

training_labels = label_names if training_labels is None else

training_labels
for i, label in enumerate(label_names):
if label in training_labels:
training_dsets.append(datasets[i])
else:

other_dsets.append(datasets[i])

training_dsets = ConcatDataset(training_dsets)

val_number = int(val_percentage * len(training_dsets))
test_number = int(test_percentage * len(training_dsets))
train_number = len(training_dsets) - val_number - test_number
train_dset, val_dset, test_dset = random_split(training_dsets, [

train_number, val_number, test_number], gen)

# split other datasets into val and test

if len(other_dsets) > O:
other_dsets = ConcatDataset (other_dsets)
valtest_percentage = val_percentage / (val_percentage +

test_percentage)

val_number = int(valtest_percentage * len(other_dsets))
test_number = len(other_dsets) - val_number
val_dset_extra, test_dset_extra = random_split(other_dsets, [

val_number, test_number], gen)
val_dset = ConcatDataset([val_dset, val_dset_extral)

test_dset = ConcatDataset([test_dset, test_dset_extral)

return train_dset, val_dset, test_dset

def get_onnx_session():
# onnx_model = onnx.load("predictorNet.onnx")
# onnx.checker.check_model (onnx_model)

#
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def
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# inputs = onnx_model.graph.input

# name_to_input = {}

# for input in inputs:

# name_to_input [input.name] = input

#

# for initializer in onnx_model.graph.initializer:

# if initializer .name in name_to_input:

# inputs.remove (name_to_input[initializer.name])
#

# onnx.save (onnx_model, "netPredictorV2.onnx")

ort_sess = ort.InferenceSession(’predictorNetV2.onnx’, providers=[

"CUDAExecutionProvider"])

return ort_sess

test_mathematica_model () :

ort_sess = get_onnx_session ()

tensor, s = torchvision.io.read_video("videos/02_03_videos/

Steel (10 micron)/0.avi")

tensor tensor[:, :, :, O0].unsqueeze(1l) * 1.0

(tensor - tensor.min()) / (tensor.max() - tensor.min())

tensor

img = tensor [0].unsqueeze (0) .numpy ()

input_name = ort_sess.get_inputs () [0].name
output = ort_sess.run(None, {input_name: imgl})

print (output)

classifier_train():

label_names, datasets = load_all_datasets("videos/02_03_videos/
Steel (10 micron)")

training_labels = [label_names[i] for i in range (0, len(
label_names), 2)]

print (f"Training using {training_labels}")

train_dset, val_dset, test_dset = split_train_val(datasets,

label_names, label_names[0:1], seed)
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train_loader = Dataloader(train_dset, batch_size=batch_size,

shuffle=True, num_workers=4)

val_loader = Dataloader (val_dset, batch_size=batch_size, shuffle=

False, num_workers=2)

criterion = nn.CrossEntropyLoss ()
net = FocusClassifier(len(training_labels)).to(device)

optimizer = optim.SGD(net.parameters(), 1lr=0.0005, momentum=0.93,

weight_decay=0.001)

num_epochs = 10
val_acc_arr = np.zeros (num_epochs)
for epoch in tqdm(range (num_epochs)):

train_model_one_epoch(net, train_loader, criterion, optimizer)

correct = 0
total = 0
with torch.no_grad():
for inputs, labels in val_loader:

inputs = inputs.to(device)

labels labels.to(device)

# calculate outputs by running images through the

network

outputs = net(inputs)

# the class with the highest energy is what we choose

as prediction
_, predicted = torch.max(outputs.data, 1)
total += labels.size (0)
correct += (predicted == labels).sum().item()
val_acc_arr [epoch] = correct / total

# print(val_acc_arr[epoch])

print (val_acc_arr)

def train_model_one_epoch(net, train_loader, criterion, optimizer):



for inputs, labels in train_loader:

inputs = inputs.to(device)

labels = labels.to(device)
if labels.dtype == torch.float64:
labels

labels.float ()
labels

labels.unsqueeze (1)

# zero the parameter gradients

optimizer.zero_grad()

# forward + backward + optimize
outputs = net(inputs)

loss = criterion(outputs, labels)
loss.backward ()

optimizer.step ()

if __name__ == ’__main__":
# test_mathematica_model ()
label_names, datasets = load_all_datasets("videos/02_03_videos/
Steel (10 micron)", predictor=True)

max_label = np.max(label_names)

min_label np.min(label_names)
training_labels = [label_names[i] for i in range(0, len(
label_names), 2)]

print (f"Training using {training_labels}")

train_dset, val_dset, test_dset = split_train_val(datasets,

label_names, training_labels, seed)

train_loader = Dataloader(train_dset, batch_size=batch_size,
shuffle=True, num_workers=4)
val_loader = Dataloader (val_dset, batch_size=1, shuffle=False,

num_workers=2)

label_names = torch.from_numpy(label_names).to(device)

ort_sess = get_onnx_session()

total = correct = 0
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with torch.no_grad():

for inputs, labels in tqdm(val_loader):
# inputs = inputs.to(device)

labels = labels.to(device)

# calculate outputs by running images through the network

outputs = torch.from_numpy(ort_sess.run(None, {"Input":

inputs.numpy (O }) [0]) .to(device)

=1)

# outputs = outputs * (max_label - min_label) + min_label

pred_indices = torch.abs(outputs - label_names).argmin(dim

pred_labels = label_names[pred_indices]

labels = labels * (max_label - min_label) + min_label

# the class with the highest energy is what we choose as

prediction

total += pred_labels.size(0)
correct += (pred_labels == labels).sum().item()

acc = correct / total

print (acc)

criterion = nn.MSELoss ()

net

= FocusPredictor () .to(device)

# optimizer = optim.SGD(net.parameters(), 1lr=0.0005, momentum

=0.93, weight_decay=0.001)

optimizer = optim.Adam(net.parameters(), 1r=0.0005)

num_epochs = 10

val_acc_arr = np.zeros (num_epochs)

for epoch in tgdm(range(num_epochs)):

train_model_one_epoch(net, train_loader, criterion, optimizer)
correct = 0
total = 0
with torch.no_grad():
for inputs, labels in val_loader:

inputs = inputs.to(device)
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labels = labels.to(device)

# calculate outputs by running images through the

network

outputs = net(inputs)

# rescale outputs

min_label

(dim=1)

outputs = outputs * (max_label - min_label) +
pred_indices = torch.abs(outputs - label_names).argmin
pred_labels = label_names[pred_indices]

labels = labels * (max_label - min_label) + min_label

# the class with the highest energy is what we choose

as prediction

total += pred_labels.size (0)
correct += (pred_labels == labels).sum().item()
val_acc_arr[epoch] = correct / total

# print(val_acc_arr[epoch])

print (val_acc_arr)

# onnx_model = onnx.load("predictorNet.onnx")

# pytorch_model = ConvertModel (onnx_model)

# summary (pytorch_model)

# print ("sdfds")

import
import
import
import

import

D.3. Training of CNN Model for Simulation

argparse
os

pickle
pandas as pd

sklearn.metrics

from fastai.data.load import DatalLoader

import

seaborn as sns

from sklearn.metrics import confusion_matrix, ConfusionMatrixDisplay,
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classification_report

from utils import *

from model import FocusClassifier, FocusPredictor

folder_names = ["Copper", "Steel", "Silicon"]

directories = [os.path.join("testing_videos", x) for x in folder_names
]

results_directories = [os.path.join("results_predictor", x) for x in

folder_names]

parser = argparse.ArgumentParser (description=’Plot confusion matrices
and report accuracies of trained models on test °’
’data. train_cnn.py must
be run before’)
parser.add_argument (’--results_directories’, nargs=’+’, default=
results_directories,
help=’Directory where results are saved’)
parser.add_argument (’--directories’, default=directories, nargs=’+’,
help=’Directories where video files are located
for testing. Each ~’

’directory should contain videos at different

focal
’distances and the name of each video file
should be ~’
’its focal distance (e.g., 150.avi)’)
parser.add_argument (’--test_classifier’, action=’store_true’)
parser.add_argument (’--save_unscaled_out’, action=’store_true’)

parser .set_defaults(test_classifier=False)

parser.set_defaults (save_unscaled_out=True)

args = parser.parse_args ()

use_classifier = args.test_classifier

def plot_cm_matrix(targets, predictions, label_names, file_name=None) :

cm = confusion_matrix(targets, predictions, labels=label_names,
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normalize=’true’)
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disp = ConfusionMatrixDisplay(confusion_matrix=cm, display_labels=

label_names)

fig = plt.figure(figsize=(6.4 * 1.1, 4.8 * 1.1))
# disp.plot(include_values=False, ax=fig.gca())

df _cm = pd.DataFrame(cm, index=label_names, columns=label_names)

sns.heatmap(df_cm, cmap="flare", linewidths=.5, square=True, vmin

=0, vmax=1)

plt.xlabel ("Predicted label")
plt.ylabel ("True label")
plt.tight_layout ()

if file_name is not None:

plt.savefig(file_name, bbox_inches=’tight’, pad_inches=0.02)

__name__ == ’__main__":

results_directories = args.results_directories
testing_directories = args.directories
time_taken_arr = []

for directory, result_dir in zip(testing_directories,
results_directories):

label _names_np = pickle.load(open(os.path.join(result_dir, "
label_names.pkl"), "rb"))

net = FocusClassifier(len(label_names_np)).to(device) if
use_classifier else FocusPredictor().to(device)

net.load_state_dict (torch.load(os.path.join(result_dir, "

models/trainedModel.pth")))

print (f"Loading videos in {directoryl}...")
label_names_testing, datasets = load_all_datasets(directory,

predictor=not use_classifier)

assert np.all(label_names_testing == label_names_np)
label_names = torch.from_numpy(label_names_np).long().to(
device)

testing_dl = Dataloader (ConcatDataset(datasets), batch_size

=256, shuffle=False, num_workers=4, pin_memory=True)



93

if args.save_unscaled_out:
net_output, test_targets, _ = get_net_outout_and_time (net,
testing_dl, label_names)
net_output.astype(np.float32).tofile(os.path.join(
result_dir, "net_out.dat"))
test_targets.astype(int).tofile(os.path.join(result_dir, "

targets.dat"))

test_preds, test_targets, avg_time_taken = predict_labels_net(
net, testing_dl, label_names, not use_classifier)

time_taken_arr.append (avg_time_taken)

class_report_txt = classification_report(test_targets,
test_preds, target_names=label_names_np.astype(str))

print(class_report_txt)

with open(os.path. join(result_dir, "testing_report.txt"), ’w’)
as f:

f.write(class_report_txt)

class_report_dict = classification_report(test_targets,
test_preds, target_names=label_names_np.astype(str),
output_dict=True)
with open(os.path. join(result_dir, "class_report_dict.pkl"), ~’
wb’) as f:

pickle.dump(class_report_dict, f)

plot_cm_matrix(test_targets, test_preds, label_names_np, Os.

path.join(result_dir, "testing_cm.pdf"))

print (£"CNN processed {1 / np.mean(time_taken_arr):.2f} images/sec

when using {devicel}")

D.4. Testing of CNN Model for Simulation

import argparse

import pickle
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from fastai.data.core import Dataloaders

from fastai.data.load import DatalLoader

from model import FocusPredictor, FocusClassifier

from utils import *

directories = [os.path.join("training_videos", x) for x in ["Copper",
"Steel", "Silicon"]]
parser = argparse.ArgumentParser (description=’Train CNN to predict

images on different sets of videos’)

parser .add_argument (’--bs’, type=int, default=16, help=’Batch size’)

parser.add_argument (’--num_epochs’, type=int, default=100, help=’
Number of epochs’)

parser.add_argument (’--val_p’, type=float, default=0.15, help=’
Percentage of frames to use for validation’)

parser.add_argument (’--seed’, type=int, default=423132, help=’Seed
used for splitting frames into train/val/test’)

parser.add_argument (’--directories’, default=directories, nargs=’+’,
help=’Directories where video files are located. Each ’

directory should contain videos at different focal ’

distances and the name of each video file should be
’its
focal distance (e.g., 150.avi)’)
parser.add_argument (’--results_dir’, default="results_predictor", help
=’Directory where results will be saved’)
parser.add_argument (’--train_classifier’, action=’store_true’)

parser .set_defaults(train_classifier=False)

args = parser.parse_args ()

val_percentage = args.val_p

test_percentage = 0 # test on separate data
seed = args.seed

batch_size = args.bs

num_epochs = args.num_epochs



use_predictor = not args.train_classifier
if __name__ == ’__main__":
pred_str = "predictors" if use_predictor else "classifiers"

print (f"Training different CNN {pred_str} for videos in {args.
directories}")
for directory in args.directories:

result_dir = os.path.join(args.results_dir, os.path.split(
directory) [-11)

os .makedirs (result_dir, exist_ok=True)

print (f"Loading videos in {directoryl}...")

label_names_np, datasets = load_all_datasets(directory,
predictor=use_predictor)

max_label = np.max(label_names_np)

min_label = np.min(label_names_np)

# only train on every other label including beginning and end
if use_predictor:
train_label_indices = [0] + list(range(2, len(

label_names_np) - 1, 2)) + [-1]

training_labels label_names_np[train_label_indices]

else:

training_labels = label_names_np
print (f"Training using videos {training_labels}...")
train_dset, val_dset, _ = split_train_val(datasets,

label_names_np, val_percentage, test_percentage, training_labels,

seed)

label_names = torch.from_numpy(label_names_np).long().to(
device)

train_loader = Dataloader(train_dset, batch_size=batch_size,

shuffle=True, num_workers=4, pin_memory=True)
val_loader = DatalLoader (val_dset, batch_size=512, shuffle=

False, num_workers=2, pin_memory=True)

dls = Dataloaders(train_loader, val_loader)
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if use_predictor:
net = FocusPredictor ()
train_predictor (net, dls, label_names, num_epochs,
result_dir)
else:
net = FocusClassifier(len(label_names_np))

train_classifier(net, dls, num_epochs, result_dir)

pickle.dump(label_names_np, open(os.path.join(result_dir, "

label_names.pkl"), "wb"))

# test on testing data

# test_preds, test_targets = predict_labels(net, test_loader,
label_names, use_predictor)

# pickle.dump ((test_preds, test_targets, label_names_np), open

(os.path. join(result_dir, "test_pred_targets.pkl"), "wb"))



