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ABSTRACT

TOTAL INTERNAL REFLECTION HOLOGRAPHIC

MICROSCOPY FOR CELL EXTENSION IMAGING

The study of interfacial structures is of utmost importance not only for various

research fields such as cell biology and display systems but also their sub-disciplines.

One of the traditional means of imaging buried structures rely on fluorescence labeling

and the use of optical sectioning with superresolution microscopy. Although it exceeds

diffraction limit, there are various shortcomings to utilize this methodology such as its

reliance on fluorescent markers, long exposure times to high cost of the imaging sys-

tem. Ultimately, these limitations position the existing technologies unideal for live cell

imaging, including the imaging of surface proteins of a living cell. A label free quanti-

tative phase imaging method is realized in this study to enable imaging of an interface

between different media. This system is based on off-axis holographic microscopy and

uses a high numerical aperture (NA) microscope objective to achieve total internal

reflection (TIR). Existing literature on total internal reflection holographic microscopy

utilizes prism to achieve TIR which limits the working distance of objective to be large

hence resolution. Proposed system relies on a 100x objective with 1.49 NA to improve

resolution and magnification. Complex field which is reflected from burried interface

of the sample can be recovered by using digital holography principles. The resolution

of the system can further be enhanced by combining several illumination angles and

utilizing synthetic aperture reconstruction. Also a new iterative algorithm for maskless

grayscale lithography which uses quantitative phase measurements as feedback is real-

ized in this study. Phase measurements are performed via an off-axis digital holography

configuration. A spiral phase plate which has uses in superresolution microscopy tech-

niques is produced with proposed algorithm and shown to perform better compared to

classical method.
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ÖZET

HOLOGRAFİK TAM İÇ YANSIMA MİKROSKOBUYLA

HÜCRE UZANTILARININ GÖRÜNTÜLENMESİ

Arayüz yapılarının incelenmesi biyoloji, ekran sistemleri gibi bir çok alan ve alt

alanları için büyük öneme sahiptir. Klasik olarak bu yapıların incelenmesi floresan

boyayla işaretlendikten sonra optik kesitleme, süperçözünürlük görüntüleme sistem-

leri ile birleştirilerek yapılmaktadır. Bu yöntemlerle kırınım limitini aşan çözünürlük-

lere ulaşılabilmesine rağmen floresan görüntüleme için gereken uzun pozlama süreleri,

yüksek maliyet gibi bir çok sıkıntıyı beraberinde getirirler. Bu kısıtlamalar var olan

yöntemleri canlı hücre görüntüleme uygulamaları için elverişsiz kılmaktadır. Bu pro-

jede hücre ve bulunduğu ortam arasındaki bir işaretlemeye gerek kalmadan incelemeyi

sağlayacak bir nicel faz görüntüleme sistemi gerçekleştirilmiştir. Eksen dışı bir holog-

rafik mikroskop temelli olan sistem, tam iç yansımayı yüksek numerik açıklıklı bir

objektif kullanarak oluşturacaktır. Literatürde var olan çalışmalarda tam iç yansıma,

bir prizma kullanılarak gerçekleştirilmektedir. Fakat prizmanın fiziksel boyutları, kul-

lanılacak objektifin numerik açıklığını ve sistemin büyütmesini sınırlamaktadır. Bu-

rada geliştirilen sistemde 1.49 numerik açıklığa sahip 100x bir objektif kullanılarak

hücre arayüzünde bulunan yapıların görüntülemesi yapılacaktır. Örnekten yansıyan

kompleks dalga dijital holografi prensipleri kullanılarak geri oluşturulacaktır. Sis-

temin çözünürlüğü birden fazla aydınlatma açısından elde edilen kompleks alanların

birleştirilmesi ile kırınım limitinin üstüne çıkabilecektir. Bunlara ek olarak micro-

optik malzemelerin üretilmesine olanak sağlayan yeni bir maskesiz litografi algorit-

ması bu çalışmada gerçekleştirilmiştir. Öne sürülen algoritma dijital holografi ile

elde edilen nicel faz görüntülerini kullanarak litografi için kullanılan maskeyi sürekli

güncellemektedir. Bu sayede süper çözünürlüklü görüntülemede kullanılan bir spiral

faz maskesi üretilip klasik metoda göre daha iyi bir sonuç verdiği gösterilmiştir.
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1. INTRODUCTION

1.1. Holography

Holography was first developed by D. Gabor in 1948 and brought new possibil-

ities to optics as this method enabled the recovery of the physical wavefront [1–3].

The hologram is created by interference of a reference wave and the diffraction pattern

generated by an object. The hologram can later be illuminated by the same reference

wave to obtain the image of an object at desired distances. Another recording con-

figuration is proposed by Denisyuk in 1962 [4]. In Denisyuk’s configuration, object

is placed behind the photosensitive plate at very close distances. The light reflected

from object and incoming light creates an interference pattern which creates hologram.

However, effective employment of this technique to light waves requires coherent light

sources, namely lasers and photo-sensible materials with sufficient dynamic range and

resolution. First successful multicolor reflectance holograms are produced by Stroke

using Denisyuk configuration in 1966 [5]. Nonlinearity of photoresist, the fixation of

diffraction pattern after illumination were still important practical limitations which

prevented the wide use of holography. To circumvent these material dependent ’analog’

problems, the first concept of digital holography is introduced by Goodman in 1967 [6].

Following the advancement in lasers and digital detectors, digital holography is mainly

developed in the 90s [7–12]. The use of digital detectors as recording media removed

the requirement for physical recording and enabled recovery of the wavefront in the

digital domain by the propagation of fields numerically. The retrieval of complex field,

amplitude, and phase became especially useful in imaging biological samples as their

amplitude contrast is low because they are mostly transparent, and high-resolution

topographic imaging with high z resolution [13–16].

A non-exhaustive list of Nobel prize winners which directly or indirectly con-

tributed to development of digital holography is given in Table 1.1 [17].
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1.1.1. Phase Imaging

Digital holography allows recovery of the complex wavefront in terms of ampli-

tude and phase. Unlike other amplitude-based methods, phase recovery opens up new

possibilities with mostly transparent materials. This advantage is highly desirable in

imaging biological samples as most biological specimens provide weak amplitude con-

trast. The common imaging devices such as cameras, photodetectors, and the human

eye are only sensitive to light intensity, so phase imaging is not a trivial problem.

There are other non quantitative methods to measure the phase of the specimen, such

as phase-contrast imaging [18, 19], differential interference contrast imaging [20], etc.

These methods will be discussed briefly in this section as an introduction to state of

the art for phase imaging.

Table 1.1. Nobel prizes in physics which are important for development of digital

holography.

Year Recipient(s) Awarded for

1907 Albert Abraham Michelson Optical precision instruments

1953 Frits Zernike
Invention of the phase contrast

microscope

1964

Charles Hard Townes

Nicolay Gennadiyevich

Aleksandr Mikhailovich Prokhorov

Laser principle

1971 Dennis Gabor
Invention and development

of the holographic method

2000 Jack S. Kilby Invention of the integrated circuit

2009
Willard S. Boyle

George E. Smith

Invention of an imaging semi-

conductor circuit - CCD sensor

Phase-contrast microscopy was first proposed and developed by F. Zernike in

1934 [21]. This method relies on the interference between non-diffracted wave coming

directly from illumination and wave diffracted from the specimen. The phase of speci-
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men is encoded to the intensity contrast which can be recorded by traditional recording

devices. The imaging system has a standard illumination with an annular condenser

placed at the output. The annular illumination allows the separation of diffracted

and non-diffracted beams as shown in Figure 1.1. In this figure the dashed line shows

the optical path by diffracted light. To introduce a λ/4 phase shift in diffracted light

to generate interference pattern on imaging plane, a phase plate is placed after the

sample on the pupil plane to the non-diffracted wave’s optical path. An additional

gray filter can be placed on the non-diffracting wave’s optical path to match the in-

tensities of waves to utilize the recording device’s dynamic range better. The resulting

phase contrast image has intensity proportional to the optical path length (OPL) of

the specimen.

Figure 1.1. Typical phase contrast microscopy setup.

Differential interference contrast microscopy is developed by Nomarski [22, 23].

This method relies on the gradient of phase to create contrast unlike the phase contrast

method in which the intensity is proportional to OPL difference across the sample. The

illumination light is divided into two orhogonal polarization state by utilizing a Wol-

laston prism and falls onto sample plane with slight offset in the direction decided by

orientation of Wollaston prism. These two rays carry out the phase information of

sample at respective points and are recombined before detection to create an interfer-
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ence pattern. The amplitude of interference pattern is proportional to OPL difference

between two rays, so effectively creates an image for phase gradient of specimen.

1.1.2. Principles of Holography

Holography was first developed by D. Gabor in 1948 and experimentally demon-

strated by electron beams. The motivation behind this work was to image microscopic

objects with small wavelength light and reilluminate the recorded hologram with a

bigger wavelength to achieve magnification with high resolution. Gabor preferred a

holographic approach to achieve this as lenses were not experimentally practical for

electron beams. The development of holography improved the spatial resolution for

electron beam imaging.

Holography relies on the interference pattern created by two coherent waves.

One of the waves comes from the object and carries information of the object and is

generally called object wave, whereas the second wave comes from a reference plane and

the properties of the reference wave are usually well-known. The interference pattern

can be recorded by a photosensitive plate for classical holography or by a digital camera

for the case of digital holography. In the classical case, the interference pattern creates

a corresponding diffraction pattern on a photosensitive plate, and the object wave can

be recovered by illuminating this pattern with the same reference wave. This method

enables the recovery of full complex field.

The interference pattern on the sensor can be described as the sum of two perfectly

coherent waves with the same polarization. The resulting intensity becomes

I(x, y) = |o(x, y) + r(x, y)|2 , (1.1)

= (o+ r) · (o+ r)∗, (1.2)

= |o|2 + |r|2 + or∗ + ro∗. (1.3)

Here o corresponds to the complex object wave and r corresponds to the complex ref-

erence wave, whereas (x, y) shows the coordinate system on the detector. In Equation
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(1.3), the first two terms correspond to the intensity of object and reference beams, re-

spectively, and can be recovered utilizing classical incoherent imaging setups. However

last two terms carry out phase information and require a coherent illumination to be

recorded.

If two waves are expressed by their amplitude and phase such as o = |o| eiϕo and

r = |r| eiϕr , resulting intensity calculated in Equation (1.1) can be written as

I =
∣∣|o| eiϕo + |r| eiϕr

∣∣2 , (1.4)

= |o|2 + |r|2 + |o| |r| ei(ϕr−ϕo) + |o| |r| ei(ϕo−ϕr), (1.5)

= |o|2 + |r|2 + 2 |o| |r| cos(ϕo − ϕr), (1.6)

= I0 + I1 cos(∆ϕ). (1.7)

In Equation (1.7), the I0 = |o|2+|r|2 term corresponds to background intensity whereas

I1 = 2 |o| |r| shows the envelope for phase dependent intensity. According to phase

difference, ∆ϕ, between the object and the reference wave the total intensity on detector

changes. The phase information is encoded in hologram using this property. Although

Equation(1.3) looks nice and clean, it is not trivial to recover the initial object field as

the last two-term includes one wave and other’s complex conjugate multiplied.

For classical holography, the diffraction pattern on the hologram is illuminated

by a known illumination for the reconstruction. In the physical model, if we ignore

the responsivity of the photorefractive plate, we can see the effect of illumination by

multiplication of illuminating complex field, u(x, y), with the recorded intensity I. This

process can be expressed mathematically as

u · I = u(|o|2 + |r|2) + uor∗ + uro∗. (1.8)

From this equation, it can be seen that the second term is equal to the object wave

multiplied with the illumination wave. So recovery of the original field is possible

by illuminating the diffraction pattern with a proper and known u(x, y) in theory.

However, the last term also carries similar information, complex conjugate of the object

wave, which corresponds to a twin image of original object and forms at the opposite
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side of hologram as depicted in Figure 1.3. If illuminating field is chosen to be same

as reference field(u = r), resulting wavefront will be equal to

r · I = r(|o|2 + |r|2) + o |r|2 + o∗r2. (1.9)

With this specific choice of u, the third term shows the object multiplied with the

amplitude of the reference wave. So theoretically, perfect recovery of original object

field is achieved by using a unity magnitude reference wave and a unity magnitude

reconstruction beam.

In the next subsection, an experimental implementation of a holography as pro-

posed by Gabor will be explained. The following subsections will focus on twin image

problem arises from in-line holography configuration and coherence requirements for

holography recording.

1.1.2.1. Lensless Holography. The Equation (1.9) does not assume anything about the

optical system and is very general for any kind of holographic recording. The original

work of Gabor focuses on lensless imaging, and in this chapter, we will introduce how

a lensless holography setup works. In this imaging configuration, a diverging spherical

wave illuminates the sample as shown in Figure 1.2. The wave diffracted from the

sample, and the non-diffracting wave continues propagating to the recording plane

with different radii of curvature, do, and dr respectively, and creates an interference

pattern on recording plane under the assumption of weakly scattering object. In this

configuration non-diffracted component of the wave acts as a reference beam.

After diffraction patterns form on photosensitive material, the hologram can be

illuminated with the same initial illumination to recover the image of original object

as expressed in Equation (1.9). This process can be seen in Figure 1.3.

The 2nd term in Equation (1.9) gives the virtual image of object, and 3rd term

causes a real image to form in the original position of object. The conjugate image is

generally called as the twin image of the image of interest.
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Figure 1.2. Recording configuration for in-line lensless holography.

Although this configuration does not use any lens to recover the original object

wave, it is also possible to produce a magnified version of the original object. Magni-

fication can be achieved by using a reference wave with a different radius of curvature

between at the steps of recording and reconstruction. This can be implemented by

either changing the position of the illumination source or by utilizing a source at a

different wavelength. The magnification achieved by these changes can be expressed

as [24]

Mlat =

∣∣∣∣1 + do

(
λ

λ′
1

dr
′ −

1

dr

)∣∣∣∣−1

, (1.10)

in which dr and dr
′ refers to position of illuminations for recording and reconstruction

respectively, do shows the distance of object to recording plane, and λ ,λ′ refers to

recording and reconstruction wavelength respectively. For example, if wavelength stays

constant through experiments, to magnify an object dr
′ > dr should be satisfied.

As one can notice from Figure 1.3, the undesired components from the virtual

image and original non diffracted wave continue to propagate with the object wave,

which hinders the obtained image quality and resolution for the object. The twin

image problem, which arise from this so-called in-line holography configuration can

be circumvented by utilizing an off-axis configuration which will be discussed in the
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following chapters.

Figure 1.3. Reconstruction configuration for in-line lensless holography.

1.1.2.2. Off-Axis Configuration. The creation of twin image in so-called in-line con-

figuration was the main problem for further development in holography. To decrease

the effect of the twin image, using a slightly defocused hologram was proposed by Ga-

bor [2]. However, the main solution to this problem is presented by Upatneiks and

Leith, which utilized a reference wave with a slight propagation angle compared to

object wave [25]. Since the reference wave is not moving in the system’s optical axis

(or
−→
k ref is not parallel to optical axis) , this configuration is named off-axis geometry.

Usage of off-axis beam corresponds to multiplying object wave with a linearly increas-

ing phase function, which shifts the spatial frequency components of the object wave

and its conjugate in opposite directions in the Fourier plane. The multiplication with a

sine wave to isolate the desired signal was a well-known procedure in signal processing.

The off-axis concept was realized again by Leith and Upatneiks [26] in 1964, and first

quantitative phase measurement was performed by Carter in 1970 [27].

In Figure 1.4,
−→
ko denotes the wave vector for the object wave, and

−→
krt denotes

the wave vector for the reference wave. The angle between the reference and the

object wave can be adjusted freely to completely isolate (without aliasing) the cross-
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correlation terms in Equation (1.9) in Fourier space. The object wave is generally on

the optical axis for convenience and corresponds to the ideal recording case.

Figure 1.4. Interference pattern formed by off-axis k vectors.

Figure 1.5. Recording configuration for off-axis lensless holography.

Mathematically, tilted reference wave corresponds to the original reference wave

multiplied with a linear phase function so that the tilted reference wave can be ex-

pressed as rt = rei(
−→
krt

−→x ). Here −→x = (x, y) shows the position vector in cartesian

coordinate system placed on recording plane. If we insert this new rt value to Equa-
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tion (1.9) we end up with

I = |o|2 + |r|2 + o∗rei(
−→
krt·−→x ) + or∗e−i(

−→
krt·−→x ), (1.11)

for intensity on recording plane. The geometry for recording can be seen in Figure 1.5.

From the previous equation, we can see that the cross-correlation terms are multiplied

with a linear phase which will change their propagation direction hence a chance to

negate the effects of the twin image. To reconstruct object wave, the hologram can be

illuminated with the conjugate of reference beam, which yields

r∗t I = r∗t
(
|o|2 + |r|2

)
+ |r|2 o∗ + o(r∗)2e−2i(

−→
krt·−→x ). (1.12)

From Equation (1.12), we can see that every term is propagating in a different direction.

If the distance between object and recording plane is sufficiently large for a given tilt

angle, spatial separation of terms is possible, which removes the effect of twin image

and zero-order for reconstructed object wave. The geometry for reconstruction with

tilted illumination wave can be seen in Figure 1.6.

Figure 1.6. Reconstruction configuration for off-axis lensless holography.
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In theory, there is no limitation for tilt angle for the separation of terms. However,

experimentally tilt angle is limited by the resolving capability of the medium (grain size,

photopolymer definition etc.) and starts becoming a significant limitation, especially

for digital holography. The increase in tilt angle creates an interference pattern with a

shorter period hence requiring a better resolving capability to be properly sampled on

photosensitive film. Holographic films have typical minimum definiton capabilities of

thousands of lines per millimeter, allowing tilt angles up to tens of degrees [28].

1.1.2.3. Coherence. For simplicity, up until now, the reference and object wave is

considered to be perfectly coherent. Although this assumption can be justified by the

development of narrow-band lasers, it is useful to utilize lasers with short coherence

length to decrease the effect of parasitic interference coming from reflections in the

optical system. The intensity and quality of interference pattern for recording greatly

depend on coherence, and coherence can be divided into two parts, spatial coherence,

and temporal coherence. This section will cover the mathematical analysis of these

two types of coherence. Temporal coherence shows the ability of waves to interfere

in the time domain. Experimentally, the difference in propagated optical path length

creates a time shift (or temporal shift) in one of the waves. Mathematically temporal

coherence can be expressed as

Γ11(τ) = ⟨u∗
1(t)u1(t+ τ)⟩ . (1.13)

For a monochromatic wave, Γ11 gets its maximum value. The Γ11 tends to be in a

gaussian shape and value of it decreases by the increase in bandwidth (∆λ) of light

source since temporal behavior of a light source is depends on the Fourier transform of

its spectral properties. Thus, a term called coherence time can be defined to show τc

required to decrease fringe contrast to 1/e of its maximal value. From this definition

also coherence length can be defined as Lc = c · τc. Here c denotes the speed of light in

vacuum. So experimentally, it is important to keep optical path length differences to

stay below Lc value to get sufficient fringe contrast. This generally brings a requirement

to have a delay line to match optical path lengths for object illumination and reference

arm.
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Spatial coherence, much similar to its temporal counterpart, shows the ability

of waves emitted from different points in the same wavefront to interfere. Since they

are on the same wavefront, spatial coherence is independent from temporal coherence.

Spatial coherence can be expressed as

Γ12(r1 · r2) = ⟨u∗(r1)u(r2)⟩ . (1.14)

Here r1 and r2 shows the emission points for waves. Γ12 is maximal for a point source

and value of Γ12 decreases as the size of source increases.

In the early days of the holography, the coherence – temporal and spatial - were

the main problem that prevented high-quality holograms as laser technology was not

fully matured. This was especially problematic for holography as interference in wide-

field is required to generate a hologram and to reconstruct the original field. Experi-

mental effects of coherence can be seen with a slight modification to Equation (1.3),

I(x, y) = |o|2 + |r|2 + (o∗r + or∗)G12(x, y). (1.15)

Here G12 ∈ [0, 1] is a weighting term indirectly related to coherence properties of light

Γ12 (r1, r2, t). For ideal case this weighting term equals to one, and for incoherent

illumination it is equal to zero.

The classical common path configuration ensures coherence by utilizing self-

diffraction of illumination beam to generate holograms so that optical path difference

is close to zero between interfering parts. Also, illumination is done by spatially filtered

source which ensures spatial coherence.

1.1.3. Digital Holography

The development of classical holography paved the way for exciting applications

such as wavefront recovery and lensless imaging. However, recording a hologram was

still troublesome because exposure time had to be carefully adjusted to be in the lin-

ear region of photosensitive material. Even then, the nonlinearity of material caused
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some higher-order diffraction terms to be generated, which eventually increases noise

in reconstruction. Also, after illumination, the resulting hologram should be further

processed chemically to fixate the diffraction pattern for long-term use and reconstruc-

tion, which takes a long time and greatly determines the reconstructed field’s quality.

The development in electronics opened up the possibility of using digital cameras in-

stead of photosensitive plates for the recording medium. Following the advancements

in computation capabilities of computers, digital cameras also allowed reconstruction

of wavefront digitally in near real-time. However, sampling capabilities of photosen-

sitive plates are typically ten times higher than current digital cameras, so usage of

digital holography has a disadvantage in that regard. But digital holography enables

quantitative phase imaging which is not possible in classical holography.

Another possibility opened up with the usage of digital cameras is the employ-

ment of phase-shifting techniques for the recovery of the wavefront. This technique

utilizes the quick acquisition times of digital cameras to temporally encode phase in-

formation on hologram instead of spatial encoding like in an off-axis configuration.

This requires multiple frames to process with known phase shifts but is able to use the

whole frequency range camera can offer or, for a similar resolution, have larger FoV

compared to single-shot methods. The requirement for multiple frame decreases the

temporal resolution or rate of the phase images captured by the system. Also temporal

variations in specimen with phase shifted images causes imperfections.

The main goal of classical holography was to image an object without a lens or

construct the original wavefront. Development of digital methods enabled the recovery

of phase of specimen in addition to amplitude and turned digital holography into one

of the first quantitative phase imaging methods [14]. Phase imaging has found its

applications, in characterization of optics and microsystems, and biological sciences,

with its observation capabilities and widefield topographic measurements with high

resolution.

The general experimental setups for digital holography can be divided in to two

groups, reflection and transmission configuration. Although the acquisition and recon-
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struction steps are similar for both groups, the interpretation of the phase acquired

depends on which geometry is used. For transmission geometry (Figure 1.7, 1.9), the

amplitude of the recovered wave gives the transmission map of investigated object, and

the phase of the recovered wave gives the integrated optical path length along the il-

lumination direction (Equation (1.16)). For reflection geometry (Figure 1.8, 1.10), the

amplitude of the recovered wave gives the reflection coefficient of the reflective surface,

whereas the phase is proportional to the height distribution (or topography) of the

sample (Equation (1.17)),

ϕtrans =

∫ h(x,y)

0

2π

λ
nm(x, y, x)dz, (1.16)

ϕrefl =
2π

λ
ni · 2 · h (x, y) . (1.17)

Here ni is the refractive index of environment, nm(x, y, z) is the refractive index distri-

bution of sample, h(x, y) is the height distribution of sample, and λ is the wavelength

of light used for detection. For biological applications, since most of the samples are

highly transparent, generally a transmission configuration is used. The thickness of

cells can be estimated assuming a constant refractive index through cell [29] or total

phase (ϕtrans) can be used to calculate dry mass of cell to measure for example growth

rate of a cell colony [30,31].

Figure 1.7. A typical lensless off-axis holography setup for transmission recording.
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Depending on desired magnification and resolution, the system can directly image

the sample without an additional lens with unity magnification or by magnifying the

sample by combining the microscope objective and tube lens, which can be seen in

Figure 1.9, 1.10.

Figure 1.8. A typical lensless off-axis holography setup for reflecting samples.

For all combinations, to ensure a homogeneous illumination on sample, spatial

filtering can be applied to the light source, increasing the spatial coherence. Then

collimated beam can be divided into two by a beam splitter to be used in the object

and the reference arms. After the object beam passes through the sample or reflects

from the sample, it falls on to the detector. For off-axis configuration, the incidence

angle for the reference beam can either be adjusted by a mirror or by placing a second

beam splitter with an offset angle. A condenser lens (C) is placed in the object arm to

focus light to the back focal plane of the microscope objective (MO) to create brightfield

illumination for microscopic reflection setups but is optional for transmission setups.

The scattered light again is collected by the same MO and imaged on camera with a

tube lens. To match the curvature of the object and reference beam, a curvature lens

can be placed in the reference arm. The camera can be directly placed in the image

plane or placed with a slight offset from the image plane. For microscopic transmission

setups, a condenser can be placed before the sample to reduce unwanted diffraction

effects if beam sizes are not optimal. Then the sample is imaged onto the image plane
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with the help of a microscope objective and a tube lens similar to the reflection case.

For Figure 1.9 and 1.10, the dashed lines show the path for the diffracted beam.

Figure 1.9. A typical off-axis holography setup for transmission recording with

magnification.

1.1.3.1. Light Sources. When the holography was first developed in the 40s, finding

adequate light sources which satisfy coherence length conditions was a big problem.

At first, filtered mercury lamps were used as illumination sources [2,26]. Following the

advancement of lasers, the use of lasers became the standard in the field with their

easy accessibility and long coherence lengths. Light-emitting diodes are also used in

literature to take advantage of their low coherence length to reduce coherence noise.

One can use widely available spatial filters with desired pinhole diameter to ensure

spatial coherence at the expense of intensity loss. Utilizing fibers to create the object

and reference beams is also a possibility that intrinsically incorporates spatial filtering.

Fiber usage allows one to change illumination sources quickly to find the best laser with

spectral bandwidth to use in holography. To sum up, if there is enough intensity for

the camera to detect after beam processing, and the light source satisfies spatial and

temporal coherence requirements with a defined polarization state, any light source

can be used as illuminator for hologram recording.
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Figure 1.10. A typical off-axis holography setup for reflecting samples with

magnification.

1.1.3.2. Off-Axis Angle. There are two main configurations that allow one to recover

the full wavefront without a twin image. The first one of these methods utilizes an

in-line configuration in which the object and reference beam is propagating on the same

optical axis. The phase of the reference wave is shifted by a known amount to obtain

multiple interference pattern on the camera. These images can then be combined in

a specific fashion described by Zhang [32] to recover the object wave, which requires

multiple frames but can potentially benefit from the full space bandwidth product

that the camera can offer. The second method uses an off-axis configuration in which,

generally, the object wave propagates along the optical axis of the system, and the

reference beam propagates in an axis with a tilt angle with respect to the object wave

(or off-axis). To fully replicate the object wave, one must be careful about eliminating

aliasing effects to isolate the object wave in Fourier space properly. This requirement

sets a limit to minimum tilt angle, whereas the camera’s pixel size limits the maximum

tilt angle. We can assume that the reference beam is a plane wave for the ideal case.

Under this assumption, if we take use properties of Fourier transform to take Fourier

transform of Equation 1.11, Fourier transform of first term equals to

F
{
|o|2
}
= F {o · o∗} = ô⊛ ô∗. (1.18)
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Here we utilized the multiplication property of Fourier transform. The Fourier trans-

form of second term in Equation 1.11 gives

F {r} = R · δ (ω) , (1.19)

as the reference wave is assumed to be plane wave. The Fourier transform of third

term corresponds to a shift in Fourier domain,

F
{
o · e−i(ω0r)

}
= ô (ω + ω0) . (1.20)

Finally if we combine all the terms we end up with

Î(ωx, ωy) = ô⊛ ô∗(ω) +R2δ(ω) +Rô(ω + ω0) +Rô∗(ω − ω0), (1.21)

where ω denotes the angular frequency and has dimension of m−1. In Equation (1.21),

ω0 = (ω0x, ω0y) is the frequency modulation created by the interference pattern caused

by the off-axis illumination.

For an optically limited system, if the spectral limit of the system is imposed by

a circular aperture(for example, NA of microscope objective), typically, one can see

Figure 1.11 for the Fourier transformed version of the hologram.

In this figure ωb shows the radius for spectral bandwidth of the system and for

unity magnification system can be written as

ωb = 2π
NA

λ
. (1.22)

NA shows the numerical aperture for limiting structure in the optical setup. The 0-

order term has a radius of ωa = 2 · ωb because 0-order term is just the multiplication

of object beam with itself. Multiplication in the spatial domain equals convolution in

the Fourier domain. So spectral bandwidth of the 0-order wave is twice of the original

object wave. Distance between center of +1 order and 0-order in Fourier space is
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denoted by ω0 and is related to tilt angle by the relation

|ω0| = 2π
sin θ

λ
. (1.23)

Size of the Fourier domain is limited by the pixel size of camera. For a pixel size

of ∆x, the maximum frequency which can be distinguished by the camera equals to

ωx,max = 2π 1
2∆x

by the Nyquist theorem. The zero aliasing requires no overlap between

+1 (or -1)order term with 0-order term in frequency domain which enforces a lower

bound for the value of |ω0|

|ω0| = 2π
sin θ

λ
> 3ωb. (1.24)

The upper limit for ω0 in a diagonal direction can be found by considering +1 order

term placed with its borders touching to the limits of Fourier space. To be able to

cover all frequency components of +1 order, the center of this term should be at least

ωb

√
2 away from the corner which puts an upper limit to ω0 as

ω0 < ωx,max

√
2− ωb

√
2. (1.25)

As long as these two conditions are satisfied one can fully reconstruct the object wave.

Another constraint for tilt angle comes from the coherence requirement for an inter-

ference pattern to form. Because propagation directions are different for the reference

and the object beams, it is impossible to fully intersect two coherence volumes exactly,

as can be seen in Figure 1.12.

For a good quality hologram and consequently low noise phase image, we want

to be able to distinguish fringes in the FoV with high contrast. Since the length of

detection area in one direction is equal to N∆x, this brings us another condition for θ

tan θ ≤ Lc

N∆x
√
2
. (1.26)
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Figure 1.11. Typical organization of interference terms in Fourier space for an

optically limited recording configuration.

Figure 1.12. Overlap of coherence zones in off-axis configuration.
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1.1.4. Reconstruction

We have seen from the previous sections that the off-axis configuration allows

object wave to be reconstructed without the effects of zero-order terms or twin image.

Classically separation of images is done by propagating hologram with some amount

such that twin image and zero order terms do not overlap with the image of interest in

the spatial domain. However, beam propagation is not desired from a computational

perspective because of edge effects. The finite size of the initial matrix causes ripples

in directions perpendicular to image edges which disrupt the quality of obtained phase

image. To decrease edge effects, one can use a bigger initial matrix to see effects at

larger propagation distances. This is not desired as most reconstruction (or propaga-

tion) algorithms utilize 2D Fourier transform and computational cost of 2D Fourier

transform scales with n2 log(n). Here n shows the element number in one row of a

square matrix.

From Figure 1.11, we know that the object wave is also isolated in the Fourier

domain; given that the tilt angle is chosen to prevent aliasing, we can retrieve the

object wave with no propagation if the camera sensor is placed on the image plane.

The concept of utilizing Fourier filtering after modulation is applied to a signal was

first developed by Takeda et al. [33] for interferometric topography. This method was

later generalized and applied in digital holography by Cuche et al. [14] for recovery of

phase and amplitude.

The main advantage of Fourier filtering comes from the fact that it can reconstruct

wavefront with a single hologram acquisition. It is robust against vibrations in the

optical setup. However, since we are using only a small part of the spectral bandwidth

of the camera, we are losing either resolution or field of view compared to multi-shot

methods. After filtering, the recovered object wave can be expressed as

Ψ(x, y) = or∗ = F−1
{
F {I(x, y)} · Ŵ (x, y)

}
, (1.27)
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Ŵ (ωx, ωy) =

1, (ωx − ω0,x)
2 + (ωy − ω0,y)

2 ≤ ∆ω2
0

4

0, (ωx − ω0,x)
2 + (ωy − ω0,y)

2 >
∆ω2

0

4

. (1.28)

Here Ŵ , shows the spectral filter applied in Fourier domain and ∆w0 denotes the

diameter of filter. The case expressed in Equation (1.27) and Equation (1.28) is for an

optically limited system with equal pixel size and pixel number in both directions as

the filter is circular. Although Fourier filtering enables easy recovery of the object field,

the finite size of the Fourier domain introduces a rippling effect especially prominent

towards the edge of image. So for the recovery, windowing functions can be used to

smooth out the edge effects [34,35].

From Equation (1.28) one can notice that the filtering function Ŵ is not centered

in Fourier domain. So if the object wave is reconstructed directly after Ŵ is applied,

a linear phase modulation coming from the carrier frequency will be present in the

recovered field. An additional multiplication is required to demodulate the effect of

carrier frequency from object wave, which mathematically equals multiplying phase

image with a linear phase such that

ΨH(x, y) = Ψ(x, y) · ei(kxx+kyy), (1.29)

kx =
2π

λ
sin θ cosϕ, (1.30)

ky =
2π

λ
sin θ sinϕ. (1.31)

Here θ is the off-axis angle between object and reference beam, and ϕ is the azimuthal

angle such that ϕ = arctan
(

ω0,y

ω0,x

)
. From a computational perspective, multiplication

with a linear phase is equal to shifting in the Fourier domain. However, it has been

shown that finding the linear phase using fitting methods and multiplying the recovered

wavefront by the appropriate linear phase is generally more accurate as fitting enables

subpixel shifting effectively in the Fourier domain [36].
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1.1.4.1. Numeric Parametric Lens (NPL). Multiplication with a linear phase as de-

scribed in Equation (1.29) can be generalized to compensate for all kinds of aberrations

present in the system [36]. This is critical for the performance of quantitative phase

imaging as phase is classically more sensitive to aberrations than intensity. In addition

to classical aberration sources for imaging setups, curvature mismatch between refer-

ence and object wave can manifest itself as a phase curvature in the obtained phase

image. However, different types of aberrations can be compensated if we combine

phase curvature correction with numerical propagation to reach to the input plane.

Mathematically, one can generalize Equation (1.29)

ΨH(x, y) = Ψ(x, y) · exp

(
ik

M∑
m=0

N∑
n=0

Cmnx
myn

)
. (1.32)

Here Cmn represent aberration coefficients in the cartesian coordinates system, but

any other orthogonal basis can be used for aberration correction. C10 and C01 corre-

sponds to linear phase corrections as described in Equation (1.29), whereas C20 and

C02 corresponds to spherical aberration coming from curvature mismatch. Although

this method is very powerful, it requires a known flat surface on the specimen for phase

curvature characterization.

1.1.4.2. Reference Hologram Method. Another method for phase curvature correction

is using a reference hologram for phase correction, which requires a hologram obtained

from an empty (or flat) field of view. After Fourier filtering, recovered field contains

wavefront deformation coming from the optical system. Deformation compensated

object wave can be recovered by simply doing a complex division with a reference

hologram

ΨH(x, y) =
Ψ(x, y)

Ψref (x, y)
=

∣∣∣∣ Ψ(x, y)

Ψref (x, y)

∣∣∣∣ exp (i [ϕ(x, y)− ϕref (x, y)]) . (1.33)

The subtraction term in exponential corresponds to deformation compensation in

phase, and the amplitude division corresponds to the amplitude normalization for

obtained hologram. The amplitude normalization can also be employed by just taking

the intensity image of the object by blocking the reference beam. However, amplitude
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normalization is not necessary when only phase correction is desired. Since imperfec-

tions in optical setup are reproducible, phase aberrations obtained from the different

empty fields of views can be averaged for phase compensation [37,38].

1.1.4.3. Numerical Propagation. If the detector is not placed directly on the image

plane of the optical system, as in the case of lensless holography, it is necessary to

propagate obtained field to recover the object wave at focus. Although classically, this

propagation was done through physical media such as illuminating the diffraction pat-

tern, development in digital holography and computation power of computers enabled

propagation calculations to be done digitally.

There are different methods for wave propagation, such as angular spectrum

method, Fraunhofer approximation, Fresnel approximation, etc. The most commonly

used method is Fresnel approximation derived from Fresnel-Kirchoff diffraction integral

as described by Goodman [24]. Fresnel approximation relies on propagation distance

being much bigger than the wavelength (d ≫ λ), which is generally the case for optical

systems. According to this approximation, the phase of the wave in the image plane

can be written as [39]

ΨI(x, y, d) =
eikd

λd

∫∫
ΨH(ξ, η) exp

(
i
π

λd

[
(x− ξ)2 + (y − η)2

])
· dξ · dη. (1.34)

Here ΨH(ξ, η) is the recovered field in the recording plane, d is the propagation distance,

and (x, y) is the cartesian coordinates on the image propagated plane. The terms

of Equation (1.34) can be arranged to allow Fourier transform to be used for the

calculation of integral

ΨI(x, y, d) =
eikd

λd
ei

π
λd(x2+y2)

∫∫
ΨH(ξ, η) exp

(
i
π

λd

[
ξ2 + η2

])
exp

(
i
2π

λd
[xξ + yη]

)
· dξ · dη,

(1.35)

ΨI(x, y, d) =
eikd

λd
ei

π
λd(x2+y2)F

{
ΨH(ξ, η) exp

(
i
π

λd

[
ξ2 + η2

])}
. (1.36)

This expression of Fresnel approximation allows Fast Fourier Transform (FFT) al-

gorithms to speed up the calculations from a computational perspective for discreet
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space. Although propagated field can be calculated using Fresnel approximation in this

form, one can see that the spatial frequencies used to take Fourier transform
(
ωx = ξ

λd

)
change with propagation distance. This changes the so-called pixel size of the propa-

gated field
(
∆x = λd

∆ξ

)
since is constant and equal to the pixel size of digital camera.

However, one can use convolution formalism to express Equation (1.34) as [40]

ΨI(x, y, d) =
eikd

λd
[ΨH(ξ, η)]⊛

[
exp

(
i
π

λd

[
ξ2 + η2

])]
, (1.37)

ΨI(x, y, d) =
eikd

λd
F−1

{
F {ΨH(ξ, η)} · F

{
exp

(
i
π

λd

[
ξ2 + η2

])}}
. (1.38)

To be more computationally effective Equation (1.37) can be written as Equation

(1.38) which utilizes well optimised FFT algorithms and takes advantage of convolu-

tion theorem in Fourier transform. This method keeps pixel size constant through all

propagation distances, however is more computationally costly as it generally requires

two FFT calculations.

1.2. Total Internal Reflection

Total internal reflection (TIR) is the optical phenomenon that occurs when light

coming from a medium with a high refractive index to a medium with a low refractive

index totally reflects if the incidence angle is bigger than a critical value. Although

Kepler first described this phenomenon in 1611, the theory was completed by Fresnel

in 1821, including phase shift obtained from reflections. The critical angle can be

found from Snell’s Law and equals to θc = arcsin (n2/n1). Here n1 and n2 shows the

refractive index for the first and second medium, respectively. According to Snell’s

Law, the behavior of light can be seen in Figure 1.13. Although the light is totally

reflected from the surface separating the two mediums, a non-propagating and non-

energy carrying evanescent wave that decays very fast emerges in the second medium,

typically in 1/3λ .

Although there is no propagating wave in the second media, the evanescent wave

can still be absorbed by dye molecules and cause fluorescence. Also, the phase and am-

plitude of the reflected wave can still be affected from refractive index inhomogeneities
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found in second media as expressed by Fresnel equations which will be discussed in

Section 1.2.3. The shallow penetration depth makes TIR a suitable candidate for the

study of interface structures.

Figure 1.13. Refraction and reflection of light for different incidence angles according

to Snell’s Law.

1.2.1. Total Internal Reflection Fluorescence Microscopy (TIRFM)

Total internal reflection fluorescence microscopy(TIRFM) was first developed by

Axelrod in 1981 [41] to study cell-substrate contact more closely. The excitation laser

has an incidence angle larger than the critical angle for the glass-cell medium interface,

so it is totally reflected. However, an evanescent wave, which decays exponentially

with distance to the interface, can still excite fluorophore molecules inside/on the cell

membrane. The fluorescence signal can then be collected by a microscope objective

for imaging purposes, as depicted in Figure 1.14. Typical penetration depth for the

evanescent wave is in the order of few hundred nanometers. The main advantage of

TIRFM is that since mainly fluorescence dyes close to the cell glass border are excited,

the background signal coming from other fluorescence molecules spread in the cell is

lower than classical epi-illumination [42, 43]. Since a lower number of molecules are

being excited by laser, the effect of photobleaching also decreases, enabling extended
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imaging times for biological samples. Although TIRFM has excellent selectivity, it has

some shortcomings in giving a general topography of cell membrane.

Figure 1.14. Objective based TIRFM illumination and detection.

The first system developed by Axelrod is designed as an addition to an already

present imaging system. To create TIR illumination, a prism that is in contact with the

specimen is placed under the sample. Evanescent wave excites fluorophores embedded

in cells to produce a signal similar to dark field microscopy.

1.2.2. TIR Microscopy

Total internal reflection microscopy(TIRM) was first realized by Ambrose in 1956

to study the surface contact formation of moving cells [44]. In his work, a light with an

incidence angle greater than the critical angle for glass-water interface illuminates the

sample which is totally reflected from interface. Suppose an object with a refractive

index slighty larger than water is in close proximity to the interface. In that case,

the total internal reflection becomes ‘frustrated’, and the amplitude of reflected light

decreases at the point of contact. Utilizing this property, Ambrose proposed two main

configurations for total internal reflection microscopy: dark-field and bright-field.
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An experimental setup for dark field configuration can be seen in Figure 1.15.

For this configuration, the sample is illuminated by light that experiences TIR from

the glass-water interface. The evanescent wave produced by TIR couples out in the

presence of cell contact in an illuminated area. The scattered light then can be collected

by a microscope objective to create a TIRM image of the specimen. The bright spots

in the image show the points of contact for cells.

Figure 1.15. Dark-field configuration for TIRM.

Microscope objective is placed in the reflection path for illumination light for

bright field configuration as shown in Figure 1.16. The TIR gets frustrated in the

areas where the cell is in close contact with glass, so these spots show as dark areas

when imaged by the objective. Although this early example utilizes the ‘binary’ signal

to detect contact areas, one can assess the distance between glass-water interface and

cell membrane by looking at the amplitude of reflected light with the assumption of

a known refractive index. The intensity of an infinitely wide evanescent wave can be

expressed mathematically as

I(z) = I0e
− z

d . (1.39)
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Here z represents the distance between object and interface, and d,

d =
λ0

4π

1√
n2
1 sin

2 θ − n2
2

, (1.40)

for the TIR case. Using this reflected light intensity dependence on distance, Prieve

measured the distance between colloidal particles with a axial resolution of one nm [45].

Figure 1.16. Bright-field configuration for TIRM.

1.2.3. Fresnel Coefficients

Although the TIR can be seen from Snell’s Law, a complete explanation of

phenomenon can be understood using Fresnel’s reflection coefficients, including phase

shifts. For s-polarization (rs) (TE mode) and p-polarization (rp) (TM mode) reflection

coefficients are [46]

rs =
n1 cos θi − n2

√
1−

(
n1

n2
sin θi

)2
n1 cos θi + n2

√
1−

(
n1

n2
sin θi

)2 , (1.41)
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rp =
n1

√
1−

(
n1

n2
sin θi

)2
− n2 cos θi

n1

√
1−

(
n1

n2
sin θi

)2
+ n2 cos θi

. (1.42)

Here n1 is the index of refraction for first medium, n2 is the index of refraction for

second medium, and θi is the incidence angle for the incoming wave. The amplitude

of reflected wave can be found by squaring the reflection coefficients

Rs = |rs|2 , (1.43)

Rp = |rp|2 . (1.44)

For the TIR case (n2 > n1 sin θi), the reflection coefficients turn into complex values.

These complex reflection coefficients can be written as

rs =
n1 cos θi − in2

√(
n1

n2
sin θi

)2
− 1

n1 cos θi + in2

√(
n1

n2
sin θi

)2
− 1

= exp (−i2ϕs) , (1.45)

rp =
in1

√(
n1

n2
sin θi

)2
− 1− n2 cos θi

in1

√(
n1

n2
sin θi

)2
− 1 + n2 cos θi

= − exp (−i2ϕp) . (1.46)

Here ϕs and ϕp denotes the phase obtained by reflected wave and equals to

ϕs = arctan


√
(n1 sin θi)

2 − n2
2

n1 cos θi

 , (1.47)

ϕp = arctan

n1

√
(n1 sin θi)

2 − n2
2

n2
2 cos θi

 . (1.48)

The plotted graph for reflectance (R) and phase for glass-water and glass-air interface

can be seen in Figure 1.17 and Figure 1.18. The TIR starts when the amplitude of

reflected wave is equal to 1. This requirement corresponds to an incidence angle of

41.21◦ for glass-water interface, and 61.18◦ for glass-water interface. From reflectance

graphic we can also see the brewster angle,in which the reflectance for p polarization

completely vanishes. The phase shift of reflected wave depends on refractive index

ratio of two media and polarization for incoming wave. For these figures, the refractive
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index for glass, water, and air is assumed to be 1.518,1.33 and 1, respectively.

Figure 1.17. Reflectance coefficients for glass-air and glass-water interface for s and p

polarizations.

Figure 1.18. Phase shift obtained from TIR for glass-air and glass-water interface for

s and p polarizations.

In theory, it is possible to design a system, which measures the phase change of

reflected light to measure the refractive index of an object immersed in a medium with
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known refractive index. The precise position of the object is also can be found from the

amplitude of reflected as in TIRM. The additional phase information of phase, helps

to characterize the object embedded in the medium.

The digital holography (DH) allows us to measure phase of wavefront quantita-

tively. So one can combine DH with TIRM for refractive index measurements, or to

obtain topography of immersed object. Combining TIR with DH was first done by

Ash et al. in 2008, and this new imaging modality is called total internal reflection

holographic microscopy (TIRHM). A more in depth examination for TIRHM is given

in Section 2.
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2. Total Internal Reflection Holographic Microscopy

(TIRHM)

2.1. State of the art TIRHM

The first TIR Holographic Microscope (TIRHM) was developed by Ash et al.

in 2008 [47]. This early example utilizes a prism to achieve TIR on sample, limiting

the working distance of objective to be large and resulting in poor spatial resolution

compared to conventional imaging systems. However, this work showed that TIRHM

could be used as a complementary tool for widely used TIRF as it has the potential to

recover the surface topology of specimen.

The availability of high NA objectives opened up the possibility of objective-

based TIRHM. The use of objectives improved spatial resolution, and TIRHM is used

to quantitatively characterize cell adhesion to petri surface [48–50] . TIRHM also

obtains super resolved images with an in-line configuration and synthetic aperture

approach [51]. However, matching amplitude and phase for obtained fields to create a

super-resolved field becomes trivial when an off-axis configuration is used for hologram

capture.

In this study, an objective based TIRHM system is realized. The system’s design

allows the apperture synthesis to further improve the spatial resolution. The system

holds the potential for simplification and multimodal imaging [52,53]. We have demon-

strated our system’s capabilities by imaging microspheres with a diameter smaller than

the diffraction limit, liquid interface, and living osteosarcoma (U2OS) cell extensions.

Results show the potential strength of our method in studying cellular interfaces and

other applications.
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2.2. Experimental Setup

The main goal of this project is to image cell extensions with high resolution. The

general experimental setup is designed in a similar fashion to an inverted microscope to

make it easier to work with cell culture samples. An objective-based TIR configuration

is realized in this experimental setup to satisfy the resolution condition. The incoming

beam to the objective is focused on the back focal plane of the objective (BFP) to

create a uniform bright-field illumination in the sample plane. The incidence angle for

illumination can be controlled by changing the focus position of incoming light in BFP.

If the beam is closer to the sides of the objective, the incidence angle gets larger. To

control position of the beam in BFP, a mirror is placed into the focal plane of the tube

lens (TL). The overall schematic of the experimental setup can be seen in Figure 2.1.

Figure 2.1. Schematic for built TIRHM experimental setup.
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For illumination, light coming from 660 nm laser diode is first collimated and

then coupled in to a single mode fiber. After light passes through a 1x2 coupler, one

of the coupler outputs is used for creating illumination in reference arm whereas the

other output is used for creating illumination in object arm.

In Figure 2.1, the mirror controls the position of the incoming beam on the tube

lens. Since the mirror is placed in the focal plane of the tube lens, the spatial shift on the

tube lens is translated to the focal plane of the tube lens which coincides with the BFP

of the objective. The objective (Zeiss α Plan-Fluar 100x/1.49) used in experiments has

typically a tube lens with a focal distance of 165mm and 1′′ diameter. However, a tilt

in the mirror can create beam clipping effects in the tube lens if an illumination with

1′′ is used. Using a broad illumination is desirable to get a uniform intensity in FoV on

camera for more consistent performance. So to prevent beam clipping effects, a tube

lens (Thorlabs ACT508-200-A-ML) with 2′′ diameter and a focal length of 200mm is

used. The use of a 200mm focal length tube lens increases the total magnification of

the system to M = 100 · 200
165

= 121.21.

The next significant limitation to the system comes from the off-axis angle for

the reference beam, which is critical for preventing aliasing with zero-order term as

described in the Section 1.1.3.2. The smallest resolvable distance on the camera for

coherent illumination, including the magnification, can be expressed as

dsmallest =
M · λ
NA

. (2.1)

Here M denotes the system’s magnification, λ is the wavelength of illumination, and

NA is the numerical aperture of the objective or imaging lens. For an objective with

1.49 NA, illumination light with 660nm wavelength and a magnification of 121.21, this

limit gives a spatial frequency of

ωb =
2π

dsmallest

=
2π ·NA

M · λ
= 2π · 18625m−1. (2.2)

For zero aliasing with different orders, modulation frequency for off-axis configuration
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should satisfy

2π
sin θ

λ
≥ 3ωb, (2.3)

θ ≥ 2.11◦. (2.4)

We can find the maximum pixel size for the camera considering the exact fit in Fourier

space as depicted in Figure 2.2. The size of the Fourier domain is decided by the pixel

size of the camera ∆x and equals to

ωx,max =
2π

2 ·∆x
.

Figure 2.2. Ideal placement of interference orders in Fourier space for optimum

bandwith usage.

If we consider an equal-sized pixel in x and y direction for the camera

ωx,max ≥ 3ωb√
2
+ ωb, (2.5)

∆x ≤ 17.2µm. (2.6)
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Most commonly used scientific cameras satisfy this pixel size condition.

To decrease aberration coming from possible curvature mismatch, L3 in Figure

2.1 is chosen to be the same as L4. For the reference beam, an incidence angle of

2.11 degrees can be created by sending the reference beam with a misalignment of

tan (2.11◦) · 200 = 7.36mm. This can be achieved by either controlling the position of

the beam formed after L1 and L2 or by using a diffraction grating as shown in Figure

2.3.

Figure 2.3. Schematic for built TIRHM experimental setup with grating in reference

arm to reduce effect of temporal coherence.

The use of diffraction grating also reduces the system’s temporal coherence noise,

decreasing the hologram’s phase noise and improving performance. Although the main

problem in the initial development of holography was finding illumination sources with

long coherence lengths, the effect of parasitic interference can be reduced by decreasing

the coherence length of the illumination. However, lower coherence length means larger

distribution in the spectral domain, which may cause chromatic aberrations in the
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optical setup. An additional spatial filter can be employed in the reference arm to block

undesired diffraction orders and clean the reference beam. The spatial filtering of the

reference beam becomes especially important if the diffraction grating is not perfectly

clean, as it is virtually impossible to clean surface relief gratings without damaging

the structure properly. Another problem coming from using a short coherence length

illumination source is that the optical path lengths for the reference and the object arms

should perfectly match to create an interference pattern on the camera. An adjustable

delay line is employed for both experimental configurations in reference arm to achieve

this. The design of the experimental setup is completed in CAD software. The CAD

drawings for the reference arm and object arm can be seen in Figure 2.4 and Figure

2.5, respectively. The realized experimental setup can be seen in Figure 2.6.

Figure 2.4. CAD drawing for the reference arm with diffraction grating.

2.3. Experimental Results

Experimental results are divided into three parts. The first group of results

consists of phase images taken from flat surfaces for the system’s phase noise and

incidence angle characterization. Second results are taken with microspheres presenting

the resolution limit of the system. Final results are taken from live-cell samples for the

imaging of their extensions which was the primary goal of this study.
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Figure 2.5. CAD drawing for the object arm and motorized stages.

Figure 2.6. Image of built experimental setup.
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2.3.1. Phase Reconstruction

The delay line for setup is optimized for maximum fringe visibility for hologram

capture. An example of hologram and fringes can be seen in Figure 2.7.

Figure 2.7. Interference pattern from obtained hologram to show fringe contrast.

A filter is applied to the Fourier transform of the hologram to isolate the cross-

correlation terms as described in the Section 1.1.4. Figure 2.8 shows the absolute value

of FFT of hologram in log scale. The blue circle indicates the border for the bandpass

filter applied for Fourier filtering.

The phase curvature coming from curvature mismatch between reference and

object wave and effect of linear phase terms is corrected by NPL by looking at the

profiles where the sample is flat. The FFT of filtered NPL corrected hologram and

phase obtained from this hologram can be seen in Figure 2.9a and b, respectively.

Alternatively, phase correction can be done using a reference hologram, as men-

tioned in the Section 1.1.4.2.
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Figure 2.8. Filter (outlined by blue circle) applied in Fourier domain to reconstruct

object wave.

Figure 2.9. (a) Phase image obtained from NPL corrected complex field, (b) Fourier

transform of NPL corrected complex field.

2.3.2. Flat Surface Results and Incidence Angle Characterization

Two main methods are mainly used in this project to measure incidence angle.

The first method finds the location of maxima in the first-order term in Fourier space.
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After the incoming beam interacts with the sample, some part of the beam gets scat-

tered in every direction while the remaining part totally reflects with an angle equal

to the incidence angle. If the initial illumination is uniform on the sample, Fourier

transform or reflected beam is a Dirac delta function. This clear peak can be seen in

Figure 2.9b. By measuring the distance between the center of the optically limited

bandpass of the system and the position of Dirac delta, we can find the NA for the

reflected beam, which can be turned to incidence angle by

NAincidence =
∆Nincidence

∆Nbandpass

·NAobjective, (2.7)

sin θincidence =
NAincidence

ni

. (2.8)

Here ∆Nincidence is the distance between the center of bandpass and Dirac delta in

pixel, ∆Nbandpass is the radius of the bandpass of the optically limited system in pixel,

NAobjective is the numerical aperture of the objective and is the refractive index for

immersion oil. The bandpass for the optically limiting system can be experimentally

found by considering two opposing illumination directions with an illumination angle

just above the critical angle for the system. The Fourier transform for these two cases

is given in Figure 2.10. The Black dashed circle in this figure represents a slightly

bigger bandpass for a system for viewing purposes.

Figure 2.10. Fourier transform of obtained holograms which show the bandlimit for

optically limited system for two different illumination angles.
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Although this method is straightforward to implement, the accuracy is lower

because of the low sampling capability in the Fourier domain. For built experimental

setup, angle accuracy is around ±1◦ for incidence angles around 60◦.

The second method for angle characterization utilizes the phase difference be-

tween two TIR waves. If there are two media with known refractive index in the FoV

of the system, one can measure the phase difference between two reflected waves as

shown in Figure 2.11.

Figure 2.11. Schematic for TIR wave from glass-water and glass-air interface for

incidence angle characterization.

The theoretical phase difference can be calculated from Fresnel coefficients for

reflection and depends on the incidence angle and polarization as depicted in Figure

2.12a. Polarization can be selected for incidence angle calculation.

The amplitude and phase image from the water-air border with a profile along

the blue line in the phase image is shown in Figure 2.13. The amplitude for totally

reflected waves coming from the water and air region is nearly the same as shown in

Figure 2.13a. This is because reflection coefficients R are equal to one since they are
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in TIR condition. However, the phase obtained from reflection for the two regions is

considerably different. For this specific case, the phase difference between two regions

is equal to 76.82◦ with a phase noise of 6.57◦, which corresponds to an incidence angle

of 62.16◦ ± 0.46◦, which is more precise compared to the previous method and can

further be improved using a p polarized beam.

Figure 2.12. (a) Phase difference for TIR wave from glass-water and glass-air interface

calculated from Fresnel Coefficients of reflection, (b) Penetration depth for evanescent

wave in glass-water and glass-air interface for a light with 660 nm wavelength.

Figure 2.13. (a) Amplitude image, (b) Phase image obtained from water-air border as

depicted in Figure 2.11, (c) Phase profile along the blue line for water-air border.
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With known incidence angle, phase difference value can also be used to determine

refractive index change. Plots for phase difference for an object with changing refractive

index immersed in water are given in Figure 2.14. Here Figure 2.14a shows the TE (s)

polarization case, whereas Figure 2.14b shows the TM (p) polarization. Among these θ

values, 62.26◦ corresponds to slightly above of critical angle for glass-water, and 77.15◦

corresponds to slightly below the acceptance angle for the objective. The flat region

for these graphs shows where the TIR condition is not satisfied for immersed object.

For these graphs, refractive index of water and glass is assumed to be 1.331 and 1.518.

Figure 2.14. Phase difference between waves TIR from and object immersed in

homogeneous medium for three different incidence angle for (a) s and (b) p

polarizations.

From Figure 2.14, one can argue that the smaller incidence angles are always

preferable compared to larger incidence angles because the phase difference obtained

from reflection is larger for smaller incidence angles in most cases. However, from Figure

2.12b, it can be seen that the lower incidence angle corresponds to larger penetration

depths. So the value of incidence angle should be optimized depending on application,

considering penetration depth and phase difference.
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2.3.3. Resolution Characterization

The minimum resolvable feature size on an optical system depends on the wave-

length of the light used and the numerical aperture of the objective. For coherent

illumination, minimum resolvable distance can be expressed as

dcoherent =
λ

NA
= 442nm.

For our experimental case, the wavelength of light is 660 nm, and the NA of the

objective is 1.49. The Abbe resolution limit of the same case can be found by

dincoherent =
λ

2 ·NA
= 221nm.

Which corresponds to an incoherent illumination case. Since these distances are smaller

than even group nine element six of standard USAF resolution targets, resolution tests

are completed using microspheres with known diameters. Microspheres are diluted in

a 1:1000 ratio with distilled water, and a droplet is placed on the coverglass for sample

preparation. During the evaporation of the distilled water, the surface tension of

water brings microspheres closer, so pairs of microspheres can be found easily after the

remaining water evaporates completely. For the resolution experiments, polystyrene

microspheres with a diameter of 465 nm, 380 nm, and 300 nm are selected. 465 nm

corresponds to the case where the distance between spheres is slightly bigger than

dcoherent , whereas 380 nm and 300 nm case corresponds to point where distance is

below the dcoherent but above the dincoherent.

2.3.3.1. 465nm Diameter Microspheres. Experimental results obtained from 465 nm

diameter microspheres are shown in Figure 2.15. Figure 2.15a shows the bright field

image of the microspheres to verify their positions, Figure 2.15b and c show amplitude

and phase images reconstructed from the hologram, and Figure 2.15d) shows the am-

plitude and phase profiles along a microsphere pair. Two clear, distinct peaks verify

that this setup’s resolution is better than 465 nm, as expected.
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Figure 2.15. (a) Bright-field image showing microsphere doublet (b) Amplitude image

(c) Phase image (d) Amplitude and phase profiles along microsphere doublet.

If we look more closely at the phase profile, we can see that the left side of the

double peak has a higher value than the right side. This is because the collected light

is not symmetric in the Fourier plane as we can see from Figure 2.9b. This asymmetry

results in a preferred direction for light and creates ripples in the lateral direction for

wave vector (k) of incoming light. Asymmetry can be tackled by illuminating the

sample from two opposite directions to create a symmetric image in Fourier space.

This approach of combining two illuminations with opposite directions also improves

resolution beyond the limit for coherence illumination. This method is called as the

aperture synthesis [54, 55].
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Usually, one should be careful while combining complex fields from two illumina-

tions because the k vectors are on spherical surfaces in 3D k space [56]. However, the

limited penetration depth of evanescent waves restricts the possible k vectors to a 2D

plane, so it is possible to directly add the complex fields for resolution improvement.

Figure 2.16. FFT of complex field obtained by combination of two opposite

illuminations.

The FFT of the final complex field obtained from two illuminations with opposite

directions and the same incidence angle magnitude is shown in Figure 2.16. An increase

in the bandwidth of complex field improves the minimum resolvable distance by the

system by

dc,synthetic =
λ

NAobjective +NAillumination

.

Here NAobjective is the numerical aperture for the objective and NAillumination is the

numerical aperture corresponding to the incidence angle for the illumination beam.

Since

NAillumination ≤ NAobjective,



49

the resolution obtained from synthetic aperture can reach up to Abbe limit in best

case,

dc,synthetic ≥ dincoherent.

The performance of the synthetic aperture approach has been verified by obtaining

and combining holograms in opposite illumination directions. The results are shown

in Figure 2.17. The Figure 2.17a shows the bright field image of a microsphere couple,

Figure 2.17b and c shows the profile obtained from combined phase and amplitude

images, respectively. Figure 2.17d and e show phase images obtained from single sided

illumination, and the lateral vector belonging to illumination is given by the red arrow.

Figure 2.17g and h show amplitude images obtained from single sided illumination,

and again the lateral vector belonging to illumination is given by the red arrow. Figure

2.17f and i show the combined phase and amplitude images, respectively.

The effect of synthetic aperture and illumination direction can be seen more

clearly in the closeup phase, and amplitude images belong to this FoV as shown in

Figure 2.18. Figure 2.18a,h and o shows bright field images of microsphere pairs.

Figure 2.18b,c,i,j,p and q shows phase images obtained by illumination from single

direction. Similarly Figure 2.18e,f,l,m,s and t shows amplitude images obtained by

illumination from single direction. Figure 2.18d,k and r shows combined phase images.

Figure 2.18g,n and u shows combined amplitude images.

In Figure 2.18b, one can see the tails of the comet shape, which is caused by

the lateral k vector belonging to illumination. The reversing of illumination direction

changes the direction of the comet shape. When two illumination angles are combined,

peaks in phase images get more isolated, as shown in Figure 2.18d,k and f. These

experiments are repeated in two different fields of view to remove any suspicion from

the reader.

The mean for phase and amplitude profiles obtained from nine microsphere pairs

are given in Figure 2.19. In Figure 2.19, the highlighted area shows the standard
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deviation, whereas the bold line shows the mean value.

Figure 2.17. Obtained bright-field, phase and amplitude images for 465 nm diameter

microspheres.

2.3.3.2. 380 nm Diameter Microspheres. For microspheres with 380 nm diameter, the

same experimental procedure as explained in the chapter is followed. Results can be

seen in Figure A.1, A.2, and 2.21. Two clear peaks in amplitude and phase images as

shown in Figure 2.21a and b confirms that the resolution of system is indeed enough

to resolve 380 nm features. So the application of synthetic aperture improves the

resolution of the system as expected.
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Figure 2.18. Closeup of obtained bright-field, phase and amplitude images for 465 nm

diameter microspheres.

Figure 2.19. (a) Mean phase profile, (b) Mean amplitude profile obtained from nine

different microsphere pair for 465 nm.

2.3.3.3. 300nm Diameter Microspheres. For the final set of results for resolution char-

acterization, microspheres with 300 nm are imaged and results are shown in Figure

A.3, A.4, and 2.20. Two distinct peaks in amplitude and phase images as shown in

Figure 2.20a and b, confirms that the resolution of system is indeed enough to resolve

300 nm features. The precise experimental resolution of system can be found by using

a radial resolution target in which the distance between two adjacent feature is chang-
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ing continuously with radial distance. However, production of these radial resolution

targets are not trivial for hundred nm order and require clean room to fabricate. So,

the resolution of system is verified to be better than 300 nm but exact experimental

value is unknown.

2.3.4. Preliminary Live Cell Results

For the final set of results, live U2OS cells are imaged with TIRHM setup. This

adherent cell line is derived from human bone osteosarcoma epithelial cells and has

been in the interest of mechanobiology studies due to its dynamic and thick cytoskeletal

components on the cell membrane [57,58]. Preliminary results showing amplitude and

phase images of two different cells can be seen in Figure 2.22. By setting a limit on

phase change, the area of cell which is in contact with glass can be quantitatively

measured.

In Figure 2.22a and c, the areas where cell is in contact with glass has lower

intensity compared to background. This means that the light is frustrated and the

incidence angle is not optimal, a higher value for incidence angle should be used. Also

illumination is not completely homogeneous in FoV. This can be corrected by using a

bigger beam waist for initial beam after collimation. However, in phase images contact

area has a different phase value compared to background which can be used to quantify

contact area as expected. Although these are preliminary results, it shows the potential

of current configuration.
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Figure 2.20. (a) Mean phase profile, (b) Mean amplitude profile obtained from nine

different microsphere pair for 300 nm.

Figure 2.21. (a) Mean phase profile, (b) Mean amplitude profile obtained from nine

different microsphere pair for 380 nm.
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Figure 2.22. (a,c) Amplitude image of U2OS cells, (b,d) Phase Images of U2OS cells.
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3. MASKLESS LITHOGRAPHY WITH HOLOGRAPHIC

FEEDBACK

3.1. Fabrication of Micro-optical Elements

Up until now, the focus of this thesis was to highlight the capabilities of the de-

veloped TIRHM setup. However, alternative imaging methods are available for phase

imaging, such as Zernike phase contrast microscopy, which requires a specific phase

plate. Also, other super-resolution approaches such as stimulated emission depletion

microscopy (STED), require a phase plate to create depletion illumination [59]. Al-

though spatial light modulators (SLM) are widely used to control the phase of light,

they are generally an overkill to create non-changin phase retardation on the wavefront

as high-resolution SLMs are expensive and remain as bulky solutions where size is a

constraint for the system. Grayscale lithography is a well-known method for the pro-

duction of phase plates [60]. However, the lack of closed-loop control in lithography

applications decreases performance and increases the susceptibility of the lithography

systems to environmental changes. Also, for every photoresist, a calibration should be

done to characterize the response of photoresist to illumination to create a structure

with desired height. These requirements increase the cost and decrease the availability

of lithography setups to scientific community. This chapter introduces a new closed-

loop control algorithm for maskless lithography setups that utilize quantitative phase

imaging capabilities of digital holography.

3.2. Lithography

Lithography is the general term used for transferring the desired pattern on a

photosensitive substrate. The exposed substrate can then be developed by chemical

treatment to get the desired shape. Lithography can be divided into two parts by

transferring geometry. Proximity lithography utilizes a physical mask to block the

illumination light, which induces chemical changes in the photosensitive substrate as
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shown in Figure 3.1. In this configuration, the distance between mask and substrate is

as small as possible to reduce effects coming from the propagation of diffracted light.

Figure 3.1. Schematic for proximity lithography.

The second configuration utilizes an imaging setup to image a physical mask on

to the substrate. In this configuration, the performance of lithography dramatically

depends on the quality of the imaging setup. However, the physical mask can be

interchanged by SLMs or light projectors to create the mask dynamically. This reduces

the cost of mask fabrication and ultimately enables the prototyping for lithography

applications.

Traditionally, lithography either completely cures or does not cure the photoresist.

After the developing process, the end product has a ‘binary’ height distribution across

the sample. Although this might be desired in some cases, like in semiconductor

manufacturing, there is a need for structures whose height changes continuously like

in a lens. By changing the light dose, one can obtain 3D structures, and this method

is called as grayscale lithography.

Generally, for binary lithography, high contrast photo resists are preferred. The

high contrast means that the depth of substrate after developing process changes

quickly with exposure does as shown in Figure 3.2. Low contrast photoresist is preferred

for grayscale applications as it eases the requirements for exposure dose control.
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Figure 3.2. Etched depth vs exposure dose for low contrast and high contrast

photoresist.

Maskless grayscale lithography can be used to create a variety of structures such as

microfluidic channels [61], lenses [62], and gratings [63]. However, the efficiency of these

devices depends heavily on printing quality which requires tight dimensional control.

Tight production tolerances for feature size, height, and growth or etching rate require

a pre-calibration run on a dummy wafer or sample. This process is repeated until error

margins fall below the desired tolerances. Also, once the calibration is completed, the

environmental conditions should not change not to affect the system as the system is

inherently susceptible to environmental effects. Variations due to system drift cannot

be corrected until too late because there is no feedback mechanism to correct and

detect it in situ. An accurate, non-destructive, real-time in situ monitoring is highly

desirable for correcting the change in processing conditions as it will enable feedback

control of the system.

There are various optical characterization techniques, such as spectroscopic el-

lipsometry [64], phase-sensitive ellipsometry [65], laser reflectometry [66], multi-beam

interferometry [67], and emission spectroscopy [68] which check the requirement for

nondestructive testing but is generally used for single-point measurements. These

techniques might be adequate for planar shapes but are insufficient in providing nec-

essary feedback information to produce complex phase plates. An imaging method

rather than a single point method is preferred to fully correct any deviation in the field

of view. For this job, quantitative phase imaging stands out with its good performance
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in noisy environments. The phase of the sample can be obtained by the reconstruction

of digitally recorded holograms in digital holographic microscopy (DHM) [14] or by

various quantitative phase microscopy methods [52, 69, 70]. There are some prelimi-

nary works which utilize real-time quantitative phase imaging, but their use is mainly

limited to the characterization of etching rates [71].

3.3. Feedback Loop

Here we propose an alternative to grayscale lithography, which utilizes phase

imaging as feedback to improve printing quality. Our technique relies on the phase

retardance measurements coming from the digital holography part of the setup to

measure how phase of each point evolves in time and correct any deviations. Instead

of using a long during single shot exposure to create the desired pattern, we divide

the single shot into multiple shorter exposures to increase number of measurements.

Between each exposure, the current phase of the sample is measured and from this,

the difference to the target phase is calculated for each point. The input image for

grayscale lithography is then adjusted according to this phase difference. Since this

technique adjusts the light intensity in each step, precalibration of photoresist is not

required.

To test the hypothesis, an experimental setup which is a simple combination of a

maskless lithography and DHM is constructed. The general schematic of setup can be

seen in Figure 3.3. Our proposed system uses the hologram captured by the camera to

measure the optical phase map of sample at each step and apply required correction

by changing the pattern projected on SLM.

The digital holography part of the system utilizes an off-axis configuration to

create the hologram. The light coming from a 660 nm diode is divided into two by a

beam splitter after spatial filtering. The light in object arm first passes through a delay

line that is constructed by two right angle prism to match the optical path length of

reference arm to create interference pattern. Then light in object arm passes through

the sample and is imaged on camera by a unity magnification 4f imaging system. The
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collimated light in the reference arm is just reflected from mirrors to arrive at the

camera. Light in the object and reference arm is brought together by a second beam

splitter. The off-axis angle between reference and object arm can be adjusted by placing

the second beam splitter by a slight tilt angle. The object beam reflecting from second

beam splitter propagates in off-axis to create interference pattern on the camera. Once

hologram is captured, Fourier filtering can be applied to find quantitative phase as

explained in Section 1.1.4. Then a least square phase estimation method [72] is used

to find the total final phase.

Figure 3.3. Schematic for maskless lithography setup with DHM capabilities.

For the grayscale lithography part, an SLM is illuminated by a 405 nm violet laser

beam. The size of the beam is adjusted such that it overfills the SLM. The SLM is

then placed on to the object plane of a 1 to 1 magnification 4f imaging system whereas

sample is placed on the image plane. To reduce effect of speckles caused by the laser,a

flat top diffuser (Thorlabs ED1-S20-MD) and a home made diffuser is mounted on a dc

motor to act as a rotating diffuser is placed on the beam path. The SLM used in this
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experiment is taken out from a commercial projector (AAXA Technologies P3 Pico

Projector) with 1024x600 native resolution and 9.45 µm pixel size(Syndiant Syl2061).

Light reflected from SLM goes through a polarizing beam splitter to create contrast.

For precise exposure times, the switching state of 405 nm laser is controlled by a L298N

motor driver and Arduino. The fluence of near UV illumination on sample plane is

4.23µm/cm2.

Sample is prepared using OrmoComp® positive photoresist which is filled between

two glass slides that seperated by a double-sided tape.

The light intensity on the sample plane is correlated to the image projected on

SLM. By controlling the projected image, we can control the total light dose projected

on a point and hence control the phase retardance of that point. This allows us to create

any desired phase plate accurately without any prior calibration of the photoresist.

However, photoresists require a threshold exposure dose before curing starts. This

causes a problem for the system to reach lower phase targets and disrupts performance.

A background of proper value ensures that the exposure dose is above the threshold

value at every point in FoV. An example of addition of background to phase target can

be seen in Figure 3.4

Figure 3.4. An example of a target phase with (a) added background, (b) without

background.

A Gaussian filter of appropriate size can be applied to smooth out the edges of

background to decrease phase unwrapping errors.
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New pixel values for SLM are calculated using a linear approach. For pixel values

1-255, if the difference between the current and target phases is bigger than π, the pixel

gets a value of 255. If the difference is smaller than π, new pixel value will be ∆ϕ·255
π

.

Experimentally it is crucial to correctly map the pixels of SLM to the sample plane

so an alignment run is required. For alignment, a binary phase target consisting of four

crosshairs is written on the photoresist as shown in Figure 3.5. The centers of crosshairs

are found in the phase image obtained from DHM. The projective transformation

relating SLM pixels to the sample plane is then found by fitgeotrans() function in

MATLAB.

Figure 3.5. (a) Calibration target, (b) Resulting phase image.

For the break condition of the feedback loop, the average difference between the

current and target phase is calculated. If the average falls below a particular threshold

value, loop terminates. The overall flowchart of this method can be seen in Figure 3.6.

The exposure time is set to 50 ms for single illumination and generally after

∼ 125 iterations, loop breaks. Each iteration step takes ∼ 3 seconds, including phase

reconstruction and unwrapping. The phase reconstruction, unwrapping and creation

of new mask takes around two seconds. There is a one second wait after the new

mask is produced to ensure renewed image is projected on SLM because an interme-

diary streaming program (OBS Studio) is used to project images. So total duration of

fabrication is around seven minutes.
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Figure 3.6. General flowchart for proposed method.

3.4. Results

To test the capabilities of the system, three different phase plates are fabricated.

The first phase plate resembles a classical binary pattern with a square step in the

middle. Phase retardation of the middle square and framing background is selected

3π and π, respectively. These values are decided considering the maximum phase

retardation that the system can provide. Experimentally, the maximum value for phase

retardation is found to be around 5π. This value significantly depends on the type of

photoresist, the thickness of photoresist, and the depth of field of imaging optics. For

the background value, a trivial value of π has been chosen as it performed well.

The resulting phase plates fabricated by the traditional single-shot method and

proposed iterative method can be seen in Figure 3.7. Although the flatness of the top

surface may be acceptable for the classical method, our approach improves this by also

decreasing the standard deviation across the sample. The mean phase difference from

the target for the classical and iterative cases are 0.44 and 0.26 radian, respectively.
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The standard deviation from the target phase is calculated to be 0.1 and 0.05 radian for

the classical and iterative methods, respectively. We can see that the iterative method

provides immunity to nonhomogeneous UV illumination as the background and the

top part has an increasing profile in the classical method. In contrast, it stays close to

ideal for the iterative case.

Figure 3.7. Experimental results obtained for ’binary’ square phase target.

To test the system in constant slope scenarios, where grayscale lithography is

mainly used, a pyramid shape with a flat area in the middle is chosen to be printed on

photo-resist. The target phase for constant slope can be seen in Figure 3.4a. Results

can be seen in Figure 3.8. For this case, the mean phase difference from the target

for classical and iterative case are 0.82 and 0.18 radian, respectively. The standard

deviation of phase for the iterative method is 0.06 radian and much smaller compared

to the classical one with a standard deviation of 0.44 radian.

This result can be expected as grayscale applications generally require a calibra-

tion step to perform well. However, without any a priori calibration step, the iterative

method gets the proper slope amount by constantly correcting deviations in the system.

The effect of uneven illumination is also more pronounced here. The slope on the right

and left sides for the classical result are not equal. So even though a precalibration step
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would ensure the correct slope for one side, it still does not correct nonhomogeneous

illumination in the sample plane. This is again another powerful aspect of the iterative

method.

Figure 3.8. Experimental results obtained for constant slope phase target.

For final results, we considered a real use case, a spiral phase plate. Spiral

phase plates are elements whose phase increases with azimuth angle. Depending on

the interval of phase change [0 2πl], it can also transfer angular momentum equal to

L = lℏ . Spiral phase plates are used to create doughnut-shaped depletion beams

for STED applications, micromanipulation of trapped particles, and in phase-contrast

microscopy [73]. Results can be seen in Figure 3.9.

Since DHM gives the full complex field, the beam which forms after passing

through the phase plate can be numerically propagated. Results for numerical prop-

agation and physical propagation are given in Figure 3.10. Numerical and physical

propagation results agree with each other, and there is a clear dip in intensity at the

center beam as expected.

To sum up, a new iterative method that utilizes the DHM to create a feedback

loop for maskless lithography is realized. This presented method finds the current phase
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change of specimen near real-time nondestructively by utilizing a digital holographic

imaging setup. Using the information about phase change, the method decides on

the new intensity mask to be shown in SLM, which reduces both standard deviation

and mean difference in the resulting phase plate. This system reduces the effect of

homogenous UV intensity in the target plane, the nonlinearity of photoresist, etc., on

the final phase distribution.

Figure 3.9. Experimental results obtained for spiral phase plate.

Figure 3.10. Results for physically and numerically propagated waves after passing

through phase plate.
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4. CONCLUSION

In this study, an off-axis digital holographic total internal reflection microscope

is realized. Total internal reflection configuration removes the requirement for optical

sectioning methods for examination of interface structure. The quantitative phase

imaging capabilities of DH, enables characterization of surface topography of specimen

unlike total internal reflection fluorescence microscopy which is the standard imaging

modality for the investigation of interface structures.The incidence angle for beam can

be measured by either using Fresnel coefficients or by examining the position of non-

diffracted light in Fourier space. This enables fast and reliable calibration methods for

refractive index mapping.

The incidence angle for illumination creates lateral propagation vectors on spec-

imen which turns an image of a point to a comet like structure and creates different

resolution distances depending on direction. Since the TIR is achieved by an objec-

tive in our setup,the direction of illumination and incidence angle is controllable. The

complex fields obtained from different illumination directions can be synthesized fol-

lowing synthetic aperture approach to go beyond diffraction limit in resolution for every

direction.

The improved resolution of system is verified by imaging microspheres with di-

ameter of 465 nm, 380 nm and 300 nm. In all cases, the system is able to resolve

two adjacent microspheres clearly. With characterized spatial resolution and incidence

angle, cell adhesion experiments are performed. For cell imaging, U2OS Osteosarcoma

cell line embedded in petri dish are imaged. The cell extensions and points of contact

can be characterized quantitatively from obtained holograms.

Additionally a grayscale UV lithography method is developed where the pattern

for grayscale is updated from phase measurements of specimen in real time. This allows

for real time corrections for deviations caused by nonidealities embedded in the system.

This method removes the requirement for calibration of photoresist and shown to be
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working well even in nonhomogeneous illumination of sample. A spiral phase plate,

which has uses in differential contrast microscopy or STED microscopy, is fabricated

by proposed method and shown to perform better compared to classical counterpart.

Resulting doughnut beam shape, is imaged to verify effectiveness of proposed feedback

method for micro-optic fabrication.
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37. Colomb, T., J. Kühn, F. Charrière, C. Depeursinge, P. Marquet and N. Aspert,

“Total Aberrations Compensation in Digital Holographic Microscopy with a Ref-

erence Conjugated Hologram”, Optics Express , Vol. 14, No. 10, pp. 4300–4306,

2006.
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APPENDIX A: PHASE AND AMPLITUDE IMAGES FOR

MICROSPHERES

The phase and amplitude images obtained from 380 nm microspheres are shown

in Figure A.1. The Figure A.1a shows the bright field image of a microsphere couple,

Figure A.1b and c shows the profile obtained from combined phase and amplitude

images, respectively. Figure A.1d and e show phase images obtained from single sided

illumination, and the lateral vector belonging to illumination is given by the red arrow.

Figure A.1g and h show amplitude images obtained from single sided illumination, and

again the lateral vector belonging to illumination is given by the red arrow. Figure

A.1f and i show the combined phase and amplitude images, respectively.

The effect of synthetic aperture and illumination direction can be seen more

clearly in the closeup phase, and amplitude images belong to this FoV as shown in

Figure A.2. Figure A.2a,h and o shows bright field images of microsphere pairs. Figure

A.2b,c,i,j,p and q shows phase images obtained by illumination from single direction.

Similarly Figure A.2e,f,l,m,s and t shows amplitude images obtained by illumination

from single direction. Figure A.2d,k and r shows combined phase images. Figure A.2g,n

and u shows combined amplitude images.

The phase and amplitude images obtained from 300 nm microspheres are shown

in Figure A.3. The Figure A.3a shows the bright field image of a microsphere couple,

Figure A.3b and c shows the profile obtained from combined phase and amplitude

images, respectively. Figure A.3d and e show phase images obtained from single sided

illumination, and the lateral vector belonging to illumination is given by the red arrow.

Figure A.3g and h show amplitude images obtained from single sided illumination, and

again the lateral vector belonging to illumination is given by the red arrow. Figure

A.3f and i show the combined phase and amplitude images, respectively.
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Closeup phase, and amplitude images for 300 nm microspheres are shown in

Figure A.4. Figure A.4a,h and o shows bright field images of microsphere pairs. Figure

A.4b,c,i,j,p and q shows phase images obtained by illumination from single direction.

Similarly Figure A.4e,f,l,m,s and t shows amplitude images obtained by illumination

from single direction. Figure A.4d,k and r shows combined phase images. Figure A.4g,n

and u shows combined amplitude images.

Figure A.1. Obtained bright-field, phase and amplitude images for 380 nm diameter

microspheres.
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Figure A.2. Closeup of obtained bright-field, phase and amplitude images for 380 nm

diameter microspheres.
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Figure A.3. Obtained bright-field, phase and amplitude images for 300 nm diameter

microspheres.
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Figure A.4. Closeup of obtained bright-field, phase and amplitude images for 300 nm

diameter microspheres.


