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ABSTRACT

DEPTH ASSESSMENT OF AN ABSORBER IN A
SEMI-INFINITE MEDIUM BY CONTINUOUS WAVE

DIFFUSE REFLECTANCE

A method to locate an absorber embedded in a semi-in�nite turbid medium

by spatially-resolved continuous-wave di�use re�ectance measurements is introduced.

The possible of use the method as a priori information in di�use optical imaging is dis-

cussed. The depth of the absorber is assessed by single wavelength spatially-resolved

continuous-wave di�use re�ectance measurements by two detectors in a radial row. The

ratio of perturbations introduced by the defect at two detectors is used to be matched

with Ratio-vs.-Depth curve which are generated by approximate formulae of continuous

wave di�use re�ectance. The error due to approximation and the error in depth assess-

ment are studied for di�erent cases revealing favorable source-detector placements with

respect to planar position of the defect. The e�ect of lateral displacement of the source

with respect to defect is studied. A strategy to overcome errors introduced by erro-

neous prediction of background medium optical properties is suggested. Theoretical

results indicate that the depth of the absorber can be obtained with 0.1 mm precision

independent of its absorption coe�cient and its size for the values chosen in the study.

The approach is tested experimentally, and it is observed that theoretical results �t

with experimental data.

Keywords: Spatially-resolved continuous wave di�use re�ectance, absorber localiza-

tion, a priori information, di�use optical imaging.
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ÖZET

SAÇKAN YARI-SONSUZ ORTAMDA B�R SO�URGANIN
UZAMSAL-AYRI�MI� SÜREKL�-DALGA YAYIK YANSIMA

ÖLÇÜMLER�YLE KONUMLANDIRMASI

Yar�-sonsuz saçkan bir ortama gömülü bir so§urgan�n konumland�r�mlas� için

uzamsal-ayr�³m�³ sürekli-dalga yay�k yans�ma ölçümlerine dayanan bir metod öner-

ilmi³tir. So§urgan�n derinli§i tek dalga boyunda uzamsal-ayr�³m�³ yay�k yans�man�n

tek çizgi üzerinde bulunan iki alg�ç taraf�ndan ölçülmesiyle kotar�l�r. So§urgan�n al-

g�çlardaki ölçümde yol açt�§� kaymalar�n oran� ile sürekli dalga yay�k yans�ma den-

klemleri ile bulunan Orana-kar³�-Derinlik E§rileri kar³�la³t�r�lmas� ile so§urgan�n de-

rinli§i bulunur. Formülasyondaki yakla³�kl�§�n yol açt�§� ve derinlik kestirimindeki

hatalar de§i³ik kaynak-alg�ç yerle³tirilmeleri için çal�³�lm�³t�r. Kayna§�n so§urgana

göre yanyönklü yerle³tirilmesinin etkisi çal�³�ld�. Arkaortam�n optic özelliklerinin yan-

l�³ öngürüsü dolay�s�yla meydana gelebilecek hatalar için de bir strateji önerilmi³tir.

Çal�³man�n teorik bulgular� bir so§urgan�n derinli§inin 0.1 mm kesinlik ile so§urgan�n

so§urma katsay�s� ve ebat�ndan ba§�ms�z olarak elde edilebildi§ini göstermi³tir. Yak-

la³�m deneylerle s�nanm�³ ve teorik sonuçlar�n deneyle uyu³tu§u görülmü³tür.

Anahtar Sözcükler: Uzamsal-ayr�³m�³ sürekli dalga yay�k yans�mas�, so§urgan kon-

umland�r�lmas�, yay�k optic görüntüleme.
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1. INTRODUCTION

Use of optical radiation of visible and near-infrared (NIR) range in medicine for

diagnosis and treatment has been attractive due to its non-hazardous character with

respect to radiation in other ranges (X-ray, gamma). In 1929 Cutler [1], a method

based on visual inspection of trans-illuminated visible light transillumating human

breast was proposed and had been implemented till 1970's and early 1980 [2]. This

method has been abandoned after a multi-center study has exposed its weaknesses

with respect to conventional mammography [2]. On the other hand, it was shown

by Jobsis that [3] it is possible to monitor oxygenation state of a cat's brain in vivo

non invasively by measuring changes in intensity of NIR light passing across the head

of the cat. Subsequently a great amount of work dedicated on the improvement of

understanding light-tissue interaction, modeling of NIR and visible photon migration

in highly-scattering media and more fruitful use of NIR light in medicine has appeared

in last 4 decades.

A signi�cant but �evolutionary but not revolutionary� [3] [4] progress is seen in

biomedical optics using NIR and visible light resulting in di�erent modalities like dif-

fuse optical tomography (DOT), functional near-infrared spectroscopy (fNIRS). Even

though they are given di�erent names, there is a common point among these: they

all depend on collecting di�usely re�ected or transmitted light by optical detectors

which is injected into the medium by optical sources. In the evolution of the �eld,

mostly three di�erent approaches for collecting data are used: continuous-wave (CW),

frequency-domain (FD) and time-domain (TD).

An optical in-homogeneity in turbid media (e.g. soft tissue) may imply the

existence of a hemorrhage, tumor or high saturation of oxygenation in a case where

absorption and/or scattering characteristics of tissue changes with respect to the con-

centration of the natural chromophore. For detection and localization of such optical

in-homogeneities, illumination with non-ionizing electro-magnetic (EM) radiation in
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NIR or visible region has been utilized. Speci�cally EM radiation (600-1000 nm) is

weakly absorbed inside the biological tissue by experiencing many scattering events

per unit length diminishing the availability of ballistic photons [5], [6].

NIR radiation is used in di�use optical imaging (DOI) or tomography (DOT),

which is a medical imaging modality to obtain optical parametric maps of living tissue

[7, 8]. The main idea in DOT is the reconstruction of the probed volume by solving

a forward model of photon propagation iteratively [4] [7] [9] and to map spatially

resolved spectroscopic chromophore concentrations [10�13]. Even though DOT has

great advantages, namely use of safe wavelengths, repetitive use, portability and low

cost, it su�ers from low spatial resolution with respect to other imaging modalities

such as X-Ray tomography, magnetic resonance imaging (MRI) and ultra-sound (US)

imaging [14�16].

Recently, it has been proposed that the location of a defect inside a turbid

medium obtained by a direct localization method could be used as a priori spatial

information for recursive algorithms in DOT [17,18]. Direct localization schemes gen-

erally depend on trans-illumination measurements, which can be used for slab, �nite-

size [4] [17] [19�23] or circular geometries [18]. In contrast, for di�use re�ectance

measurements, only a few schemes were proposed to improve the accuracy in localiza-

tion [24�26]. Time domain (TD) [25,26] and frequency domain (FD) measurements [24]

which are complicated with respect to CW measurements [14] have attempted to ad-

dress this issue but no method exists for the fastest and inexpensive approach that uses

the CW illumination.

Knowledge on the depth of an absorber could be incorporated in the pro-

cess of selecting optimal regularization parameters in both CW and frequency-domain

DOI [27,28]. Adapting the modulation frequency in accordance to the known depth co-

ordinates allows increased speci�city and sensitivity in DOI [29] and increase in image

resolution [30�33]. Under-determinacy of the DOI could also be reduced by introduc-

tion of an adaptive grid mesh in the reconstructed volume of interest [33,34]. However,

co-registration of images from di�erent modalities has subtleness [34, 35] and di�erent
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imaging modalities assess the size of the defects (lesions) di�erently [36] probably due

to the inherently di�erent contrast mechanisms in operation [34] [37].

The goal of this study is to recommend a strategy to estimate the depth of an

absorber inside a turbid medium. We address the challenge via a single wavelength

SRCW di�use re�ectance for semi-in�nite geometry and show that under various probe

geometries and optical parameters, it is possible to localize the depth of the absorber

to within 0.1 mm precision. The accuracy of the method is analyzed for di�erent com-

binations of optical properties of the absorber and the medium as well as for di�erent

spatial placement of the CW source and detectors on the surface of the medium.
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2. THEORY

2.1 Optical Properties of Biological Tissue

The living tissue is interrogated by NIR light in fNIRs and DOT applications.

Physically, NIR light is multiply scattered by organelles, especially by mitochondria

and cell membranes. Since they are ubiquitous in living tissue, a similar description

of NIR light propagation can be applied for di�erent types of living tissue. Therefore,

understanding physical principles of light propagation in turbid media is essential before

presenting the current models on the topic.

2.2 Light Propagation in soft tissue (turbid media)

Electro-magnetic (EM) radiation is a self-generating physical phenomena with-

out the need of a medium to propagate through [38]. On one hand, it is conceived of

a wave-like motion with time and space-varying electric and magnetic �elds oscillating

perpendicularly and has physical attributes like frequency, wave-length, polarization

and momentum. Its mathematical derivation is given by Maxwell's (vector) equations;

it conveys energy per unit time and per unit area which is given as Poynting's theorem

(vector equation) [38,39]. On the other hand, a particle-like scheme is also used for EM

radiation. The EM-particles are called as photons whose existence has been reported

experimentally [39]. Photons cannot be chopped into halves, or in other words they are

the constituents of EM radiation, for which there is no counterpart in wave description.

Photons also do not need a physical medium to propagate. Even though the presence

of a medium is not necessary for EM propagation, the characteristics of the medium

modulate radically the EM radiation [38].

EM radiation in vacuum away from the source (far �eld radiation) is given by

solution of Maxwell's equation where there are no free electric charge and free cur-
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rent. Under these circumstances (optically isotropic, non-conducting medium), EM

radiation propagates and conveys energy in parallel wave fronts in far �eld (far from

the radiator, qualitatively a distance much bigger than the wavelength of the radia-

tion) which is a function of both time and space Eq. 2.1 and Eq.2.2 [40]. Since there are

~E = ~E0e(
~k .~r−wt) (2.1)

∣∣∣~B ∣∣∣ =
∣∣∣~E ∣∣∣
c

(2.2)

no interaction sites (scatters) for EM in vacuum (which can be considered the only �real�

homogeneous medium available), EM does not scatter and continues its propagation

theoretically till in�nity without a change in its incident direction.

In the case of EM propagation in heterogeneous medium, however, the situation

above depicted changes signi�cantly. EM radiation encountering a �heterogeneity� in

the course of its propagation, e.g. a molecule, an atom or a particle with a di�erent

refractive index with respect to material matrix, oscillates electric charges of the ob-

stacle. As a result of this interaction, accelerated charges radiate secondary radiation,

which is named as scattering. The direction and wavelength of the secondary radiation

is a complex function of many mechanisms but direction roughly can be thought as

a function of the size of the scatterer with respect to the wavelength of the incident

radiation [38]. According to Mie's theory [38] [40], as the size of the obstacle is similar

or bigger relative to the size of the incident wavelength, re-radiation of the obstacle

is biased in forward direction. The superposition of scattered wavelets results in the

EM power at a distant point. Since the superposition of wavelets is constructive or de-

structive at a certain point it is a function of the phase di�erences among re-radiating

dipoles thus phase di�erences play essential role in determining direction of scattering

(Figure 2.1). If a particle is subject to a monochromatic radiation, all dipoles oscillate
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in

Figure 2.1 A (small) particle (dielectric) is subject to incident radiation from left. Constituents
of the particle oscillate as individual dipoles and re-radiate scattered wavelets. At point P scattered
wavelets of sources interfere to result in intensity depending on the phase of the source [9] [38].

the same phase. The phase di�erences of scattering dipoles of the particle that is

detected at the point P (Figure 2.1) depend only on their relative position to that

point [41]. The size of the particle determines the relative positions of dipoles to point

P. Therefore, if the particle is small relative to the wavelength of the incident radiation,

re-radiation is isotropic, because all dipoles radiate in phase with respect to any point

in space. As the size of the particle is the same or bigger than the wavelength, the

phase di�erences among oscillating dipoles are more pronounced and interfere such that

a forward-peaked re-radiation occurs. Mie Theory [38] calculates re-radiation pattern

by spheres as a function of radius. Wavelength of re-radiation depends on the internal

structure of the particle. The other result of the interaction between EM and the

particle is the excitation of the charges present in the particle. In cases where this

excitation is transformed into thermal energy, the process is called absorption [38].

Consequently, scattering and absorption are not mutually independent processes.

This qualitative explanation noti�es how heterogeneity modi�es light propa-

gation embedded in a homogeneous medium, but a careful examination of refrac-
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tion/re�ection of light at an optically smooth interface signi�es another important

source of scattering. Most of the media under investigation (including soft tissue) are

optically dense; the molecular separation is 2-3 Angstrom (10−10m) , which is much

smaller than the wavelengths used in NIR (∼700-1000 nm). Under these circumstances,

each molecule in a medium exposed to EM radiation is not only in�uenced by inci-

dent light, but also by the resultant of the secondary �elds of all other molecules.

As it is aforementioned, secondary radiation of a molecule depends on the �eld to

which it is exposed. Thus, this is an electromagnetically many-body case because the

molecules are coupled. All these secondary and incident radiations are superposed in

a refraction/re�ection experiment of light at an optically smooth interface such that

the refracted light changes its direction depending on the ratio of refractive indices

of media. Meanwhile some portion of the incident light re�ects back into the ambi-

ent medium in the plane of the incidence. Even though experimental set-up is free

from particulate contamination, accurate measurements show that minute amount of

light scattered in all directions can be detected which is contradiction to Snell's laws

of refraction/re�ection [38]. This is due to the fact that medium is statistically ho-

mogeneous. In other words, the homogeneity of the medium is distorted by density

�uctuations due to thermodynamic arguments. Refractive index of a material can be

formulated as follows [41] Eq. 2.3 by a classical treatment,

n2 = 1 +
4πNq2

M

1

w0
2 − w 2

(2.3)

where M mass and q is the charge of the resonating molecule, w0
2 is natural frequency

of the oscillation, w 2 is the driving frequency of the incident light and N is the number

of molecules per volume. The �uctuation of molecules of optically dense medium due

to thermal agitation results in an in-homogeneity in the density of molecules. This

disturbance terminates interference of secondary radiation such that EM radiation in

unexpected directions can be detected (in other words scattered radiation). In addition

to scattering due to density �uctuations, there are also other types of �uctuations which
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cause scattering: concentration �uctuations and orientation �uctuations.

The physical processes taking role in modulating light propagation of arbitrary

wavelength in turbid medium are various and complex. However, the picture can be

simpli�ed if the medium is statistically homogeneous (atomic and molecular hetero-

geneity is small compared with the wavelength of the incident light) and the only

scatterers assumed are the particles (aggregate of many atoms or molecules) embedded

in the medium. Under these circumstances, scattering only due to particles are to be

considered because it is much larger than scattering due to �uctuations.

Soft tissue is an aggregation of closely packed groups of cells entrapped in a

network of �bers through which water percolates. At a microscopic level, the tissue

components have no pronounced boundaries [5]. They appear to merge into a contin-

uous structure with spatial variations in the refractive index. Hence, the propagation

of light in soft tissue satis�es the above-mentioned assumptions so that only scattering

processes to be considered are the ones by refractive index variations without paying

any attention to those by �uctuations. There might be also hard tissue components

surrounding the soft tissue (e.g. skull) which does not a�ect the measurements via NIR

related apparatus. A common example is detecting functional brain activation with

an fNIRS device. Thus, the presence of a drastically di�erent tissue seems not to be

signi�cantly e�ective in such measurements [42].

2.3 Modeling of light-tissue interaction parameters

Light propagation in soft biological tissue is subject to scattering and absorp-

tion. Scattering or absorption of light by the medium per distance is highly probable

if absorption and scattering properties of the medium for a wavelength is high. Scat-

tering and absorption can be considered at a microscopic or microscopic level. At the

microscopic level, the propagation modulated by the absorption (σa (λ)) and scattering

(σs(λ)) cross-sections with a unit of L2 and which are both functions of wavelength.

In this approach, a local interaction of the radiation with the medium is considered
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by these parameters which are statistical approximations of actual physical processes.

This approach is especially useful for modeling light propagation in a medium where

the heterogeneity is signi�cantly high. Typical tissue contains particles between 1 and

1000 µm [43]. On the other hand, at the macroscopic scale, absorption and scat-

tering processes are modeled as linear absorption (µa (~r, λ)) and scattering (µs (~r, λ))

coe�cients of the medium with the unit of [L−1]. They are derived by formulas [44]:

µa (~r, λ) = ρa (~r) .σa (λ) (2.4)

µs (~r, λ) = ρs (~r) .σa (λ) (2.5)

in which σa (λ) and σs (λ) are absorption and scattering cross-section of a molecule/atom

and ρa (~r) and ρs (~r) are concentrations of absorbing and scattering material [L−3]. As

The formulas 2.4 and 2.5 imply spatial averaging due to local densities of absorbers

and scatterers are preferred. This approach of averaging of optical properties of the

medium can be safely used in biomedical optics. Generally, the region-of-interest in

optical imaging is soft tissue as a bulk in the centimeter-scale thus abrupt deviations in

homogeneity of soft tissue is rare [6]. Hence it is possible to calculate light-tissue inter-

action or light propagation when the interrogated medium is bulk [43] which is typical

in DOT, fNIRS, OCT applications. Hence, these calculations use continuum models

of light propagation for which µa (~r, λ) and µs (~r, λ) are su�cient as inputs. Another

advantage of the macroscopic-averaging approach is its usefulness in the preparation

of tissue-simulating phantoms. Experiments with phantoms require tissue-simulating

media with di�erent optical properties. Utilization of various absorbers and scatter-

ers with known concentrations and optical properties results in de�nite scattering and

absorbing characteristics for reproducible and controlled experiment stances.
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A more detailed formulation of scattering coe�cient has been achieved by a

simple monodisperse model of scattering dielectric spheres:

µ
′

s (~r, λ) = 3.28πa2ρs (~r) (2πa/λ)
0.37 (m− 1)0.29 (2.6)

where, a is the sphere radius, ρs (~r) is the concentration of spheres and m represents the

ratio of refractive index of embedded scatterers to that of the background medium [5].

As it can be deduced from Eq. 2.4 and Eq. 2.5, this approach for modeling

of absorption and scattering do not involve any angular dependence with respect to

angle of incidence. However there exists tissue types with directional alignment [45�

47], e.g. myo�brils in the muscle, collagen �bers lying parallel to the skin surface.

Researchers studied both experimentally and computationally the characteristics of the

anisotropy of absorption and scattering properties of the medium. It has been reported

experimentally that re�ectance measurements are mostly a�ected by the anisotropy of

scattering [46]. In Fig. 2.2, an example of re�ectance measurement on the abdomen

at a distance of 5 mm. from the source is shown. Measurement is done in a polar

coordinate system, in which angle range is [0o,360o] and each polar line represents iso-

intensity of measured light. In the same study [46], it is reported that anisotropy is

radius dependent. In Figure 2.3, re�ectance measurements for di�erent source-detector

distances are shown. In both cases, anisotropy of optical properties clearly seems to

a�ect the re�ectance.

Another important aspect in the modeling of scattering is the angular distribu-

tion of secondary radiation due to a single scattering event, because an adequate model

of light propagation necessitates it. The term used for the function de�ning angular

distribution of a single-scattering event is scattering phase function (SPF). A useful

simplifying parameter is the mean cosine of cumulative scattering [49]:
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Figure 2.2 Re�ectance measurement on the abdomen where source detector distance is 5 mm. In
this polar diagram, the distance from the center in each direction represents the re�ectance measured
at that angle [18] [48].

〈cos (θ)〉 =
∫
S (θ) cos (θ) d (cos (θ)) (2.7)

in which S (θ) symbolizes normalized SPF. The range of mean cosine is [−1 + 1], rang-

ing from backward to forward-peaked scattering respectively. Speci�cally, a value of

zero for the mean cosine means the scattering of the medium is isotropic with equal

probability of being scattered in every direction over 4π site radians.

In soft tissue, there are various and numerous morphological features which can

in�uence light scattering. The changes in the refractive index due to cell boundaries

and the presence of intracellular organelles, such as cell nuclei and mitochondria are
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Figure 2.3 Re�ectance measurement on the abdomen for di�erent source-detector distances. In this
polar diagram, the distance from the center in each direction represents the re�ectance measured at
that angle [18], [48].

among such in�uences. The variety and complexity of these in�uences make modeling

an average scattering interaction problematic. Unknown size and distribution of the

scattering agents results in more unknowns. An averaging over volume similar to

the modeling of absorption and scattering coe�cients can be utilized for the SPF

also, namely volume scattering function [50]. In this method the scattering spread

of single-scattering events of living tissue are measured by single-photon counters in

a goniometric apparatus as shown in Figure 2.4 [49�52]. The sample is placed as a

very thin slice to avoid multiple scattering events [49�52]. Results of measurement of

volume scattering are given in Figures 2.5 and 2.6 [49�52].
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Figure 2.4 A schematic view of goniometric measurement of phase function of tissue sections. A
thin tissue sample is exposed to laser beam [52].

Measurement of phase functions indicates that scatterers of living tissue (soft)

have forward-peaked scattering properties. In the experiments very thin slices of sam-

ples are used to avoid multiple scattering, hence results of the experiments can be

considered as a statistical distribution of scattering characteristics of a single scatter-

ing event. A forward-peaked pattern suggests that size of scatterers of living tissue is

of the same size or bigger than the wavelength used (632.8 nm and 783 nm in these

particular cases). Mie's scattering theory by spherical particles give a result of >0.5

µm for the average diameter of the scatterers [49].

The ways to represent a single-scattering event to be used in light propagation

modeling are various. Though some researchers use empiric formulations for SPF [50]

in Figure 2.6, more generally adaptation of mathematical expressions from astrophysics

Henyey-Greenstein (HG), scattering theories like Rayleigh-Gans (RG), Mie are used

(Figure 2.7).

HG phase function is:

PHG (θ) =
1

4π

(1− g2)
(1 + g2 − 2g cos (θ))

3
2

(2.8)
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Figure 2.5 Measurement of phase functions of tissue at 632.8 nm. [49] [52].

where θ is the di�erence between the angle of photon before it is scattered and after it

is scattered (de�ection angle) and g is de�ned as:

g ≡ 〈cos (θ)〉 =
∫ π

0

cos (θ)PHG2π sin (θ) dθ (2.9)

It has reported that HG phase function describes single scattering in tissue very well.
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Figure 2.6 Averaged SPF for human red blood cells at 783 nm. The sharp peak at 120o is an
instrumental artifact [50].

Figure 2.7 Raygleigh-Gans and Henyey-Greenstein angular scattering distributions for single scat-
tering and g = 0.995 [53].

In biomedical optics, HG phase function has been used for modeling light prop-

agation since 1976 [54]. It was originally proposed by HG for stellar scattering. Even

though, it has been reported that there are signi�cant discrepancies between average

cosine of scattering calculated by HG and that by Maxwell equations, it is commonly

implemented in the modeling of light propagation [55] [56]. The main reasons behind

this fact are; it is a �far simpler expression�� relative to other phase functions, has

reasonably good agreement between Mie scattering below average cosine of 0.8 and it
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can be solved for scattering angle in closed form [54]. In Figure 2.8 the measurement of

laser beam de�ection for di�erent thickness of tissue samples (in this case human skin)

is shown. As the sample thickness approaches zero, forward de�ection is evident which

means scattering in tissue is forward de�ected [57]. In Figure 2.9. a comparison of Mie

scattering function and HG function is shown. In this case the discrepancy between

these formulations is signi�cant especially when the scattering angle is close 0o.

Figure 2.8 De�ection angle measurements for di�erent thickness of skin samples for He-Ne laser [57].

Further studies [46] [58] [59] have elucidated another negative aspect in the

use of HG. Eq. 2.7 shows the distribution of scattering angles in single scattering

events in the exact formulation. In Monte-Carlo simulations calculation of cosine of

the scattering angle (cos (θ)) is more important than calculation of the scattering angle

directly to speed up the computation [55] [56]. Hence it has been proposed that it is

feasible to use HG phase function in another form where cosine of scattering angle is
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Figure 2.9 Comparison of phase functions from Mie theory and Henvey-Greenstein calculations for
g value of 0.995 [54].

sampled instead of the angle [46] (Eq.2.10):

PHG (θ) =
1

2

(1− g2)
(1 + g2 − 2g cos (θ))

3
2

(2.10)

where g is the average of scattering angles (anisotropy factor of the phase function)

which can be solved for cos (θ) in closed form:

cos (θ) =


1
2g

[
1 + g2 −

(
1−g2

1−g+2gξ

)2]
if g 6= 0

2ξ − 1 if g = 0

 (2.11)

This form has been used for decades in biomedical optics. However, some dis-

crepancies have been reported [46] for sampling of scattering angle cos (θ) by the exact

formula given in Eq. 2.10 (Figure 2.10) and Eq.2.11.
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Figure 2.10 Histograms of the scattering angles θ in degrees for four distinct MC simulations.
Random cos (θ) means that the cos (θ) of has been generated during the Monte Carlo simulations.
Random θ means that θ has been directly generated during the Monte-Carlo simulation [46].

However, it has been shown that a comparison of di�erent forms of HG functions

are not meaningful [58]. If the formula given by Eq. 2.10 is accepted as a probability

density function (probabilistically to be used stochastic approaches) for the de�ection

in zenith and assuming that scattering in azimuth is of equal probability, photon distri-

bution on a sphere around a scattering center is to be uniform for isotropic scattering

events. Hence, the correct formula to be used is the one given in Eq. 2.11. The formula

given in Eq. 2.7 must be modi�ed as given below (Eq. 2.12) to satisfy the condition

of uniform photon distribution over a sphere enclosing a scattering center for isotropic

scattering.

PHG (θ) =
1

4π

(1− g2) sin (θ)
(1 + g2 − 2g cos (θ))

3
2

(2.12)

The intensity of back scattered light from a tissue by simulations depend on the

phase function used [59]. A comparison of experimental data with simulated data by
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Mie and HG phase functions indicates that for small source-detector separations (sub-

millimeter) results of simulations with HG phase function deviates from experimental

data. However, for large source-detector distances, simulations with phase functions

give similar results [59]. A possible explanation of this phenomenon is the di�erent

scattering characteristics of Mie and HG phase functions (Figure 2.11). Mie scattering

function re�ects higher backwards scattering than HG does [59]. This di�erence is

more pronounced when the source-detector distance is small. For larger distances, the

randomization of directions of photons propagating inside the medium is so e�ective

that diminishes the di�erence. A qualitative measure of this e�ect has been given by

Canpolat [59] de�ning the extent of e�ect as the region where the product of scattering

coe�cient, source-detector distance and (1− g) is below two.
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Figure 2.11 Di�erent scattering characteristics of Mie and HG phase functions [59].

2.4 Light Propagation in soft tissue (turbid media) revisited

In Figures 2.12 - 2.16 a series of experiments on light propagation in di�erent

circumstances are shown. Figure 2.12 shows the light pattern in a dilute starch solution.

From Figure 2.12 to Figure 2.16 hematocrit concentrations are 0.005, 0.014, 0.046, and

0.20 respectively. Even though, this experimental setup is not exactly the same as

realistic cases in which tissue is made up of many di�erent types (turbid media), it

ascertains that light propagation in turbid medium is transformed into a di�usion-like



21

character by multiple scattering. As scattering coe�cient of a medium is relatively

high, multiple scattering of EM radiation changes propagation into a scheme where

coherence among wavelets is lost. Further polarized light can keep its polarization

as long as a few free mean paths which is the mean of path lengths taken by photons

without an interaction. In this case even though Maxwell's equations (vector) are linear

equations where �elds are additive, light propagation becomes a power-additive case

(scalar) which is named as radiative transfer [60]. The properties of light propagation

also elucidate the e�ect of scattering coe�cient of medium on light propagation clearly.

Scattering coe�cient of media is ascending for cases in Figures 2.12 to 2.16, scattering

coe�cient modulates light into a di�use character. Besides scattering coe�cient, it can

be deduced intuitively that absorption coe�cient mostly alters the extent of penetration

of light into the medium.

Figure 2.12 Light pattern in a dilute starch solution [61].

Figure 2.13 Light pattern in blood with H = 0.005 [61].
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Figure 2.14 Light pattern in blood with H = 0.014 [61].

Figure 2.15 Light pattern in blood with H = 0.046 [61].

Figure 2.16 Light pattern in blood with H = 0.20 [61].

As aforementioned in Eq. 2.7, scattering in soft tissue is the result of refractive

index mismatches within the tissue. Hence it is deduced that when the refractive-

index-mismatch is reduced, di�usive character of photon propagation can be reduced.

In Figure 2.17, two suspensions of Rhodopseudomonas spheroids are shown in two

di�erent media. On the left side of the Figure 2.17, the text on the paper could be

read, which is not possible on the right-hand side. Propagation of photons in a medium

where refractive-index-mismatch is reduced, photons follow straight paths enabling the

reading of the paper placed behind the tubes [62].
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Figure 2.17 The suspension on the left has a refractive-index-matched solute and medium where the
solute is Rhodpseudonomas spherodes and the medium is a protein solution. On the right-hand side,
the solution is aqueous culture. Both tubes contain the same number of cells per unit volume [62].

2.4.1 General Aspects of NIR light propagation in soft tissue

The propagation of NIR light in soft tissue is dominated by scattering. As it

is shown in Figure 2.18, the absorption of tissue constituents are relatively low for

this portion of spectrum, thus light can penetrate several centimeters inside the living

tissue [6].In vivo optical properties of various living tissue are given [5]. Generally

speaking, living (soft) tissue re�ects NIR photons multiply without a change in its

wavelength (elastically), and absorbs in minute amounts resulting in a di�usion-like

propagation. However, there are tissue components like cerebro-spinal �uid (CSF)

where NIR light is not multiply scattered and not absorbed signi�cantly. Modeling of

light propagation in clear regions is drastically di�erent than that of multiply-scattering

regions [63�65].

It is very well known that propagation of photons (or EM waves) is not a�ected

by the presence of each other. In other words, the probability that a photon will travel a

certain distance is not in�uenced by the presence of other photons. Therefore, equations

governing photon di�usion must be linear in the density of photons per volume. This

property will be exploited for obtaining approximate solutions in a medium where

optical properties of the medium are not changed by the side e�ects of light-tissue
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Figure 2.18 Molar attenuation spectra for solutions of major visible light-absorbing human skin
pigments: 1-Dopa Melanin, 2-oxyhemoglobin 3- hemoglobin 4- bilirubin [5].

interaction such as heating due to absorption. In biomedical applications light intensity

is adjusted to safe level to avoid hazardous heating e�ects. Hence, it can be deduced

that in biomedicine tissue is optically static (in terms of optical properties of scattering

cross section or absorption cross section).

2.4.2 Modeling aspects of NIR light propagation in soft tissue

Modeling of NIR propagation in highly-scattering media by scalar theories can

be handled in various ways. A general approach named radiative transfer theory de-

pending on Boltzmann?s transport equation [66] [67] (namely Radiative Transfer equa-

tion (RTE)) is used. Even though this approach is of general applicability from turbid

media to clear regions, its integro-di�erential form grounds di�culties in the pursuit of

its solution. Approximations of RTE which more soluble equations have been developed

with the trade of squeezing the generality.

2.4.2.1 Radiative Transport Approach. This approach depends extensively

on transport theory developed by Boltzmann [68]. The main physical quantity de-

�ned is speci�c intensity or radiance which is generally represented by capital I in



25

biomedical applications. In nuclear reactor calculations, and statistical mechanics it

is named as angular distribution [68] and represented by f. It is a scalar function of

time, space and direction [66] [68] representing the number of photons at position r̃ ,

at time t and moving in a direction ŝ . In Figure 2.19, scattering of speci�c intensity

in a volume element ds is shown.

Figure 2.19 Scattering of speci�c intensity upon the volume ds from the direction into the direction
[66].

First a time-independent formulation of modulation of speci�c intensity can be

formulated as follows.

dI (~r, ŝ) = −ds (µa + µs) I (~r, ŝ) (2.13)

where µa and µs are absorption and scattering coe�cients respectively. Speci�c inten-

sity in the direction of decreases due to both scattering and absorption [66]. However,

since the medium is highly scattering, some contributions from scattering occurring

inside the ds is added to speci�c intensity which is directly proportional to scattering

properties. Hence time-independent radiative transfer equation (RTE) becomes (2.14):

ŝ· ~∇I (~r, ŝ) = −(µa + µs) I (r̃ , ŝ) + q (r̃ , ŝ) + µs

∫
f (ŝ , ŝ ′, r̃) I (r̃ , ŝ ′) d2 ŝ ′ (2.14)
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In Eq. 2.14, q (~r, ŝ) represents source term, scattering phase function. In the

time-dependent regime, a term to represent time dependence of I is added to the Eq.

14, and source term also becomes time-dependent. Consequently time-dependent RTE

is given as :

The equation (Eg. 2.15) depends on (local) optical properties and SPF of the

medium.

ŝ· ~∇I (~r, ŝ, t) + ∂I (~r, ŝ, t)

υ∂t
= − (µa + µs) I (~r, ŝ, t)

+ q (~r, ŝ, t) + µs

∫
f (ŝ, ŝ′, ~r) I (~r, ŝ′, t) d2ŝ′ (2.15)

Selection of an appropriate phase function enables one to calculate light prop-

agation with a signi�cant anisotropy [66]. Even though this formalism is reliable in

most cases, this integro-di�erential equation is di�cult to solve except some idealized

cases and simple biological structures [5] [13]. Another shortcoming of this formalism is

the de�nition of appropriate boundary conditions structures [5] [13] which is a di�cult

task.

Alternative rephrasing of light propagation can be given as [69] time dependent

by speci�c intensity I (r̃ , ŝ , t) (Eq. 2.16) [14] and its counterpart in frequency domain

(Eq. 2.17) [15]:

(
1

υ

∂

∂t
+ ŝ· ~∇+ µtr (~r)

)
I (r̃ , ŝ , t) = µs (~r)

∫
f (r̃ , ŝ , ŝ ′) I (r̃ , ŝ , t) dŝ ′ + q (r̃ , ŝ , t)

(2.16)
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(
iω

c
+ ŝ· ~∇+ µtr (~r)

)
I (r̃ , ŝ , ω) = µs (~r)

∫
f (r̃ , ŝ , ŝ ′) I (r̃ , ŝ ,w) dŝ ′ + q (r̃ , ŝ ,w)

(2.17)

where µtr (~r) = µa (~r) + µs (~r)

2.4.2.2 Di�usion Approximation to radiative transfer. Di�usion approxima-

tion to radiative transfer is applied to biomedical optics in many studies [5] [70�75].

The main motivation to implement approximation is to derive an equation which can be

more easily solved with respect to Eq. 2.15. As it is explained above the formulation

found must be linear in photon concentration. Hence, obtaining di�usion approxi-

mation in the form of a di�erential equation is desirable at the expense of limited

applicability with respect to Eq. 2.15.

If scattering events are assumed to be isotropic leading to a uniform angular

distribution, no net energy would be propagated through any surface present in the

region-of-interest, because net �ow of photon energy through any unit surface through-

out the medium would be diminished by equal amounts of energy passing the surface

from opposite directions. This situation is an equilibrium state in photon density which

is not realistic because photon sources and absorption will change the photon distri-

bution. Furthermore, the aim of optical methods is to interrogate deep tissue layers

by remote illumination in the order of several centimeters. Experimentally light prop-

agation has been reported as a net �ow of several centimeters inside a turbid medium.

Therefore, the solution of di�usion equation must govern physical situation when pho-

ton density is at �nearly� equilibrium all over the space in which a minute amount

photon energy transfer can shatter the equilibrium.

Such a situation is reached when a soft tissue is illuminated by NIR photons.

When photons are injected into a turbid medium via a point source they experience

multiple scattering without being absorbed signi�cantly, therefore an �almost� equilib-
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rium state is reached [66] [76]. Under these circumstances, angular scattering is also

almost isotropic. To achieve this case scattering coe�cient must be very large with

respect to absorption coe�cient. Hence (di�use) speci�c intensity can be modelled as

a summation of two components:

Id (r̃ , ŝ) = Ud (r̃) +

(
3

4π

)
~Fd (~r) · ŝ (2.18)

where F̃d (r̃) is di�use �ux vector (direction is given by a unit vector). (Figure 2.20)

Figure 2.20 Di�use intensity Id for di�usion approximation. Di�use intensity is summation of two
components: a U (constant) term and a directed term. [6]

This modeling leads to di�usion approximation (DA) of radiative transfer equa-

tion in both time-domain (2.19) and frequency domain (2.20) [69]:

−∇̃·κ (r̃) ∇̃Φ (r̃ , t) + µa (r̃ , λ)Φ (r̃ , t) +
1

c

∂Φ (r̃ , t)

∂t
= q0 (r̃ , t) (2.19)

−∇̃·κ (r̃) ∇̃Φ (r̃ , ω) + µa (r̃ , λ)Φ (r̃ , t) +
iω

c

∂Φ (r̃ , ω)

∂t
= q0 (r̃ , ω) (2.20)
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in which Φ (r̃ , t) is photon density, κ (r̃) is the di�usion coe�cient, λ is the wavelength

of the source and q0 is isotropic source. Photon density and di�usion coe�cient are

given by:

Φ (r̃ , t) =

∫
4π

I (~r, s, t) d2s (2.21)

κ (r̃ , λ) =
1

3 (µa (~r, λ) + µs (~r, λ) (1− g))
(2.22)

where µst = µs (1− g) is named as reduced or transport scattering coe�cient.

The set of equations in Eq. 2.16 and Eq. 2.17 are describing photon migra-

tion exactly if an appropriate phase function and the set of boundary conditions are

imposed. In the case of di�usion approximation, equations govern the case where

the scattering is almost isotropic. The resulting formula do not involve any scatter-

ing phase function. Also, transport theory equations 2.16 and 2.17 involve scattering

and absorption coe�cient to include light-tissue interactions, but DA equations on the

other hand involve only the di�usion coe�cient Eq. 2.19 and Eq. 2.20. The validity

of DA equations are limited where photons are multiply scattered and the orientation

of photons are randomized enough that scattering is almost isotropic. Intuitively, the

space interrogation close to source and surfaces are the volume where DA equations are

not valid. Recently, the borders of validity for slab geometries and for source-detector

distances have been reported. In slab geometry, if the ratio of thickness of the slab z

to transport mean path l is small, di�usion theory do not predict corrected values for

light propagation in turbid media. Particularly, z
l
is less than 10 for a slab thickness

of 10 mm, signi�cant discrepancies start to be seen between results of DA and exact

theories [77]. The validity of DA is diminished if the product of reduced scattering

coe�cient and distance is below two [59]. It is known that DA breaks down in the re-
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gion close to surfaces. In Figure 2.21, a comparison of photon density as a function of

depth is shown. Dashed line symbolizing approximate solution by DA equation seems

to deviate from that of exact solution (solid line in Figure 2.21) signi�cantly at the

region close to surface. Generally speaking if the direction of propagation of photons

is not randomized enough, DA is not proper to use.
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Figure 2.21 Density of photons as the function of depth inside a scattering medium. Near surface
of the scattering medium. Dashed line shows approximate solution, and solid line is for the exact
solution [78].

2.5 General properties of Monte-Carlo Simulation of Photon

Migration in Turbid Media

Even though Monte Carlo (MC) simulation of photon migration in turbid media

is not used this study, its inclusion is would be bene�cial since MC simulation is the

gold standard in biomedical optics studies.

Various physical problems have been solved by Monte-Carlo simulations. In

a typical MC simulation step �rst is to construct a stochastic model of the actual

physical phenomena. Then, multiple independent samples are obtained. They are

of probabilistic character; they o�er �exible and rigorous approach to many physical

situations. Like other stochastic methods, they also incorporate noise directly.

2.5.1 Monte-Carlo Simulation of Photon Propagation In Turbid Medium

In a MC simulation, it is assumed that photons are ballistic particles. Therefore

phenomena such as coherence and interference e�ects can be ignored and only motion
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of a photon between photon-medium interaction sites (PMIS) (step size), hitting a

boundary between a layer/layer and layer/ambient-layer, scattering and absorption

are considered. Optical properties of the medium are de�ned only by the absorption

coe�cient, the scattering coe�cient, and the angular intensity distribution of a single

scattering (i.e. the scattering phase function) event. Other e�ects such as �uorescence

are ignored. The phase function depends only on the relative angle of scattering.

Scattering does not a�ect the energy of a photon, in other words, scattering is elastic.

The optical properties of the medium are not chanced by the absorption of photons.

Values for the considered variables for a photon are determined randomly from

probability distributions. For a random variable χ, e.g. photon step size, there exits

a probability density function p (χ) de�ning the distribution of χ over the interval.

So as to choose a value for any variable the equation below is solved since there are

pseudo-random generators to provide us with a random number with a range of (0, 1)

with uniform distribution. This allows us to produce a value of any variable repeatedly

and randomly.

∫ χ

a

p (χ) dχ = ξ, ξ ∈ (0 , 1 ) (2.23)

The physical properties attributed to photons are (1) a step size determining

the distance of its next motion till scattering happening at the next photon-matter

interaction site, (2) a weight (shown as W in the text) at the beginning of their launch

into slab which diminishes due to absorption. Since they move inside the slab in three

dimensions, they are also given three directional cosines with respect to a Cartesian

coordinate system residing at the origin of the slab (the point where photons are

injected). Each photon is tracked with three spatial coordinates.

Simulation starts by launching a photon, normally injected onto the slab at

the origin with the shape of in�nitely narrow beam of photons. The position of the
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photon is initialized to (0,0,0). Directional cosines are adjusted to (0,0,1). Weight (W)

is initialized to 1. Since there could be mismatched boundary between the �rst layer

of the slab and ambient layer, specular re�ectance is included in the code. Specular

re�ectance is formulated as [79]:

Rsp =
(n1 − n2 )

2

(n1 + n2 )
2 (2.24)

At this step, the weight of the photon which is initialized to 1 is decreased by

specular re�ectance. This decrement is given with the expression below:

W = 1 − Rsp (2.25)

next, the photon is moved to the PMIS. Firstly, step size of PMIS is to be determined.

It depends on a sampling of the probability distribution for the photon?s free path

s (0 ≤ s ≤ ∞). Interaction coe�cient µt(= µa+µs), the probability of photon-medium

interaction per unit pathlength in the interval s ′, s ′ + ds ′, which is shown as P (s ≥ s ′),

and is de�ned as:

µt =
−dP {s ≥ s ′}
P {s ≥ s ′} ds ′

(2.26)

or in other form:

d (ln (P {s > s ′})) = −µtds ′ (2.27)
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We use the equation below to determine the step size of a photon depending on the

principles above, where s is the step size, µt is interaction coe�cient, and is a random

number generated by a computer:

s =
−ln (ξ)

µt

(2.28)

After de�ning step size of the photon, now the photon can be moved. The location of

the photon packet is changed according to the set of equations below:

x = x+ µxs (2.29)

y = y + µys (2.30)

z = z + µzs (2.31)

Once a photon reaches an interaction site, a fraction of its weight is absorbed by the

interaction site according to:

∆W =

(
µa

µa

)
W (2.32)

where W is the weight of photon.

What follows in the procedure is the scattering of the photon. De�ection angle,

θ (0 ≤ θ ≤ π) , and an azimuth angle, ψ (0 ≤ ψ ≤ 2π) , are to be sampled statistically.

We used the scattering function which has been de�ned by HG [80]. Since we are

interested in media with scattering events having non-isotropic character, this option
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seems reasonable, because it has been shown experimentally that Henyey-Greenstein

function describes single scattering in media with anisotropy constant (shown as g) of

about 0.9 [81]. The equation (2.33) below is used to compute the cosine of de�ection

angle:

cos (θ) =


1
2g

[
1 + g2 −

(
1−g2

1−g+2gξ

)2]
, g 6= 0

2ξ − 1 , g = 0

(2.33)

where ξ is a random number.

The azimuth angle, however, is calculated by the equation below (2.34). ξ is a

random number between 0 and 1.

Ψ = 2πξ (2.34)

The direction of propagation of the photon is updated by relations [47] below 2.35-2.37:

µ′x =
sin θ (µxµy cosψ − µy sinψ)√

1− µ2
z

+ µx cos θ (2.35)

µ′y =
sin θ (µyµz cosψ − µx sinψ)√

1− µ2
z

+ µy cos θ (2.36)

µ′z = − sin θ cosψ
√

1− µ2
z + µx cos θ (2.37)

However, in cases where the direction of the photon is close to the z-axis satisfying the

criterion [56], |µz| > 0.99999, formulas below 2.38-2.40 are used:
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µ′x = sin θ cosψ (2.38)

µ′y = sin θ sinψ (2.39)

µ′z = SIGN (µz) cos θ (2.40)

where SIGN function returns 1 when is positive, -1 when is negative.

During its motion to next PMIS, photon can try to cross a boundary between

the medium and ambient medium (top or bottom) or a boundary between two layers of

the medium. Under these circumstances, a decision must be made whether the photon

will cross the boundary or not. First of all, the angle of incidence, αi , is calculated

with the following formula 2.41:

αi = cos−1 (|µz |) (2.41)

Next Snell's law is used to �nd out critical angle of the boundary. Snell's law formu-

lates the relationship between the angle incidence, the angle of transmission, and the

re�ective indices of the media that the photon comes from 2.42, ni , and it goes to, αt:

ni sinαi = nt sinαt (2.42)

If the incidence angle is greater than critical angle, then the photon is re�ected into

the layer it comes from. Otherwise, internal re�ectance is calculated using Fresnel

Formula's [82] 2.43:
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R (αi) =
1

2

[
sin2 (αi − αt)

sin2 (αi + αt)
+

tan2 (αi − αt)

tan2 (αi + αt)

]
(2.43)

To determine whether the photon is re�ected or transmitted at the boundary, a random

number is compared to internal re�ectance. If the random number is greater than the

internal re�ectance, then the photon transmits. Otherwise, it is internally re�ected [6].

When the photon is internally re�ected, it completes the remaining step size of

the previous sampling of it in the same layer it comes from. Before completing the step

size, its directional cosines are updated as below Eq. 2.44:

(µx , µy , µz )←− (µx , µy ,−µz ) (2.44)

In case the photon transmits to the next layer of the slab, it continues its

propagation with updated directional cosines and step size. New directional cosines

are obtained by transforms, which are results of Snell's law (Eq. 2.45-2.47):

µ′x = µx
ni
nt

(2.45)

µ′y = µy
ni
nt

(2.46)

µ′z = µz
ni
nt

(2.47)

2.5.2 Di�erences of common MC Models

The MC simulation described above belongs to one of two major classes [81] [83].

The di�erence between these classes lies in the modeling of light tissue interactions. In
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the �rst group [81] [83] photons are assumed to propagate in an absorbing substrate

in which there are randomly distributed scattering centers. Even though scattering

events are localized to scattering centers as it is in the second group, absorption is

implemented di�erently than the second group. Photons are absorbed according to

Eq. 2.48:

Wremaining = Winitiale
−Liµa (2.48)

In this formula remaining weight of the photon packet loses in energy in a

exponential manner when it completes a step. Li represents the last step size traversed

by the photon packet. Step size is also calculated with a di�erent formula Eq. 2.49

Equation (2.30) according to this approach:

s = − ln (ξ)

µs

(2.49)

in which µt of Eq. 2.47 is replaced.

However, in the di�usion regime, they give close results.

2.5.3 Parallelization of the MC simulation

2.5.3.1 Random Number Generator. Even though MC simulation of light prop-

agation is a reliable and strong tool, there is an important short coming inherent. To

yield statistically reliable data by MC, the number of photon packets must be about

hundreds of millions [84]. An empirical relation states the number of photons to get

statistically signi�cant data for source-detector range of 1 cm as Eq. 2.50:
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N =

[(
µa

µ′s

) 1
2

] 1
2

× 10 6 (2.50)

Therefore, collecting reliable data by MC is directly proportional to number of

photons simulated. To circumvent this speed problem MC simulations are parallelized

[79] [80]. There is a subtle point which has to be considered carefully in paralleling the

code. Random number generator (RNG) must be adjusted on each running computer

such that the streams produced in each computer must guarantee that independent

sampling is achieved on each node on the network. Therefore, RNG used is to be

such that sub-streaming yields in enough sub-streams independent of each other. The

RNG [85�87] have stream length of 2191 with 276 sub-streams of 2127 sub-stream length

which appropriate for sub-streaming.
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3. MEAUREMENT SCHEMES IN NIR RELATED

METHODS

3.1 General Aspects

In this work, particularly measurement schemes used for NIRs and DOI will

be considered. In these applications tissue is usually probed by continuous-wave, fre-

quency modulated and ultrashort (pico- or femto second range) light sources. (Figure

3.1). Probing of materials for non-invasive imaging (tomography) and spectroscopy

could utilize various properties of light propagation like interference, di�raction and

polarization. Hence, there are many optical techniques like optical coherence tomogra-

phy, di�raction tomography, and applications of these to biomedical optics designed to

use di�raction and coherence characteristics of back-scattered light [88�91]. Recently

it has been reported that circular polarized light sustains its polarization properties

much more than it does its directional properties. Utilization of polarization data leads

to signi�cant enhancement in optical imaging. Therefore, there is an increasing inter-

est in measurement techniques besides the ones conventionally used for near-infrared

spectroscopy (NIRs), functional near-infrared spectroscopy (fNIRS) and di�use optical

imaging (DOI) which are beyond scope of the current work.

Figure 3.1 In continuous wave applications, the input intensity of NIR radiation is reduced inside
tissue at the measurement side. For frequency domain applications, the applied light is driven in
megahertz frequencies, whose decrease in intensity and phase change with respect to source modulation
is measured. For time domain, a short pulse signal is introduced into the tissue, which is dispersed
during its propagation inside the tissue. [92]

In medical in vivo studies, researchers generally examine cases in two di�erent

geometries: semi-in�nite and slab. For the semi-in�nite geometry, the only available
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measurement is di�use re�ected wave, whereas for the slab geometry both transmitted

and di�use re�ected can be obtained (Figure 3.2).

Figure 3.2 Possible scenarios for photon propagation in a slab. Slab can re�ect the photon in a
specular way, re�ect di�usely, absorb, direct transmittance or di�use transmittance [93].

3.2 Intrinsic biomedical contrast and related measurements

The main idea of optical spectroscopy and tomography is the detection of NIR

photons interacting with tissue while traversing tissue. Thus, understanding the mech-

anisms which result in biomedical contrast is of substantial importance. The ways of

interactions of NIR light for intrinsic biomedical contrast are only scattering and ab-

sorption. In Figure 3.3, the absorption coe�cients of di�erent tissue constituents with

respect to the wavelength of incident radiation are given

Function associated temporal variations of scattering properties of tissues in

living systems are seen in excitable cells [94�96]. The main mechanism behind this

is the change in neuron structure during action potential propagation and synaptic

transmission [94]. Experimental data on isolated axons (Figure 3.4) elucidated that

action potential has an e�ect on scattering properties of the axon [94] [97]. A series of

experiments conducted resulted that currents through axon membrane during action

potential lead to an increase in KCI concentration in the 100 Ao between axonal and

Schwann cell membranes. This concentration change establishes an osmotic pressure

gradient that would result in volume changes [94]. This change occurs in the same time
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Figure 3.3 Absorption coe�cients of main tissue constituents. [92]

of action potential [94], and measured in the order of hundreds of milliseconds [94] [97].

It is believed that this mechanism results in a detectable signal which is a result of

cumulative response of the brain tissue active almost synchronously. A huge number

of cells are activated during a task or stimulus and cellular membranes have refractive

indices di�erent from the refractive indices of the intracellular and extracellular space,

leading to light scattering [98].

Figure 3.4 Light scattering pattern (zig-zag, heavy line) measured from L. forbesi during action
potential (thin line). Light scattering has two phases, one is accompanying the spike and the other a
slow, long lasting increase continuing long after the action potential [94].

Absorption properties in living tissue of NIR can change due to presence of NIR-
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speci�c chromophores. Chromophore is a substance whose absorbance is high for a par-

ticular wavelength. For NIR light, (Figure 3.3) the absorbance of tissue components is

relatively low, which enables penetration of NIR photons into a living tissue for sev-

eral centimeters. Signi�cant choromophores of NIR light is deoxy-hemoglobin (HBR),

hemoglobin (HbO2) and cytochrome oxidase (CtOx) [99]. Further, these chromophores

have oxygenenated and deoxygenated forms, with di�erent absorption spectra [100].

Since the major chromophores of NIR photons are not present in bone structure, it is

possible to collect data through human skull.

Measurement of relatively fast change of scattering properties of the neurons

following the neuronal activity, have been utilized in various and numerous biomedical

studies [98] [101]. In addition to this change in scattering properties, neuronal activity

leads to a change in absorption characteristics of the surrounding vascular tissue. Since

NIR radiation is subject to certain chromophores such as oxygenetated hemoglobin

(HbO2), de-oxygenetad hemoglobin (HbR) and cytochrome oxidase, it is potentially

possible to measure and quantify brain activity through skull and scalp. NIR radi-

ation penetrates human tissues, since the dominant factor in its tissue transport is

scattering, which is typically about 100 times more probable than absorption [102] and

the relatively high attenuation of NIR light in tissue is due to the main chromophore

hemoglobin (the oxygen transport red blood cell protein) located in small vessels (< 1

mm in diameter) of the microcirculation, such as capillary, arteriolar and venular beds.

NIRS is weakly sensitive to larger blood vessels (> 1 mm) because they completely

absorb the light. Since there is the fact that arterial blood volume fraction is about

30% in human brain [103], the NIRS technique o�ers the possibility to obtain informa-

tion mainly concerning oxygenation changes occurring within the venous compartment.

Hence, there are three intrinsic biomedical contrast mechanisms for the brain activity:

a) Neural activation: Fast optical signal, with delay of about 1-10 ms after

the onset of the experimental task/stimulus can be measured due to the change in

scattering properties of brain during activation

b) Metabolic activation: Metabolic response with a delay about 500-100 ms
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after the onset of the task/stimulus, due to the activity of CtOx.

c) Neurovascular activation (or cerebral hemodynamic response): Slow optical

signal, with a delay of about 2-5 sec, due to the change of local concentrations of HbO2

and HbR [98].

Depending on this feature of NIR radiation, many studies have shown the ap-

plicability of NIR dependent instruments to obtain data related to brain activity in

intact brain, non-invasively and non-destructively. In most NIR related application the

change in concentrations of [HbR], [HbO2], [CtOx] and their derived relations are of

medical signi�cance [42] [101] [104�113]. The most vital derived relations in this �elds

are:

Blood volume:

[BV ] = [HbR] + [HbO2 ] (3.1)

And the relative saturation:

[StO2] =
[HbO2]

[HbO2] + [HbR]
(3.2)

whose values give a measure of anoxic and hypoxic state of a region in a certain location

inside a tissue [114].

Cytochrome oxidase is an enzyme, which is present in all eukaryotes, and forms

parts of the cell membrane in some prokaryotes [99]. It is a transmembrane protein of

inner mitochondrial membrane whose main function as the terminal enzyme in elec-

tron transport chain is to catalyze the transfer of electrons from its reduced substrate

ferrocytochrome c to molecular oxygen to form water [99]. One of the important as-

pect of this reaction is the generation of ATP by the coupled process of oxidative

phosphorylation.

Excitable cells should remain excitable to maintain their excitability through
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active transport. Hence, the human brain which is composed of enormous number of

excitable neurons, corresponding to only 2% of the total body weight, consumes at

least 20% of the total oxygen intake by the body at rest. The human brain derives

most of its energy from aerobic metabolism, speci�cally of glucose. ATP is consumed

for active ion pumping to sustain the resting membrane potential, fast axoplasmic

transport and the synthesis of macromolecules and neurotransmitters. Of these, the

upkeep ion balance is the major energy consuming function of neurons. In Figure 3.5,

the function of CtOx related to neuronal activity is shown.

Figure 3.5 The function of cytochrome oxidase related to neuronal activity is shown [99].

Hence the ability of measurement of the concentration and oxidation state of

cytochrome oxidase is of high value in medicine and science. The temporal resolution

is about 1 ms. [101].

Furthermore, to these relatively fast intrinsic contrast mechanisms, there is a

long-duration contrast mechanism which could arise by the formation of new blood ves-

sels (angiogenesis) during the progression of a tumor or during development. Therefore,

the detection and monitoring of angiogenesis in a repeated, non-invasive, non-hazardous

manner is of quite high medical value. The relation between angiogenesis and tumor

growth for di�erent types of tumors have been shown in the literature [115�117] in

addition to other non-invasive optical monitoring techniques [118]. Techniques have

been developed for tumor monitoring by the assessment of state of angiogenesis raised
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by converting blood volume measurement obtained by NIRS [119] [120]. Speci�cally,

it has been shown that cerebral blood volume measured by NIRS could be utilized

as marker of angiogenesis [120]. The detection, location and identi�cation of tumor

embedded inside the tissue is one of the ultimate goals in DOI, which is to reconstruct

3D of a region-of-interest, since tumor has elevated values of absorption and scattering

properties with respect to surrounding tissue due to angiogenesis.

3.3 Extrinsic Biomedical contrast

The use of exogenous agents administered inside the body is the ultimate con-

trast type. The main idea behind the exogenous agent is to increase the intrinsic

contrast of a target such as a tumor. This goal can be achieved by increasing absorp-

tion and scattering properties of the target. The available NIR exogenous contrast

agent is indocyanine green (ICG) [121] whose extinction coe�cient is high. This agent

provides vascular bed volume and extravagates readily in tumors [95].
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4. METHODS

4.1 The solution of photon migration in the presence a single

defect

An optical defect (absorber) residing in a turbid medium introduces a pertur-

bation to NIR light propagation that is represented as decrease in measured response.

Physically the perturbation is a function of the distance between the defect and the

detector when the source and the detector positions are �xed. For a con�guration of a

single source and multiple detectors in a row (Figure 4.1), the perturbation will be less

at the farther detectors as long as the defect resides between the source and the closest

detector. We propose a method to extract the depth information from the di�erential

e�ect of perturbation on multiple detectors in a row.

In this study, a solution of time-independent di�usion equation of photon prop-

agation in turbid media is used for simulations [122]. This solution is derived for the

case where the semi-in�nite medium is illuminated by a CW source.

The response of a medium containing a spherical in-homogeneity is referred as

the perturbed response (literally total photon-�ux-density (JT ) in units of detected

photons per unit area per unit time at the measurement site).JT is the summation of

two components J0 and J1, the response of the unperturbed background medium and

the perturbation introduced by a spherical defect respectively [122].

J0 = δ
∣∣∣ ~E0 (~r)

∣∣∣ (4.1)

where ~r is radius vector to the point of interest (in Cartesian coordinates x, y, z) and

~E0 (~r) (in units of photons per unit time per unit volume) is [122]:
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Figure 4.1 The method consists of a CW source (S) and the measurement of di�use re�ectance
at two distances. The source, proximal and the distal detectors are located on a row (y=0). The
defect resides between the source and the proximal detector. SPD: source-proximal detector distance;
ID: inter-detector distance; SCX: x component of source-center of the defect distance. The origin of
Cartesian coordinate system is the location of the source and +x, +y and +z are as shown.

~E0 (~r) =
z0S0

2πδ

(
3κz~r

r4
+

3z~r

r5
− κẑ

r2
− ẑ

r3
+
κ2z~r

r3

)
e−κr (4.2)

where δ is the di�usion coe�cient which equals 1
3[µa+µ′s]

( in unit of length, µa and

µ′s are absorption and transport scattering coe�cients of the medium respectively),

κ = (µa/δ)
1
2 (in unit of [L−1] ), z0 is the extrapolation depth

(
0.7
µ′s

)
, r is the magnitude

of radius vector (~r) and S0 (in units of photons per unit time) is the photon injection

rate which is constant in CW cases.

The perturbation by the spherical defect at the detector site (J1) is:



49

J1 = 2δq
(κ |~rc − ~rd|+ 1) zc

|~rc − ~rd|3
exp (−κ |~rc − ~rd|)φ0 (~rc)

− 2δp


[
(~rc − ~rd) · ~E0 (~rc)

]
(κ |~rc − ~rd|+ 3) zc

|~rc − ~rd|5
− E0 (~rc)

|~rc − ~rd|3

 exp (−κ |~rc − ~rd|) (4.3)

where ~rc is the radius vector of the center of the defect with Cartesian coordinates

(xc, yc and zc), ~rd is the radius vector of the detector with Cartesian coordinates. The

multiplicands q (in units of length) and p (in units of volume) are functions of optical

properties of the defect (µ̃a and µ̃′s), optical properties of the medium (µa and µ
′
s) and

the radius of the defect [122]. The φ0 (~rc) (in units of photons per unit area per unit

time) is the photon �uence-density-function at the center of the defect [122].

Some of the properties of the multiplicands q and p are to be stressed. When

µ̃a = µa, q is zero. On the other hand, such a relation does not exist for p when µ̃s = µs.

It has been reported that an absorber embedded in a semi-in�nite medium modi�es

CW di�use re�ectance such that, a shadow on the measurement surface appears [42].

Methods depending on this idea have been shown to detect the projection of a single

defect or two defects onto the measurement surface for the semi-in�nite geometry; at

the expense of multiple measurements with spatially resolved sampling.

4.2 General Approach

4.2.1 Generation of Ratio-vs.-Depth Curve

As it was reported by Feng et.al., if q is non-zero (for µa 6= µ̃a ) in Eq. 4.3, the

term with multiplicand q is dominant in practice [122]. When the Eq. 4.3 is truncated

as:
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J1 ≈ 2δq
(κ |~rc − ~rd|+ 1) zc

|~rc − ~rd|3
exp (−κ |~rc − ~rd|)φ0 (~rc) (4.4)

for a �xed source, the ratio of two values of J1's calculated for two di�erent detector

distances (Figure 4.1) is

JP1
JD1

=

2δq
(κ|~rc−~rPd |+1)zc
|~rc−~rPd |

3 exp
(
−κ
∣∣~rc − ~rPd ∣∣)φ0 (~rc)

2δq
(κ|~rc−~rDd |+1)zc
|~rc−~rDd |

3 exp (−κ |~rc − ~rDd |)φ0 (~rc)
(4.5)

where superscript P is for proximal and superscript D is for distal. Since q, δ and

φ0 (~rc) are equal for both the numerator and denominator, they cancel out and Eq. 4.5

becomes:

JP1
JD1

=

(κ|~rc−~rPd |+1)
|~rc−~rPd |

3 exp
(
−κ
∣∣~rc − ~rPd ∣∣)

(κ|~rc−~rDd |+1)
|~rc−~rDd |

3 exp (−κ |~rc − ~rDd |)
(4.6)

Since the placement of detectors can be arranged, the components of detector

vectors (~rPd and ~rDd ) are fully known. Operands of κ (µa and µ′s) can be assessed by

optical methods in vivo [123�127]. Please note that zc in Eq. 4.5 cancel out in Eq. 4.6.

The depth information of the center of the defect remains as a Cartesian component

of ~rc with respect to origin xc, yc and zc. Assuming that the planar coordinates (xc

and yc) of the defect relative to the source are known [127], depth (zc) remains the

only unknown independent variable on the right hand side of the Eq. 4.6 implicit in

~rc. A curve generated by Eq. 4.6 for a range of zc (typically from 5.0 mm to 40.0

mm) is referred as the Ratio-vs.-Depth curve throughout the text. The generation of



51

Ratio-vs.-Depth curve does not include the knowledge of absorption coe�cient of the

defect (µ̃′a) and radius of the defect (a).

In this study, for all cases, the location of proximal detector with respect to

source is arranged such that the defect always resides between the source and the

proximal detector. Both the source and detectors are taken as extended source and

detectors of 1 mm2 core-area to have a realistic calculation.

4.2.2 Depth Estimation

Optically turbid medium is considered to contain an absorbing spherical defect

whose scattering coe�cient is the same as the medium (Figure 4.1). The ratio of

perturbed responses of the medium measured at the proximal and distal detectors is:

R =

(
JP0 + JP1

)
(JD0 + JD1 )

(4.7)

For the same source-detector pairs the unperturbed response of the background

medium (J0) can be calculated (Eq. 4.1) using optical parameters (µa and µ′s) that are

already obtained from look-up tables [5] or measured experimentally [123�129]. Then

J0's of proximal and distal detectors are subtracted in numerator and denominator of

Eq. 4.8 respectively:

R =

(
JP0 + JP1

)
− JP1

(JD0 + JD1 )− JD1
(4.8)

When R is matched with its corresponding value in the y-axis of Ratio-vs.-Depth curve,

the depth is estimated from the x-axis. The Ratio-vs.-Depth curve is generated by Eq.
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4.6 with the same optical parameters used for the calculation of J0 and with the same

relative placement of detectors with respect to source and the defect (Figure 4.2).

Figure 4.2 Schematic view for the depth estimation and error calculation. The solid line corresponds
to Ratio-vs.-Depth curve, which is generated by Eq. 4.6. Stars on the graph show exact ratio values
(rare�ed for clearance) obtained by Eq. 4.3 with the same parameters and the set of depth values. For
the exact depth A �rst, y1 is calculated and y1 is projected into horizontal axis to B via the Ratio-
vs.-Depth Curve. Hence, the error at depth A is the absolute value of A-B divided by the diameter
of the defect. For the depth C, the error is the absolute value of C-D divided by the diameter of the
defect.

Knowledge on the unperturbed response is required for the application of the proposed

method. The method is further extended (described in part III.4) for the cases where

the unperturbed response might be erroneously calculated.

4.2.3 Analysis of the proposed method

The distance from the source to the planar location of the defect (SCx), source-

proximal-detector distance (SPD) and inter-detector distance (ID) can be adjusted

according to physical conditions (Figure 4.1). Absorption coe�cient and radius of the

defect (a) do not take part in the generation of Ratio-vs.-Depth curves (Eq. 4.6), but

still can in�uence the results since they are present in Eq.4.3 in p and q. Therefore, the
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analysis of the method comprises two approaches. First the e�ect of placement of source

and detectors on Ratio-vs.-Depth curves, second the precision of the depth estimation

under di�erent probe placement for di�erent defect size and defect/background medium

absorption coe�cient are analyzed.

The geometry used to derive Ratio-vs.-Depth Curves is shown in Figure 4.1.

Even if the defect is a pure absorber (µ′s = µ̃′s ), the frequency of scattering events

inside the defect are increased compared to the background. This could be attributed

to light-tissue interaction results from simultaneous scattering and absorption [60].

The precision of the method is tested quantitatively by calculating error introduced

by the approximation (setting p=0 in Eq. 4.2). The error is de�ned as follows: for a

particular depth of the center of defect (e.g. point A in Figure 4.2), the exact ratio

(y1) is calculated by exact formula (Eq. 4.2) and plotted as the point (A, y1 ) in

Figure 4.2. Ratio-vs.-Depth Curve (by Eq. 4.6) obtained by the same geometry and

optical properties is plotted on the same graph. The exact ratio (y1) is projected onto

the depth axis to obtain assessed depth via the Ratio-vs.-Depth Curve (point B in

Figure 4.2 Hence the error at depth A is obtained by dividing the absolute value of

the di�erence between A and B with the diameter of the defect. The divisor is chosen

as the diameter of the defect to compare cases with di�erent defect sizes and to avoid

depth dependence on the error.

For the quantitative analysis of the method the errors are calculated for dif-

ferent sets of ID, SCx, zc, background medium and defect optical parameters (Figure

32). Additionally, we studied the error introduced due to possible mistakes in lateral

coordinates (Figure 33). Errors are shown with �lled-contour matrices as a function of

zc and SCx (Figure 32 and Figure 33).
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4.2.4 Analysis of Probable Errors in Experimental Conditions

The necessity to calculate the response of the background (J0) might be a lim-

iting factor in the applicability of our method for cases where the relatively accurate

knowledge on the background optical properties is not available either experimentally

or from the literature. A set of optical parameters (predicted from the literature) can

be used in iterative algorithms. One approach to use for iterations might be to measure

the response of the probed medium with an array of detectors for a con�guration in

which the defect does not reside between the source and detectors.

The erroneous prediction or estimation of the medium optical parameters is

studied, and extension of the method is suggested for improved depth assessment.

To analyze this case, the measured response is simulated by feeding a set of optical

parameters (actual µa and µ′s) to Eq. 4.3. Then unperturbed response of the medium

(J0) is calculated for a range of µa and µ′s selected around the ?actual? values and

a matrix of calculated ratio values is obtained. The physical constraints require two

conditions to be satis�ed. First, for each detector (both proximal and distal) the

measured response must be less than the corresponding calculated J0. Second, the

e�ect of perturbation must be greater at the proximal detector compared to the distal

one (ratio values greater than one). The upper limit of the calculated J0 was set not to

be higher than three folds of the measured response physically [123][122]. The �rst step

is to exclude the set of parameters with non-physical outcome from the matrix. The

candidate set of optical parameters is then used to estimate the depth of the defect

from the corresponding Ratio-vs.-Depth curves for spatially resolved measurements.

The next step is to compare the depth values within matrices obtained from di�erent

measurements. The depth estimation with smallest standard deviation for the assessed

depth values is taken to correspond to the one obtained with the optical values closest

to the actual ones (Figure 5.6).
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4.2.5 Experimental Material and Experimental Procedure

An aquarium with darkened sides with dimensions 100.0x100.0x100.0 mm is

�lled with 1% intralipid. The aquarium is made of PVC and the top of the aquarium

is drilled to hold the 1.1 mm core diameter (whose area taken as 1.0 mm2) �bers as

sources and detectors. A 1 kHz frequency signal is used to operate a 3 mW, 785 nm

diode laser (RLD78MA-E Thorlabs). Lock-In Ampli�er is used to lock the signal to the

chosen frequency and eliminate the noise (SRS SR510 Stanford Research). The optical

properties of the intralipid solution used in the experiment are µa = 0.002mm−1 and

µ′s = 0.827mm−1 by measurement. A 1.0 cm3 dark gray cubical rubber is placed at the

symmetrical center between source and detector �bers. The source-proximal detector

distance is 20.0 mm and the inter-detector distance is 10.0 mm to avoid the e�ect

of �eld-of-view (FOV) of detectors on measurements [130] [131] [132][130]-[132]. The

source-center of the defect distance is 10.0 mm. Di�use re�ectance values are obtained

via descending the rubber by a step size of 1 mm starting at 15 mm to 40 mm (with

respect to the center of the rubber from the sample-ambient layer boundary). The

depth range chosen enabled to make measurements of enough intensity. The J0 is

obtained by measuring spatially-resolved re�ectance after the cube is removed from

the aquarium.
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5. RESULTS

5.1 Simulation Results

The di�usely re�ected photons injected into a semi-in�nite turbid medium by a

CW source, traverses the medium in the shape of banana to reach a detector [133]. The

banana SSP pro�le moves towards the medium-air interface with a sharper peak and

narrower distribution [134] when the absorption coe�cient of the medium increases.

Since the volume of the defect is small with respect to volume probed, the banana

shaped SSP will be used qualitatively in this study.

The optical parameters used in this study are selected to resemble typical in vivo

parameters for biological tissue cited in literature [5]. Absorption contrast between the

defect and the background medium is four fold in accordance to previous studies [135].

The relative placement of detectors and the source with respect to planar posi-

tion of the defect is an important parameter since di�erent combinations yield di�erent

Ratio-vs.-Depth curves (Figures 5.1-5.3). The e�ects of di�erent values for SCx, ID,

SPD are studied in this work (Table 5.1).

Table 5.1

Parameters used for curve generation in Figures 5.1-5.3

SCx SPD ID a µa µ̃a µ′s µ̃′s

[mm] [mm] [mm] [mm] [mm−1] [mm−1] [mm−1] [mm−1]

Fig. 5.1
0.0/5.0/10.0

20.0 2.5 3.5 0.005 0.02 2.0 2.0
15.0/20.0

Fig. 5.2 0.0
10.0/20.0

2.5 3.5 0.005 0.02 2.0 2.0
30.0

Fig. 5.3 0.0 20.0
2.5/5.0

3.5 0.005 0.02 2.0 2.0
7.5/10.0
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Ratio-vs.-Depth curves are generated (Eq. 4.6) for a range of defect depth from

1 mm to 30 mm with a step size of 1 mm. (Figures 5.1-5.3). To visualize the e�ect

of the neglected term, ratio values obtained by the exact relation given in Eq. 4.3 are

displayed in the same �gures (Figures 5.1-5.3) Used optical and geometrical parameters

are displayed in Table 5.1. For each set of parameters, depths of the center of the defect

are taken from 4 mm to 30 mm with a step size of 2 mm (14 values in Figures 5.1-5.3).

In a �xed constellation of source relative to the detectors (constant SPD and

ID) it is possible to construct Ratio-vs.-Depth curves with di�erent characteristics via

changing the placement of source relative to the planar position of the defect (Figure

5.1).

Figure 5.1 Ratio-vs.-Depth curves generated for di�erent source-center of the defect distance (SCx).
Five distances are used: 0.0, 5.0, 10.0, 15.0 and 20.0 mm. (a) Top views of simulated geometries
are depicted. S: Source, PD: proximal detector, DD: distal detector. Irregular gray shape symbolizes
the defect. From top to bottom, SCx= 20.0, 15.0, 10.0, 5.0 and 0.0 mm. (b) The e�ect of SCx on
Ratio-vs.-Depth curves and exact values are displayed , where Dashed curve / Circle (SCx = 0.0 mm),
dash-dot / diamond (SCx = 5.0 mm), dotted / cross (SCx = 10.0 mm), thin-solid / triangle-ups (SCx

= 15.0 mm) and thick-solid / triangle-downs (SCx = 20.0 mm). SPD = 20.0 mm; ID = 2.5 mm.

As SCx approaches SPD, the perturbation at the proximal detector increases

resulting in Ratio-vs.-Depth curves starting at higher ratio values. When proximal

detector is located close to the defect, scattering e�ect of the defect is more pronounced

and the discrepancy between Ratio-vs.-Depth curves and exact values generated by Eq.



58

4.3 become evident for defect depths less than 10 mm. For all cases, as the defect is

deeper than 10.0 mm, the discrepancy between Ratio-vs.-Depth curves and exact ratio

values diminish due to longer distance to detectors.

The modi�cation introduced in Ratio-vs.-Depth curve for di�erent values of SPD

is given in Figure 5.2. The defect is directly below the source for all cases (SCx = 0.0

mm). The Ratio-vs.-Depth curves and exact values overlap quite well for all depths.

The discrepancy at depths less than 10.0 mm seems to increase, as SPD gets shorter.

A possible explanation would be the augmentation of scattering e�ect of the defect.

Figure 5.2 The e�ect of source-proximal detector distance (SPD) on Ratio-vs.-Depth curves. When
the PD is placed relatively farther, the perturbations in detectors become close to each to other. (a)
Top views of simulated geometries are displayed. Irregular gray shape symbolizes defect, S is the
source, PD and DD are proximal and distal detectors respectively. For the two geometries in bottom,
labels are not drawn. From top to bottom: SPD = 10.0, 20.0 and 30.0 mm. Inter-detector distance
(ID) = 2.5 mm and the source is directly placed above the defect. (b) Ratio-vs.-Depth curves and
exact ratio values are displayed: Dash-dot curve/ cross (SPD = 30.0 mm), dashed curve / triangle-ups
(SPD = 20.0 mm), solid curve/ triangle-downs (SPD = 10.0 mm). SCx = 0.0 mm; ID = 2.5 mm.

Results for four di�erent values of inter-detector distance (ID) are shown in

Figure 5.3. As the ID gets longer, Ratio-vs.-Depth curve starts at higher values because

of the decrement of interference of the defect in the detected light intensity of the distal

detector. There are minute discrepancies between exact values and Ratio-vs.-Depth

curves for all situations that are given.

For the analysis of errors in depth estimation (Figure 4.2), the defect is consid-
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Figure 5.3 Ratio-vs.-Depth curves for di�erent inter-detector distances (ID). As expected, when
the distance between proximal detector (PD) and distal detector (DD) is longer, the perturbation
measured at PD becomes more than that at DD. (a) Four di�erent cases depicted in top views of
geometries, from top to bottom, ID = 10.0, 7.5 , 5.0 and 2.5 mm respectively. S show the source,
PD is the proximal and DD is distal detector. Irregular gray shape symbolizes the defect in all cases.
(b) The Ratio-vs.-Depth curves and exact ratio values are displayed: dash-dot curve / circle (ID =
2.5 mm), dotted curve/ triangle-ups (ID = 5.0 mm), dashed curve / cross (ID = 7.5 mm), solid
curve / triangle-down (ID = 10.0 mm). SCx = 0.0 mm; SPD = 20.0 mm. For the SPD of 20.0 mm,
Ratio-vs.-Depth curve match better with exact values

ered to take evenly distributed positions in the region of interest (ROI). ROI is the

vertical plane (y = 0.0) that spans the distance between the source and the proximal

detector in +x direction (0.0 mm ≤ x ≤ SPD) and a range for defect depth values in

+z direction (ceiling (the radius of the defect) mm + 2.0 mm) ≤ z ≤ 40.0 mm). In Fig.

32a-d, the defect takes 21 evenly spaced locations in +x direction. In Figure 5.4a,5.4b

and 5.4d the defect are assumed to locate at 37 locations in +z direction spanning from

4.0 mm to 40.0 mm with a step size of 1.0 mm. For Figure 5.4c, however, zc spans

from 7.0 mm to 40.0 mm with 34 depth locations. Optical and geometrical parameters

used for error maps are given in Table 5.2.

In Figure 5.4a error is less than 2.5% of the diameter of the defect when the

depth of the center of the defect is below 10.0 mm and its distance from the source is
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Table 5.2

Parameters used for error calculation in Figures 5.4(a-d), 5.5(a-d) and 5.6.

SPD ID a µa µ̃a µ′s µ̃′s

[mm] [mm] [mm] [mm−1] [mm−1] [mm−1] [mm−1]

Fig. 5.4a-5.5a 30.0 2.5 2.0 0.005 0.02 2.0 2.0

Fig. 5.4b-5.5b 30.0 10.0 2.0 0.005 0.02 2.0 2.0

Fig. 5.4c-5.5c 30.0 2.5 5.0 0.005 0.02 2.0 2.0

Fig. 5.4d-5.5d-5.6 30.0 2.5 2.0 0.050 0.20 2.0 2.0

less than 23 mm. The maximum value of error is greater than 15%, which is constrained

to a very narrow band at 4.0 mm < z < 5.0 mm and 2 mm < x < 12 mm.

When ID is extended (from 2.5 mm to 10.0 mm) the banana of the distal detector

becomes more spread (Figure 5.4a compared to Figure 5.4b). Therefore, the super�cial

region of the medium is less equally populated with bananas of proximal and distal

detectors resulting in a slightly more extended error in the super�cial region. Bigger

defect causes (Figure 5.4c) errors in the range of 15% when it is in the super�cial

region (7.0 mm < zc < 8.0 mm and 5 mm < SCx < 23 mm). Increase in the absorption

coe�cient of the medium shifts bananas of both detectors towards the surface (with

a sharper peak and narrower distribution [134]. Hence the super�cial region becomes

more equally populated by the photons of proximal and distal detectors resulting in a

decreased error (Figure 5.4d compared to Figure 5.4a).

In general, for all cases the error is smallest when the source is placed close to

the defect (SCx<SPD/2). Photons reaching the two detectors do not equally populate

the vertical region below the proximal detector (SCx ∼SPD) resulting in a higher error

in the depth estimation. Increasing ID (Figure 5.4b) widens the banana of the distal

detector and decreases error. Bigger defects (Figure 5.4c) might increase errors when

the proximal detector is placed above or close to the defect (error > 0.20) however the

pro�le of the error distribution is not a�ected. Error is between 2.5% and 5.0% for the

region of zc > 10 mm and SCx < 15 mm.
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Figure 5.4 Error maps for four di�erent situations. In general, placing the source directly above
or close to the defect minimizes the error introduced by the scattering e�ect (error < 0.05). On the
other hand, the ratio values corresponding to the super�cial regions of the medium are more likely to
contain a scattering e�ect (a-d). (b) Change in ID distorts the overlap of banana shaped SSPs of the
proximal and the distal detector. Increasing ID (from 2.5 mm to 10.0 mm) does not change the error
distribution when SCx < 25.0 mm. (c) Defects with bigger size (5.0 mm instead of 2.0 mm) may
introduce higher errors when the proximal detector is close to the defect. (d) Increase in µa (from
0.005 mm−1 to 0.050 mm−1) does not change the error distribution but decreases error values. S:
Source PD: Proximal Detector.

Errors in the depth estimation due to inaccuracies of lateral positioning of the

defect are analyzed for the parameters in Table 5.2. For error analysis the source is

assumed to be directly placed above the center of the defect however for each condition

the center of the defect is thought to be dislocated up to 50% of the radius (Figure 5.5

a-d).

In general, misplacement of the source relative to the lateral position of the

defect introduces an error in the depth estimation that is higher for the defects close

to the surface and below 20 mm. Placing the source within 0.5mm from the center of

the defect results in lower error (< 5% of the size of the defect) in depth estimation

independent of inter-detector distances, size of the defect or the absorption coe�cient

of the medium.
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Figure 5.5 Error maps for o�-center placement. Simulations are generated with the same parameters
as in Table 5.2. Errors in depth estimation are below 0.10 for defects deeper than 10mm and higher
than 20mm in the turbid media. The pro�le of error distribution is similar for di�erent inter-detector
distances (b), defects with di�erent sizes (c) or media with di�erent µa (d). S: Source.

The calculated J0 is used to obtain the perturbation e�ect out of the simulated

measurements (Figure 5.6) (explained in detail in Section IV.2.4.).

Results from the extended version of our method suggest that depth estimation

of a defect can also be achieved using a range of optical parameters for the calculation

of the background response of the probed medium. Relatively large range of optical

parameters (0.005-0.060mm−1 for µa and 0.50-3.00mm−1 for µst) is chosen for the sim-

ulation that might be limited for real case applications. It should be taken into account

that the actual physiologically plausible µa and µst are taken to reside in the selected

range, which would nevertheless need good guesses to be made in advance. Another

important fact is to have a �ner step size (in the range of 10−7; data not included)

for the selected window that would allow converging to the actual optical parameters

of the background medium. The necessity is to obtain multiple measurements with

various distances from the source (�ve detectors depicted here) and employ a relatively

high computational power (Figure 5.6). On the other hand, the Ratio-vs.-Depth curves

that necessitate knowledge on the optical properties of the medium are not a�ected

drastically and rough estimation (with an error up to 10%; data not included) would



63

be tolerated in terms of depth estimation.

Figure 5.6 Windowing of scattering and absorption parameters of the unperturbed background
response. (a) Schematic representation of the source-detector array con�guration. M1-M4 the indi-
vidual measurements used for depth estimation. (b) The x and y axis show the range of the absorption
coe�cient and reduced scattering coe�cient respectively. Only the minimum-maximum and actual
values are represented near axes. In this case a matrix of 42 x 41 is shown. The black and white
dots are non-physical and physical results respectively. The optical parameter set selected to simulate
the measured response is represented by a white square. Optical parameter set estimated from the
depth values with minimum standard deviation is recognized with cross. The simulation parameters
are stated in Table 2 V.1.2. Inter-detector distance is 2.5 mm for all measurements (M1-M4)

5.2 Experimental Results

The comparison of Ratio-vs.-Depth curve (Eq. 4.6) and experimental results is

shown in Figure 35. The gray rubber cube of 1.0 cm3 is placed in the mid-location

of source-proximal detector distance (SPD) of 20.0 mm (SCx = 10.0 mm) and inter-

detector distance (ID) of 10.0 mm. The center of the defect (zc) scanned the depth

range of 15.0 mm to 40.0 mm. For this con�guration, the experimental measurements

of perturbed response are shown in Figure 35a in millivolts (mV). Averages of seven

independent measurements as a function of depth of the defect and their corresponding

standard deviations are presented. The J0 measured by the detectors of 20.0 mm and

30.0 mm distances with respect to source are 0.291 mV and 0.075 mV respectively. The

area of the detectors and the source are taken 1 mm2 in Ratio-vs.-Depth curve gener-

ation. As expected, the measured perturbed response of proximal detector (distance

of 20.0 mm) is higher than that of distal detector (Figure 5.7a).
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Some of the depths assessed via experimental data and corresponding Ratio-

vs.-Depth curve (Figure 5.6b) are shown schematically (Figure 5.6c). A cross section

of the measurement geometry is shown in the �gure. The light gray portion is the

intralipid solution; the dark gray square shows the cross section of the cubical defect.

The black dot inside the dark square is the center-of-mass of the cube, the white one

is the assessed depth. Four di�erent depths are represented, 16.0, 24.0, 32.0 and 40.0

are chosen.

Figure 5.7 Averages and standard errors of measurement of perturbed response as a function of the
depth of the center of the defect. (a) Solid and dot lines correspond to measurements of detectors
at 20.0 mm and 30.0 mm distance with respect to source. Standard errors of both curves are very
small with respect to average values. Experimental values are averages of seven measurements whose
standard errors are shown. (b) Experimentally obtained ratio values are shown by squares and solid
curve is the Ratio-vs.-Depth curve. (c) Schematic views of measurement cross section. The light
gray portion depicts the aquarium �lled with intralipid solution. The dark gray square is the defect
(cube). Black dot inside the dark gray square shows the center-of-mass of the cube and white dot
is the assessed depth. Deviations from left to right: 16.0-0.93 mm; 24.0+0.48 mm; 32.0+2.34 mm;
40.0-2.24 mm.
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6. DISCUSSION

In this study a strategy to optically assess the depth of an absorber inside a semi-

in�nite turbid medium is proposed. The proposed method involves the use of a single

CW source and an array of detectors placed in a row at di�erent distances. By this

arrangement a spatially resolved di�use re�ectance is used to obtain the perturbations

introduced into the measurements by the defect. The ratio of these perturbations is

then checked for the corresponding depth from the Ratio-vs.-Depth curve theoretically

constructed with the same optical and spatial parameters. The proposed method does

not necessitate knowledge about the size or the absorption coe�cient of the defect. Sev-

eral groups proposed the use of a priori information obtained from other independent

imaging modalities, e.g. MRI, CT or US [18] [19] [121] [136�140]. Namely, use of a pri-

ori spatial information about the size and the location of the defect enables de�nition

of a region-of-interest (ROI). The volume to be re-constructed could be constrained

and the number of mesh-grid elements could be reduced easing the under-determinacy

of the inverse problem [17]. Furthermore, use of di�erent size mesh-grids, e.g. �ner

where the defect resides and coarser at other locations enables both a decrement in the

under-determinacy and an increase in image resolution [30�32]. Other examples on the

bene�ts of the use of a priori spatial information can be: use of di�erent frequencies

in frequency domain DOT imaging depending on the location of the defect to increase

the imaging resolution [29], de�ning depth corrected reconstruction schemes [27], us-

ing variant regularization parameters [28] and variant mesh-grid sizes in assessment of

physiological parameters by exogenous agents [121], using ROI to decrease the num-

ber of iterations necessary (hence time) to decrease the under-determinacy in image

reconstruction [17] [34].

Ratio-vs.-Depth curves are generated by feeding the optical parameters which

can be assessed by either referring to tables [5] or by experimental means [123�126] [128]

[129] [141] and planar coordinates attained by SRCW di�use re�ectance measurements

[42] [127] [135] into Eq. 6. Both experimentally and simulation-wise, the relative
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placement of the detectors leads to a lower detection at the distal site compared to

the proximal one that results in a one-to-one Ratio-vs.-Depth curves approaching 1

asymptotically. The desired knowledge on the optical properties of the medium could

be a limiting factor for in vivo applications [142] [143]. To minimize this error the

unperturbed response of the medium could be obtained experimentally by probing an

optically similar region that is expected not to comprise a defect. Additional control

schemes are suggested for cases where the optical properties of the background medium

are suspected to vary from the look up tables. Our simulations presume that when the

calculations for the background response are performed with a range of values around

the predicted optical parameters it is possible to extract the depth of the defect from

multiple measurements with an array of detectors.

Notably, the di�erent placements of the source and detectors relative to the

planar location of the defect result in curves with di�erent characteristics (e.g. steep-

ness). Eventually changing the arrangement of the detector pair would allow multiple

checks for the depth of the defect, enabling gathering of independent values to aver-

age for more precise depth estimation. Although the simulations are conducted for a

single source-double detector arrangement, the use of detector arrays can increase the

precision of the method.

It should be kept in mind that the big defects might in�uence the error distri-

bution. Generally, the method provides depth estimation with less than 2.5% of the

size of the defect (around 0.1 mm precision) for the defects that are deeper than 10

mm from the surface of the medium. This low error is kept independent of the size of

the defect (Fig 5.4c), the absorption coe�cient of the defect or of the medium (Figure

5.4) as long as the source is placed close to the defect (within 0.5mm; Figure 5.5).

In the experiment, a dark gray cubical rubber is embedded in intralipid solution

to simulate a defect in a semi-in�nite turbid medium. It was reported by Feng et.al.

[122] that the formulations developed for a spherical defect can be used safely for

other kind of geometries. Due to low sensitivity of the instruments at our facility, the

intralipid solution had to be diluted resulting in a relatively low absorption coe�cient.
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The simulations on the other hand are performed under more realistic conditions,

chosen to resemble the optical properties of biological tissues [5]. The error analysis also

predicts that better results can be obtained in media with higher absorption coe�cient

compared to the one used for the experiment (Figure 5.4d).

Even though it is not reported in detail, when the absorption coe�cient of

the defect with respect to medium is increased to 12-fold instead of 4-fold, the error

distribution is similar to those given in this study (Figure 5.4). Therefore, the use of a

dye can safely be employed to increase the contrast up to 2 or 3-fold.

The experiment to test the proposed method is conducted in an intralipid solu-

tion that mimics homogeneous turbid media, which might not be usually the case for

biological specimens. However, it can be speculated that the physical principles behind

the proposed method should be met when the medium has a degree of heterogeneity

and the background unperturbed response is obtained experimentally and/or validated

computationally with iterative methods. For example, the background response of a

layered medium can be measured or calculated assuming its optical properties are char-

acterized by a single pair of absorption and reduced scattering coe�cients. However,

accuracy and limitations of this approach are not studied in this work.

The present method is proposed for a single defect however more than one defect

could possibly reside in a close proximity in case of biological tissues. When two defects

do not coincide vertically, placing the source above one and avoiding the second to reside

between source and detectors might allow to assume the second defect as a part of the

unperturbed response. Additionally, by use of a forward solver of a di�usion equation

for two defects, Ratio-vs.-Depth surfaces (2D version of Ratio-vs.-Depth curves) can be

generated to convert the calculated ratio of perturbations into a depth value. On the

other hand, for vertically aligned multiple defects the proposed method might be used

to assess the average depth but not individual ones. Nevertheless, the applicability of

the method for multiple defects should further be sought.
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7. CONCLUSIONS

In this study a CW approach for the localization of an absorber embedded in

an otherwise semi-in�nite turbid media has been proposed. The motivation behind the

study was to develop a method for determination of the depth of the defect independent

of the size and absorption coe�cient of the defect as much as possible. The method

developed here works for semi-in�nite geometry, which is a general case in in vivo ap-

plications. The main contribution of the study is the determination of the depth of

the defect with high accuracy (0.1 mm) by using SRCW di�use re�ectance of a single

wavelength without iterations when lateral position and background optical properties

are predicted. Our method depends on well-known and commonly implemented phys-

ical principles [122] and mathematical derivations. It can be implemented with a NIR

device (SRCW, FD or TD) without any co-registration process. Authors believe that

the achieved results could be incorporated in DOI as stated in the introduction.
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8. List of publications produced from the thesis

1. Localization of an absorber in a turbid semi-in�nite medium by spatially resolved

continuous di�use re�ectance measurements, E. B. Aksel, A. N. Türko§lu, A. E.

Ercan, A. Ak�n,Journal of Biomedical Optics, SPIE, Vol. 16, 2011.
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