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ABSTRACT

ARTIFICIAL TACTILE SENSATION BY
MICROSTIMULATION OF THE HINDPAW
REPRESENTATION IN THE PRIMARY

SOMATOSENSORY CORTEX OF BEHAVING RATS

In this thesis, rats were trained to detect the presence or absence of bursts of

mechanical sinusoidal vibrations (duration: 0.5 s, zero-to-peak amplitude: 200 µm, fre-

quency: 40 Hz) delivered to the volar surface of their hindpaws in a novel vibrotactile

operant chamber. In psychophysical experiments, psychometric curves were obtained

for three frequencies (40 Hz, 60 Hz and 80 Hz). Then, the rats were implanted with mi-

croelectrodes in the hindpaw representation of the primary somatosensory cortex and

trained to detect trains of biphasic charge-balanced current pulses (pulse width: 600

µs, current intensity: 20-200 µA)(ICMS). They further tested in psychophysical exper-

iments and psychometric curves were obtained for ICMS detection as in vibrotactile

experiments. The psychometric data collected from vibrotactile and ICMS experiments

were �tted with surface functions using the stimulus intensity and frequency. Psycho-

metric correspondence functions (PCFs) were constructed based on the psychometric

functions of �ve rats. The PCFs were used to estimate current intensities for a given

tactile stimulus intensity and frequency. The PCFs were validated in an additional

experiment at �ve frequencies (40 Hz, 50 Hz, 60 Hz, 70 Hz and 80 Hz). In this experi-

ment, the rats performing vibrotactile detection task were presented with unrewarded

trials containing either a vibrotactile or an ICMS stimulus. The vibrotactile and ICMS

intensities were matched based on PCFs. Kolmogorov-Smirnov statistic showed that

the vibrotactile and ICMS stimuli produced similar psychometric curves in validation

experiments (all p values >0.05 for 5 frequencies and 5 rats). Therefore, the PCF based

method seems to be feasible for modulating the current intensities and frequency of

ICMS in a somatosensory neuroprosthetic application.

Keywords: Vibrotactile stimulation, intracortical microstimulation, somatosen-

sory neuroprosthesis, rat.
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ÖZET

DAVRANI� HAL�NDEK� SIÇANLARDA B�R�NC�L BEDEN
DUYUSU KORTEKS�N�N M�KRO-UYARIMI �LE YAPAY

DOKUNMA H�SS�N�N OLU�TURULMASI

Bu tez çal�³mas�nda, s�çanlar mekanik sinuzoidal titre³imlerin (uyar� süresi:

0.5 s, tepe genli§i: 200 µm, frekans: 40 Hz) varl�§�n� ya da yoklu§unu alg�lamaya ³art-

land�r�lm�³t�r. �artland�rma için yeni bir mekanik uyar�m sistemi ile donat�lm�³ i³lemsel

³artland�rma kabini tasarlanm�³t�r. Psiko�ziksel deneylerde, s�çanlara ait psikometrik

e§riler üç frekansta (40 Hz, 60 Hz ve 80 Hz) elde edilmi³tir. Daha sonra, s�çanlar�n

birincil beden duyusu korteksinin arka ayak bölgesine mikro-elektrotlar yerle³tirilmi³

ve s�çanlar iki-fazl� yük-dengeli ak�m darbelerini (ICMS) (darbe geni³li§i: 600 µs, ak�m

seviyesi: 20-200 µA) alg�lamaya ³artland�r�lm�³t�r. Psiko�ziksel deneylerle mekanik

deneylerde oldu§u gibi psikometrik e§riler elde edilmi³tir. Mekanik ve ICMS deney-

lerinden toplanan psikometrik verilere uyaran genlik ve frekans�na göre yüzey e§rileri

uydurulmu³tur. Elde edilen psikometrik fonksiyonlar ile be³ s�çan için psikometrik den-

klik fonksiyonlar� (PCF) üretilmi³tir. PCF'ler belirlenen bir frekansta verilen mekanik

titre³im genli§ine psikometrik olarak denk gelen ak�m genli§ini hesaplamakta kul-

lan�lm�³t�r. PCF'ler ile olu³turulan modelin do§rulu§u ayr� bir davran�³sal deneyde be³

frekansta (40 Hz, 50 Hz, 60 Hz, 70 Hz ve 80 Hz) test edilmi³tir. Bu deneylerde, yük-

sek genlikte bir mekanik uyaran ile alg�lama görevi yapan s�çanlara içerisinde mekanik

ya da ICMS uyaranlardan birinin bulundu§u ödül verilmeyen denemeler sunulmu³tur.

Bu denemelerde kullan�lan mekanik ve ICMS uyaranlar�n genlikleri PCF ile birbirler-

ine e³le³tirilmi³tir. Kolmogorov-Smirnov testinin sonucuna göre, mekanik ve ICMS

uyaranlar benzer psikometrik e§riler üretmi³tir (be³ frekans ve be³ s�çan için tüm p

de§erleri >0.05). Böylelikle, psikometrik denkliklere dayal� bu metot beden duyusu

protezlerinde kullan�lan ICMS uyaran�na ait genlik ve frekans�n modüle edilmesi için

uygun görünmektedir.

Anahtar Sözcükler: Mekanik titre³imsel uyar�m, korteks içi elektriksel uyar�m,

beden duyusu nöro-protezi, s�çan.



viii

TABLE OF CONTENTS

ACKNOWLEDGMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv

ACADEMIC ETHICS AND INTEGRITY STATEMENT . . . . . . . . . . . . . v

ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi

ÖZET . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi

LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiv

LIST OF SYMBOLS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xv

LIST OF ABBREVIATIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . xvi

1. INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2. VIBROTACTILE OPERANT CONDITIONINGOF FREELY BEHAVING RATS

AND THEIR SENSITIVITY TO VIBROTACTILE STIMULI . . . . . . . . 5

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.1.1 The Sense of Touch . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.1.2 Central Processing of Tactile Stimuli . . . . . . . . . . . . . . . 14

2.1.3 The Psychophysics of Touch . . . . . . . . . . . . . . . . . . . . 18

2.1.4 The Classical Psychophysical Methods . . . . . . . . . . . . . . 21

2.1.5 Animal Psychophysics . . . . . . . . . . . . . . . . . . . . . . . 24

2.2 The Aim . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.3 Materials and Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.3.1 Animals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.3.2 Operant chamber and vibrotactile stimulator . . . . . . . . . . . 28

2.3.3 Electronics and control software . . . . . . . . . . . . . . . . . . 31

2.3.4 Behavioral training . . . . . . . . . . . . . . . . . . . . . . . . . 34

2.3.5 Experiment I: Vibrotactile psychophysical testing . . . . . . . . 38

2.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

2.4.1 The vibrotactile system . . . . . . . . . . . . . . . . . . . . . . 40



ix

2.4.2 Behavioral training schedule . . . . . . . . . . . . . . . . . . . . 41

2.4.3 Receiver operant characteristics . . . . . . . . . . . . . . . . . . 46

2.4.4 Vibrotactile sensitivity of freely behaving rats . . . . . . . . . . 47

2.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

2.5.1 Technical limitations and improvements . . . . . . . . . . . . . 49

2.5.2 Comparison with whisker stimulation . . . . . . . . . . . . . . . 50

2.5.3 Vibrotactile sensitivity of rats . . . . . . . . . . . . . . . . . . . 51

2.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3. OPERANT CONDITIONING OF FREELY BEHAVING RATS WITH IN-

TRACORTICALMICROSTIMULATION IN HINDPAWREPRESENTATION

OF PRIMARY SOMATOSENSORY CORTEX . . . . . . . . . . . . . . . . 54

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3.1.1 Nervous Tissue . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.1.2 Electrode-Tissue Interface . . . . . . . . . . . . . . . . . . . . . 59

3.1.3 Electrode Material . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.1.4 Electrical Stimulation of the Nervous System . . . . . . . . . . . 63

3.2 The Aim . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

3.3 Materials and Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

3.3.1 Animals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

3.3.2 Apparatus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

3.3.3 Surgery and Microelectrode Implantation . . . . . . . . . . . . . 66

3.3.4 Operant conditioning with ICMS . . . . . . . . . . . . . . . . . 68

3.3.5 Experiment II: Psychophysical testing with ICMS . . . . . . . . 70

3.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

3.4.1 Condition of microelectrodes . . . . . . . . . . . . . . . . . . . . 70

3.4.2 Behavioral training with ICMS . . . . . . . . . . . . . . . . . . 73

3.4.3 Sensitivity of rats to ICMS . . . . . . . . . . . . . . . . . . . . . 74

3.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

3.5.1 Receptive �elds and impedance of microelectrodes . . . . . . . . 75

3.5.2 Operant conditioning with ICMS . . . . . . . . . . . . . . . . . 77

3.5.3 Sensitivity of rats to ICMS . . . . . . . . . . . . . . . . . . . . . 78

3.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79



x

4. PSYCHOMETRIC CORRESPONDENCE BETWEEN THE SENSATIONS ELICITED

BY VIBROTACTILE STIMULATION OF THE GLABROUS SKIN AND MI-

CROSTIMULATON OF THE PRIMARY SOMATOSENSORY CORTEX IN

RATS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

4.1.1 Neural Interfaces . . . . . . . . . . . . . . . . . . . . . . . . . . 81

4.1.2 Motorized Neuroprostheses . . . . . . . . . . . . . . . . . . . . . 84

4.1.3 Somatosensory Neuroprostheses . . . . . . . . . . . . . . . . . . 86

4.1.4 Psychometric Equivalence Theory . . . . . . . . . . . . . . . . . 90

4.2 Aim . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

4.3 Material and Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

4.3.1 Animals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

4.3.2 Psychometric Functions . . . . . . . . . . . . . . . . . . . . . . 94

4.3.3 Psychometric Correspondence Functions . . . . . . . . . . . . . 94

4.3.4 Experiment III: PCF Validation Experiments . . . . . . . . . . 95

4.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

4.4.1 Psychometric Surface Functions . . . . . . . . . . . . . . . . . . 96

4.4.2 Psychometric Correspondence Functions . . . . . . . . . . . . . 101

4.4.3 Validation of PCFs . . . . . . . . . . . . . . . . . . . . . . . . . 103

4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

4.5.1 Psychometric Functions . . . . . . . . . . . . . . . . . . . . . . 104

4.5.2 Psychometric Correspondence Functions . . . . . . . . . . . . . 107

4.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

5. GENERAL CONCLUSIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

6. FUTURE WORK . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

APPENDIX A. Operant Conditioning Graphs . . . . . . . . . . . . . . . . . . 115

A.1 Vibrotactile operant conditioning . . . . . . . . . . . . . . . . . . . . . 115

A.2 Auditory operant conditioning . . . . . . . . . . . . . . . . . . . . . . . 120

A.3 ICMS operant conditioning . . . . . . . . . . . . . . . . . . . . . . . . 121

APPENDIX B. Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125



xi

LIST OF FIGURES

Figure 2.1 Mechanoreceptors of mammalian hairy skin 6

Figure 2.2 Arrangement of rat vibrissae 7

Figure 2.3 Mechanoreceptors of mammalian glabrous skin 8

Figure 2.4 Innervation density and response properties of tactile a�erents 9

Figure 2.5 Structure of Meissner corpuscle 10

Figure 2.6 Structure of the Pacinian corpuscle 11

Figure 2.7 Structure of a Merkel's disk-neurite complex 12

Figure 2.8 Structure of the Ru�ni ending 13

Figure 2.9 Somatosensory pathway 15

Figure 2.10 Connectivity and RF structure of somatosensory areas 16

Figure 2.11 Sensory somatotopic map of human 17

Figure 2.12 Sensory somatotopic map of rat 19

Figure 2.13 Tactile psychophysical channels 21

Figure 2.14 Derivation of psychometric curves from a normal distribution. 23

Figure 2.15 The custom-made vibrotactile operant chamber 29

Figure 2.16 Technical drawing of tactile probe 31

Figure 2.17 Flow diagram of operant chamber 32

Figure 2.18 Graphical user interface of operant chamber control program 33

Figure 2.19 The �ow diagrams describing the behavioral tasks. 35

Figure 2.20 Vibrotactile stimulus package 37

Figure 2.21 Visualization of learning on receiver operant characteristic graph 38

Figure 2.22 The relationship between the actual hit rate and observed con-

ditional probabilities 39

Figure 2.23 Calibration of the vibrotactile system 40

Figure 2.24 Development of simple operant conditioning in rats 43

Figure 2.25 Development of vibrotactile operant conditioning in rats: Per-

centage correct rates 43

Figure 2.26 Development of vibrotactile operant conditioning in rats: Re-

ceiver operant characteristics 46



xii

Figure 2.27 Sensitivity of rats to vibrotactile stimulation of their glabrous skin 47

Figure 2.28 Vibrotactile psychometric curves 48

Figure 3.1 Nerve cell 55

Figure 3.2 Signaling in the nerve cells 56

Figure 3.3 Resting membrane potential and ion channels 57

Figure 3.4 Postsynaptic potentials and generation of action potential 58

Figure 3.5 Electrode-electrolytic interface 60

Figure 3.6 Waveforms used for electrical stimulation 63

Figure 3.7 Current intensity-duration curve 64

Figure 3.8 RF mapping of cortex before electrode implantation 68

Figure 3.9 ICMS package 69

Figure 3.10 Implantation of microwire arrays in hindlimb representation of

SI and RF mapping 71

Figure 3.11 Change of RF structures 72

Figure 3.12 Change of electrode impedances 72

Figure 3.13 Accuracies in ICMS control sessions 74

Figure 3.14 ICMS psychometric curves 75

Figure 3.15 Sensitivity of rats to ICMS 76

Figure 4.1 Neural interfaces 82

Figure 4.2 Passive and body-powered prostheses 84

Figure 4.3 EMG-based prosthesis application 85

Figure 4.4 Cortical brain-machine interface 86

Figure 4.5 Non-invasive tactile feedback systems 88

Figure 4.6 Peripheral neural interfaces 89

Figure 4.7 Frequency discrimination based on intracortical microstimulation 90

Figure 4.8 The construction of a psychometric equivalence function 91

Figure 4.9 Flow diagram of Experiment III 96

Figure 4.10 Psychometric surface functions for vibrotactile experiments 98

Figure 4.10 Continued 99

Figure 4.11 Psychometric surface functions for ICMS experiments 100

Figure 4.11 Continued 101

Figure 4.12 Psychometric correspondence functions 101



xiii

Figure 4.12 Continued 102

Figure 4.13 Psychometric curves obtained from PCF validation experiments:

Rat 51 104

Figure 4.14 Psychometric curves obtained from PCF validation experiments:

Rat 56 105

Figure 4.15 Psychometric curves obtained from PCF validation experiments:

Rat 67 106

Figure 4.16 Psychometric curves obtained from PCF validation experiments:

Rat 68 107

Figure 4.17 Psychometric curves obtained from PCF validation experiments:

Rat 69 108

Figure A.1 Behavioral performance of rats in Task-D: Rats performed cor-

rect rates between 70%-85% 115

Figure A.2 Receiver operant characteristics of rats in Task-D: Rats per-

formed correct rates between 70%-85% 115

Figure A.3 Behavioral performance of rats in Task-D: Rats performed <70%

correct rate 116

Figure A.4 Receiver operant characteristics of rats in Task-D: Rats per-

formed correct rates between <70% 117

Figure A.5 Behavioral performance of rats in Task-D: Rats performed >85%

correct rate 118

Figure A.6 Receiver operant characteristics of rats in Task-D: Rats per-

formed correct rates between >85% 119

Figure A.7 Behavioral performance of rats in auditory version of Task-D 120

Figure A.8 Receiver operant characteristics of rats in auditory version of

Task-D 120

Figure A.9 Behavioral performance of rats in Task-E: ICMS Detection 121

Figure A.10 Receiver operant characteristics of rats in Task-E: ICMS Detection122



xiv

LIST OF TABLES

Table 2.1 Rats which failed in the �rst two tasks 42

Table 2.2 Rats tested in vibrotactile experiments 44

Table 2.3 Rats tested in auditory version of Task-C and -D 45

Table 3.1 Rats tested in ICMS experiments 73

Table 4.1 Psychometric function coe�cients for vibrotactile experiments 97

Table 4.2 Psychometric function coe�cients for ICMS experiments 99

Table 4.3 Results of Kolmogorov-Smirnov statistic 103



xv

LIST OF SYMBOLS

p Probability

p(h) Hit rate

p(f) False alarm rate

p∗(h) Corrected hit rate

e Euler's number

α,a Midpoint of the sigmoid (the mean of the normal distribution)

β,b The parameter related to the slope of the sigmoid at the midpoint

Ω Ohm, unit of electrical resistance

A Amplitude

R2 Goodness of �t

Na+ Sodium ion

K+ Potassium ion

Cl− Chloride ion

A− Organic anions

δφ Resting membrane potential

Rs Electrical impedance of electrolyte

Cdl Capacitance of electrical double layer

ZFaradaic Faradaic impedance

Ve Extracellular potential

I, i Current

r Radius, distance

σ Conductivity of extracellular �uid

τ Duration

a, b, c, d Coe�cients of psychometric surface function

f Frequency

z(.) z-score

d
′

Sensitivity index



xvi

LIST OF ABBREVIATIONS

ICMS Intracortical microstimulation

PCF Psychometric correspondence function

RA Rapidly adapting. RA type I a�erents (for human; FAI)

SA Slowly adapting

PC Pacinian a�erent (for human; FAII)

SAI Slowly adapting type I a�erent

SAII Slowly adapting type II a�erent

RF Receptive �eld

MCN Merkel cell-neurite complex

CNS Central nervous system

TN Trigeminal nucleus of brainstem

VPN Ventral posterior nucleus of thalamus

VPM Ventral posterior medial nucleus of thalamus

SI Primary somatosensory cortex

SII Secondary somatosensory cortex

P Pacinian channel

NPI-III Non-Pacinian channels I-III

LED Light emitting diode

dB SPL Decibel of sound pressure level

dB ref 1µm Decibel referenced to 1µm

dB ref 1µA Decibel referenced to 1µA

VDC DC voltage

DAQ Data acquisition

GUI Graphical user interface

ROC Receiver operant characteristic

N/A Not available

DBS Deep brain stimulation

BMI Brain machine interface



xvii

EPSP,IPSP Excitatory/inhibitory postsynaptic potential

AP Action potential

FBR Foreign body response

CSC Charge storage capacity

IPI Inter-pulse interval

PW Pulse width

IP Intraperitoneal

SQ Subcutaneous

PI Post-implantation

EEG Electroencephalography

ECoG Electrocorticography

TES/TMS Transcranial electrical/magnetic stimulation

EMG Electromyography

ENG Electroneurography

PEF Psychometric equivalence function



1

1. INTRODUCTION

1.1 Motivation

In 1992, the prevalence of traumatic spinal cord injury was 12.7 per million in

Turkey [1]. To my knowledge, there is not any study reporting the current prevalence

of any kind of paralysis and the total incidences in Turkey. In the United States of

America (USA), 5.6 million people (1.9 % of US population) were living with motor

disabilities in 2008 [2]. In France, annual incidence of traumatic spinal cord injury was

19.4 per million in 2000, whereas it was 23.5 per million in Spain between the years of

2000-2009 [3]. Between the years of 1995 and 2005, 218 upper limb amputations were

recorded only in the city of Van, Turkey [4]. In 1995, there were 1.4 million amputees

in USA [5]. The latest survey performed in USA revealed that; 185,000 people were

amputated in 1996 [6]. Ziegler-Graham et al. estimated this number to reach 2.21

million in 2020 [7].

Amputation and palsy as a result of either a chronic disease or trauma seri-

ously a�ects subject's daily living quality in both physical and psychological aspects

[8]. Amputees and paralytic patients have to deal with lack of independency in their

daily living activities as well as other social problems and psychopathological condi-

tions [9]-[14]. Altered body appearance, independency and social acceptance anxiety

are the primary driving forces beneath these conditions [13, 14]. Furthermore, while

some patients are not able to return to work as a result of physical disabilities after

amputation, the others may have to �nd new jobs that require less work but higher

educational pro�les [15]. On the other hand, paralytics who is bound to bed do not

have a chance to be occupied for a job. Furthermore, considering the annual amputa-

tion rates [4, 7] and prevalence of palsy [1]-[3], costs for the society and the economy

are considerably high [2]. According to the report of Christopher & Dana Reeve Foun-

dation, caregiver services cost $306 billion annually in USA [2]. Education and getting

a quality profession are other issues to be dealt.

In order to improve physical and psychological conditions of these subjects and
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to regain them to society, there is a great e�ort to develop functional prostheses that

can help them to move and even feel. The most common prostheses are the passive

ones and used only for aesthetic improvements which would diminish the body image

anxiety [11]. However, subjective well-being does not depend only on the appearance

but also on the independency and the future aims after the trauma [11, 14]. Functional

prostheses have been proposed to improve daily-living quality of amputees and par-

alytics. Nevertheless, expectations from functional prostheses vary depending on the

level of amputation (e.g., upper limb or wrist) or paralysis (e.g., cervical or thoracic)

and occupation (e.g. profession or daily living activities) [16]-[18].

Di�erent motorized prostheses have been proposed in the literature [19]-[22].

Otto Bock HealthCare GmbH (Germany) commercialized a robotic hand controlled

by myoelectric signals recorded from muscles in residual limb [23]. In addition, The

BrainGate Co. (USA) have been testing a robotic arm controlled by the activity of

cortical neurons recorded via electrode arrays implanted on human subjects [24]. The

motorized prosthesis users mostly rely on their vision in order to control their prosthe-

ses [16]. However, in a survey performed by Lewis et al. (2012), amputees reported

that they would prefer a sensory feedback as vibration, electrical stimulation, pressure

or temperature instead of watching or listening to their prosthesis [16].

Keeping the needs of prothesis users in mind, it is also important to understand

the role of sensory feedback from our limbs. Movement planning and precise control of

the limbs mostly depends on integration of multisensory cues (i.e., vision, propriocep-

tion and touch) [25]. Cutaneous a�erents from our skin signal the information about

contact with an object, its shape and its movement with respect to the skin [26, 27].

Proprioceptive a�erents innervating the muscles signal the posture of the limbs and

their position in space with respect to the body [26]. These two senses together with

vision and sound are used to coordinate the movement with high precision (e.g. grasp-

ing an object with adequate force to prevent slipping). Without the cutaneous and/or

proprioceptive feedback, limb coordination would be disrupted and movements would

be clumsy [27]. This is the case for motorized prostheses; actions take longer and are

less accurate compared to natural movements. Implementing the sensory feedback on

neural prostheses would improve the quality of the movement. Gaunt et al. (2013)

studied the e�ects of proprioceptive feedback in control of a robotic arm on a tetraplegic
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patient [28]. The patient had complete paralysis but had intact sensation of touch and

proprioception. She was implanted with microelectrode arrays in motor cortex and

trained to control the robotic arm through a brain-computer interface. During the

control experiments, she had no feedback except her vision and was successfully con-

trolling the robotic arm (i.e., moving the arm across two points in horizontal plane).

When she was blindfolded, she failed to control the robotic arm. However, she regained

the control when one moved her arm in synchrony with the robotic arm (providing pro-

prioceptive feedback) while she was still blindfolded.

In addition to the movement planning, multisensory feedback constitutes the

basics of body embodiment (the feeling of own body/limb) [29]-[32]. De Vignemont

proposed that if the spatial, sensorimotor and a�ective properties of a limb or an ob-

ject are processed in the same manner as the properties of one's own body, then it

is embodied [32]. If neural prostheses are expected to be more than a tool [33], it is

important to implement naturalistic sensory feedback in these devices.

Improvements in neural interfaces encourage the sensory prostheses applications

[34]. Neural interfaces can be used not only for recording but also for electrical stimu-

lation of peripheral and/or central nervous systems [35]-[37]. Electrical stimulation of

sensory a�erents or cortical neurons in sensory cortices through these interfaces elicits

arti�cial sensations [36]-[38]. However, in order to induce a naturalistic sensation, it

is important to develop feasible and versatile methods for translating natural stimuli

(e.g., pressure on a robotic �nger) into electrical stimulation patterns.

Therefore, in this thesis, I focused on how to convert vibrotactile stimuli, for

example, applied on a sensorized robotic �nger into intracortical microstimulation pat-

terns in order to elicit similar sensations as in the case of natural stimulation.

1.2 Objectives

The aim of this PhD work was to model the psychophysical correspondence

between the vibrotactile stimuli applied on the volar surface of rat's hindpaws and

intracortical microstimulation (ICMS) in the hindpaw representation of the primary

somatosensory cortex of the rats. The model -psychometric correspondence function
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(PCF)- was used to convert vibrotactile stimuli into ICMS trains. I hypothesized

that PCFs can be used to modulate ICMS trains in order to generate neural activity,

therefore, an arti�cial sensation, which results in similar psychophysical performances

as in the tactile experiments.

As the secondary objective of the thesis, a vibrotactile operant conditioning

chamber for freely behaving rats is proposed. Also, a training schedule is presented for

training unrestrained rats to detect vibrotactile cues delivered to the volar surface of

their hindpaws. Furthermore, sensitivity of rats to vibrotactile and ICMS stimuli was

studied.

1.3 Outline

In the �rst section here, I presented the motivation and objectives of the study.

In Chapter II, design of vibrotactile operant conditioning chamber and vibrotactile

sensitivity of freely behaving rats are presented. Operant conditioning of the rats by

ICMS and their sensitivity to ICMS is presented in Chapter III. Chapter IV presents

the construction and validation of PCFs. A general conclusion for the thesis is given in

Chapter V. In the �nal chapter of the thesis, future research directions are discussed.
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2. VIBROTACTILE OPERANT CONDITIONING OF

FREELY BEHAVING RATS AND THEIR SENSITIVITY TO

VIBROTACTILE STIMULI

2.1 Introduction

Rodents have been good models for studying nervous system during behavior.

Various behavioral tasks have been used to train this model animal based on sensory

inputs from di�erent modalities, such as hearing [39], olfaction [40], vision [41] and

touch [42]-[46]. Furthermore, they can be conditioned to perform various tasks for

drug self-administration [47] or electrical microstimulation in the cortex [48]. In this

study, I focused on conditioning rats based on vibrotactile stimulation of their hind-

paw glabrous skin. Therefore, an extensive review of tactile sensation is presented in

following sections.

2.1.1 The Sense of Touch

The sense of touch is mediated by mechanoreceptive a�erents innervating the

skin. Glabrous (hairless) and hairy skins are innervated by di�erent types of mechanore-

cetive a�erents. In addition to glabrous and hairy skins, rodents have a distinct tactile

sensory organ used in active exploration; whiskers.

• Mechanoreceptors of The Hairy Skin

The hairy skin is innervated by a�erents associated with hair follicles or cuta-

neous mechanoreceptors (e.g., Merkel cells, Pacinian corpuscles and Ru�ni endings)

(Figure 2.1) [49]-[53]. Touch domes are the elevated skin regions where 5-10 Merkel

cells are grouped together [49, 51]. Each of these Merkel cells might be innervated

by two or more large myelinated �bers. Each �ber may innervate several Merkel cells

located in di�erent touch domes. Touch domes have small receptive �elds (RF) (e.g.,
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Figure 2.1 An illustration of mechanoreceptors in mammalian hairy skin. (Hair follicle drawing
is reproduced from Figure 2.12 of Willis and Coggeshall, 2004 [49]. Drawing of Ru�ni ending is
reproduced from Figure 5 of Andres and von Düring, 1973 [50])

skin area sensitive to indentation) and they are responsive to light skin indentations

[49]. Under static indentation, they show a sustained response. In addition to the

touch domes, Merkel cells can be found in hair follicles too. Three types of hair folli-

cles are de�ned in mammalian skin; down hairs (D-hairs or zigzag hairs; the shortest

and the most abundant hair type), guard hairs (the longest and thickest hairs on the

skin) and auchene/awl hairs [52]. Follicles of these hairs are innervated by di�erent

sets of low-threshold mechanoreceptive a�erents. For example, follicles of guard hairs

are surrounded by Merkel cells and thickly myelinated nerve endings called longitudi-

nal lanceolate endings, whereas D-hair and auchene/awl hair follicles are innervated

by both myelinated and unmyelinated nerve �bers [54]. A single �ber may innervate

more than one hair follicle [55]. Hair follicles are sensitive to hair movement but do

not respond to static stimuli [49, 52]. In addition to those hairs on their fur, rodents

are equipped with specialized sinus hairs on their snout called mystacial vibrissae or

whiskers (Figure 2.2). In rats, whiskers are arranged in 5 rows (rows A-E) and each
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Figure 2.2 Photograph showing the rat whiskers (on the left) and micrograph showing arrangement
of vibrissal follicles in the skin (on the right). Follicles were visualized by threating blood sinuses
surrounding whisker roots with xylene. A-E: vibrissal rows, α-δ: caudal-most vibrissa follicles, NV:
nasal vibrissae, NS: nostril, R: rostral, V: ventral, FBP: furry buccal pad. Scale bar = 1 mm. [57, 58]

row has 5-9 whiskers [56]-[58]. Their length vary between 1.5 to 5 cm [56]. Rodents use

their whiskers for tactile exploration of their environment. These sinus hairs are in-

nervated by slowly and rapidly adapting mechanoreceptive a�erents, such as Merkel's

cells, longitudinal and branched lanceolate nerve endings, lamellated corpuscles and

free nerve endings [49, 51]. Furthermore, striated muscle �bers attached to the hair

follicle enables the voluntary movement of the vibrissae. Motor and sensory innerva-

tion of vibrissae forms a sensorimotor loop which enables encoding of complex tactile

features (e.g. curvature, texture, size, etc.) of the objects [56, 59, 60].

In addition to hair units, �eld units are sensitive to rapid movements of the

skin and hairs [61]. However, there is not much detailed information about their end

organs. They di�er from hair units with their receptive �eld structure; while hair units

have discrete and small low-threshold spots, �eld units have larger low-threshold spots

which are connected to each other [55]. Other than �eld units, tactile C a�erents (or

C mechanoreceptors) innervate the hairy skin. They are sensitive to stimuli slowly

moving on the skin [49, 62]. These unmyelinated, low-threshold mechanoreceptors are

thought to be mediate pleasant (a�ective) touch in social interactions [62]. Pacinian

corpuscles and Ru�ni endings are also found in hairy skin. Structures and response

properties of these mechanoreceptors are presented in the following section.
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Figure 2.3 An illustration of mechanoreceptors in mammalian glabrous skin. (Drawing of Ru�ni
ending is reproduced from Figure 5 of Andres and von Düring, 1973 [50])

• Mechanoreceptors of The Glabrous Skin

Mammalian glabrous skin is innervated by four types of mechanoreceptors:

Pacinian corpuscles, Meissner corpuscles, Merkel's discs and Ru�ni endings (Fig-

ure 2.3) [27, 49, 51, 63, 64]. Meissner corpuscles and Merkel's discs are super�cial

mechanoreceptors [65, 66]. On the other hand, Pacinian corpuscles and Ru�ni endings

are located in deeper dermis and subcutaneous tissue [65]. These mechanoreceptors can

be classi�ed according to their receptive �eld sizes, innervation densities and response

properties such as adaptation and tuning frequency [55, 67]-[75]. Meissner corpuscles

and Merkel's disks have small RFs whereas Pacinian corpuscles and Ru�ni endings

have larger receptive �elds [65]. Furthermore, innervation densities of Meissner corpus-

cles and Merkel's disks are higher than those of Pacinian corpuscles and Ru�ni endings

(Figure 2.4). Based on their response to a ramp-and-hold stimulus, these mechanore-

ceptors can be classi�ed as rapidly adapting (RA) or slowly adapting (SA) (Figure

2.4) [65, 66, 76]. A�erent associated with Pacinian Corpuscles (denoted as FAII -fast

adapting II- in human and PC in other mammals) and Meissner corpuscles (denoted



9

(a) RA (FAI) (b) SAI (c) PC (FAII) (d) SAII

Figure 2.4 Innervation density and response properties of cutaneous mechanoreceptive a�erents. (a)
RA �bers innervating Meissner corpuscles have higher innervation density in �ngertips. They respond
during the rise and fall of a ramp and hold stimulus. (b) SAI �ber innervating Merkel's disk have a
innervation pattern similar to RA �bers. However, their innervation density is lower. They display a
high onset respond and �re irregularly during the persistent indentation. (c) Innervation density of PC
a�erents is lower compared to type I a�erents and their distribution is relatively homogeneous on the
glabrous skin of the hand. They respond to transient events such as static-to-ramp or ramp-to-static
transition. (d) SAII a�erents innervating Ru�ni endings have relatively higher innervation density
than PCs. They respond regularly during the ramp and hold stimulus. (Drawings are reproduced
from Bolanowski, 2002 [65])

as FAI in human and RA in other mammals) respond at the onset and o�set of a

ramp-and-hold stimulus, and hence, they are called rapidly adapting mechanorecep-

tors [27, 65]. On the other hand, a�erents associated with Merkel's disks (SAI) and

Ru�ni endings (SAII) �re during a sustained stimulus. Since their �ring rates decrease

at a constant rate as the constant indentation persists, they are called slowly adapting

mechanoreceptors.

Meissner corpuscles are built of �attened supportive cells surrounded by a

connective tissue. Meissner corpuscles are located in the �nger-like projections of the

dermis into the epidermis called dermal papillae [77, 78]. Both myelinated and un-

myelinated a�erents innervate these corpuscles like a coil [79]. However, the role of

unmyelinated a�erents innervating Meissner corpuscles is not clear. Myelinated af-

ferents ends with an unmyelinated section of axon in the corpuscle [51]. When the

corpuscles are deformed by a mechanical stimulus, the nerve endings are excited. A

single RA a�erent innervates up to 20 Meissner corpuscle while a Meissner corpuscle

might be innervated by 5 RA a�erents [27]. Their innervation density is higher in
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(a) (b) (c)

Figure 2.5 Structure of Meissner Corpuscle. (a) Arrangement of Schwann cells and innervation
of C- (green and red) and Aαβ-�bers (purple) (reproduced from Figure 1 of Paré et al., 2001 [79]).
(b) A confocal image of Meissner corpuscle located in dermal papilla. Myelinated �bers are shown
in yellow and unmyelinated �bers and/or �ber terminals are show in green. (Modi�ed from Figure
23-3 of Gardner and Johnson, 2012 [27].) (c) Confocal image showing C- and Aαβ-�bers innervating
a Meissner corpuscle. C-�bers are shown in red (curved arrows) and Aαβ-�bers are shown in green
(arrow heads). (Modi�ed from Figure 4 of Paré et al., 2001 [79].)

distal regions (e.g. �nger tips). In the literature, innervation density was reported as

141 a�erents/cm2 in the �ngertips and 25 a�erents/cm2 in the palm of human [80]. In

monkeys, innervation density varies between 40 to 178 a�erents/cm2 in the �ngertip

depending on the species [78, 81]. RAs' close proximity to the skin surface makes them

very sensitive to skin displacement. They are highly sensitive to dynamic stimuli such

as �utter. Their sensitivity is high at frequencies near 40 Hz [65, 71]. The Meissner

corpuscle surrounding the nerve endings acts as a mechanical �lter and eliminates the

static portions of the stimuli. RAs can entrain with a vibratory stimuli by �ring one

or two spikes per cycle [75, 82]. Their high innervation density (especially in �ngers)

and high sensitivity to dynamic events on the skin makes them appropriate for slip

detection on the skin. Therefore, they may have a role in grip force adjustment and

detection of surface features [27, 74].

Pacinian corpuscles are located in the deep dermis or subcutaneous tissue

[27, 49, 51]. They are formed by laminated structure of Schwann cells [83, 84]. Un-

myelinated endings of PC a�erents rest in the �uid-�lled inner core of the corpuscle

which has a denser arrangement of Schwann cells. The corpuscle surrounding the nerve
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(a) (b)

(c) (d)

Figure 2.6 Structure of the Pacinian Corpuscle. (a) Cross-section of a PC. PCs are formed of
laminated Schwann cells. The space between laminae is �lled with �uid. Denser arrangement of
Schwann cells in the center form the inner core of PC. (b) Longitudinal section showing the center of
PC. At the center of inner core, unmyelinated axon terminal rests. (c) Magni�ed image of inner core.
At the center, nerve �ber rests. Inner core is divided into two halves by a cleft. (d) The myelinated
PC a�erent enters the PC and loses its myelination after an intracorpuscular node of Ranvier. The
�ber terminates in ultraterminal chamber surrounded by outer core cells. (Modi�ed from Figures 2,
3 and 8 of Spencer and Schaumburg, 1973 [83].)

ending �lters the maintained pressure and low-frequency stimuli [49]. Therefore, PCs

are highly sensitive to transient or high frequency events [66, 71, 74]. PCs' sensitivity

is higher between 180-415 Hz for the criterion of one spike per stimulus cycle [70]. Like

RA �bers, PCs can entrain with vibrotactile stimuli [70, 71, 74]. Although they are

located in deep structures, they can sense a 10-nm vibration on the skin [74]. The

laminated structure is thought to amplify transient events on the skin surface [27].

Therefore, they can sense the distant events such as vibration at the tip of a hand-

held tool [27, 74, 85]. In addition to mechanical roles of the corpuscle, Pawson et al.

proposed that there might be a mechanochemical interaction between the nerve and

the surrounding glial tissue [86]. In contrast to their high mechanical sensitivity, PCs
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(a) (b)

Figure 2.7 Structure of a Merkel's disk-neurite complex. (a) A model showing the mechanochemical
interaction between a Merkel's disk and an SAI axon terminal. Mechanical stimulation excites both
Merkel's disk and the neurite by activating stretch activated ion channels (SAC) (steps 1 and 2).
Accumulation of high amount of Ca2+ in the Merkel's disk (step 3) causes neurotransmitter (sero-
tonin and glutamate) release into synaptic cleft (step 4). Neurotransmitters not only excite serotonin
activated channels on the neurite but also a�ects serotonin and glutamate activated channels on the
Merkel's disk (step 5). This elongates the neurotransmitter release by the Merkel's disk (step 6). In
the meantime, some neurotrasmitter might be released by the neurite (step 7). [87] (b) Image showing
the innervation of SAI a�erent on Merkel's disks. (Modi�ed from Figure 23-3 of Gardner and Johnson,
2012 [27].)

are very sparsely distributed in the skin and have a low spatial resolution [27, 74].

Their innervation density is 10 a�erents/cm2 in the palm and 20 a�erents/cm2 in the

�ngertip [80]. Their RFs may span a �nger or the entire hand [27, 71].

Merkel's disks (also called Merkel cell) are located at the tip of epidermal

ridges (indentation of epidermis into the dermis) and they are the end organs of SAI

a�erents [27]. Merkel's disk and the end terminal of the innervating axon form the

Merkel cell-neurite complex (MNC). Merkel's disks not only mechanically �lter the

stimuli but also mechanochemically interact with the axon terminal determining the

response properties of the a�erent [87]. Serotonin and glutamate are released from

Merkel's disk when a mechanical stimulus is applied. SAI's innervation density varies

between 70-134 a�erents/cm2 at the �nger tip depending on species [74, 80, 81]. They

have small RFs and show a long-lasting irregular discharge under a constant pressure

[67, 71, 72, 88]. SAIs display a two-phased response when a ramp-and-hold stimulus

is applied; their �ring rate is higher at the onset of the stimulus and show a rapid

adaptation decreasing the �ring rate which than display an adaptation at lower rates.
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The latter adaptation phase may continue for >30 min [67]. Stimulation of tissue

surrounding RF center (the most sensitive point) together with RF center suppress

the response of SAI [89]. This is called surround suppression. SAIs are sensitive to

frequencies below 8 Hz and static indentations of the skin [71]. Furthermore, their

sensitivity below 4 Hz is better than RAIs [90]. Strong coupling between the Merkel's

disk and the epidermal tissue improves its sensitivity to corners, edges and curvature

of the objects [27, 74, 89]. Therefore, SAI may contribute to the shape and texture

perception.

Ru�ni endings are located in the dermis and innervated by SAII a�erents.

They resemble a spindle and consist of collagen and Schwann cells [49]. SAII �bers are

sensitive to skin stretch rather than skin indentation [71, 74]. They are concentrated at

skin parts around joints and skin folds [27]. Therefore, they contribute to the percep-

tion of hand posture together with proprioceptive a�erents. Furthermore, they convey

the information about the direction of movement on the skin. Although they are found

(a) (b)

Figure 2.8 Structure of the Ru�ni ending. (a) Image of original slide showing Ru�ni ending sent
by Angelo Ru�ni to Charles Sherrington in 1898 [91, 92]. The specimen is collected from a human
and stained with gold chloride. (b) Drawing of a Ru�ni ending showing the internal structures and
innervation of SAII a�erent. (Adapted from Figure 5 of Andres and von Düring, 1973 [50])
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in humans and rats, monkeys and mice do not have SAII a�erents [27, 71, 74, 75].

Their innervation density is 50 a�erents/cm2 [80]. SAIIs have greater RFs and regular

�ring pattern under constant indentation compared to SAIs [27, 71].

2.1.2 Central Processing of Tactile Stimuli

Tactile information from cutaneous mechanoreceptors are conveyed by pseudo-

unipolar nerve cells into the central nervous system (CNS) (Figure 2.9). These nerve

cells consist of a single axon projecting from cutaneous mechanoreceptors to the brain

stem and a soma resting at dorsal root ganglion -a cluster of nerve cell somas located

outside the vertebra. Primary mechanoreceptive a�erents enter CNS from dorsal root of

the spinal nerve and ascend from ipsilateral dorsal column to cuneate nucleus of medulla

oblongata [26]. Here, they make synapses to the second-order nerve �bers which cross

the midline and ascend contralaterally towards the thalamus. The second-order �bers

terminate in the ventral posterior nuclei (VPN) of the thalamus. From there, tactile

information is conveyed to primary somatosensory cortex (SI). This pathway is called

dorsal column medial lemniscal system [26].

Each neuron in SI receives inputs from many mechanoreceptors via thalamus.

Therefore, their response properties and RF structures depend on the properties of

inputs and how they are organized (i.e., excitatory or inhibitory). For example, while

Type-I a�erents innervating the glabrous skin of the hand have small RFs, a cortical

neuron's RF may span two or more �ngers. Furthermore, RF sizes becomes even larger

and may form functional structures (e.g., �ngers of both hands) in higher cortical areas

(Figure 2.10(b)). In addition, cortical neurons do not receive only excitatory inputs;

their RFs may consist of excitatory and inhibitory regions [27]. Stimulation of in-

hibitory skin regions together with excitatory �eld would decrease the �ring rate of the

neuron. Lateral inhibition enhance the tactile contrast for a more detailed perception

(e.g. texture). Despite all, neither the response properties nor RF structures of cortical

neurons are persistent, instead, they reshape with experience or other external factors

such as (limb or cortical) injuries [27].

Furthermore, SI is segregated into di�erent cytoarchitectural regions special-
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Figure 2.9 Somatosensory pathway. The sense of touch is conveyed by pseudo-unipolar nerve cells
up to medula oblongata where information is passed on second-order neuron. While primary a�erent
ascend ipsilaterally, second-order neuron crosses the midline in medula and ascend contralaterally.
Information is processed by one more synapse in ventral posterior nuclei of the thalamus before
reaching the cortex. (Reproduced from Figure 22-11 of Gardner and Johnson, 2012a [26])

ized in processing di�erent (aspects of) sensory information: Brodmann's areas 3a, 3b,

1 and 2 [27]. These regions are highly interconnected to each other and responsible

for parallel and serial processing of sensory information. For example, areas 3a and

3b receive a massive input from VPN and they project their outputs to areas 1 and

2 (Figure 2.10(a)). On the other hand, tactile information is processed in areas 3b

and 1, whereas areas 3a and 2 process proprioceptive information. These areas convey

information to higher cortical areas in parietal cortex, such as secondary somatosen-

sory cortex (SII) and Brodmann's area 5. As the information passes on higher cortical

regions, it becomes more abstract. For example, while neurons in SI may respond to
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one physical aspect of a tactile stimulus (e.g. indentation rate), neurons of SII respond

to complex features such as roughness, grooves, shape, etc. Information processed in

these higher cortical areas is transmitted to temporal and motor areas to support other

perceptual and executional processes.

Each area of SI has a somatotopic arrangement, so that di�erent skin regions are

(a)

(b)

Figure 2.10 (a) Connections between somatosensory areas. Tactile information from mechanorecep-
tive a�erents are conveyed to the primary somatosensory cortex by ventral posterior nuclei of thalamus
(VPS: ventral posterior superior nucleus, VPL: ventral posterior lateral nucleus, VPM: ventral poste-
rior medial nucleus). While Bordmann's areas 3b and 1 receives cutaneous mechanoreceptive inputs,
3a and 2 receives proprioceptive inputs. These areas process information in serial and parallel manner.
Output neurons of SI project into higher cortical areas such as secondary somatosensory cortex (SII)
and other parietal cortices (i.e., PR: parietal rostroventral cortex, PV: parietal ventral cortex and
Brodmann's area 5). As the information passes on higher cortical regions, it becomes more abstract.
Finally, information is conveyed to temporal and motor areas to support emotional and executional
processes. (Reproduced from Figure 23-10 of Gardner and Johnson, 2012a [26]) (b)Receptive �eld sizes
of cortical neurons. Neurons of higher cortical regions process inputs from a wider and functionally
organized area. (Reproduced from Figure 23-11 of Gardner and Johnson, 2012a [26])
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represented by a di�erent set of cortical neurons (Figure 2.11) [27]. The somatotopic

organization is not uniform; the organs (e.g. hands) that we use extensively have a

bigger representation than others in the SI. Other cortical regions (e.g.,VPN and SII)

processing somatosensory information also have such somatotopic arrangement [27].

Gardner and Johnson, 2012b, proposed that SII has four and posterior parietal cortex

has at least two somatotopic maps. These maps are obtained by electrophysiologic

recording and electrical stimulation experiments [93]. It should be noted that Figure

2.11 shows a generic somatotopic map. Somatotopic maps di�er subject to subject but

share a similar outline. In addition, these maps are subject to change by experiences

because of the dynamic nature of the cortex. For example, a piano player's �nger

representations would be much more wider and discrete than those of a laborer.

Rodent vibrissal sensory inputs follow a similar pathway as other cutaneous

inputs but synapse locations are di�erent. Trigeminal ganglion nerve �bers innervate

the follicles of vibrissae at one end and they terminate in trigeminal nuclei (TN) of

the brainstem on the other end [56, 60]. Trigeminal ganglion is located just outside

Figure 2.11 Sensory somatotopic map of human. Di�erent skin regions are represented by a di�erent
set of neuron in the SI. Lengths of the lines show the relative cortical representation of the particular
skin region. (Drawing by Pen�eld and Rasmussen, 1950 [93])
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the brainstem. Second-order neurons convey information from brainstem to ventral

posterior medial nuclei (VPM) of the thalamus. Finally, the thalamus relays infor-

mation to SI. Similar to the primates, rodents also have a sensory somatotopic map

in their cortex (Figure 2.12). However, this map is not well segregated; motor and

sensory regions may overlap [94]-[96]. Furthermore, submodalities of somatic sensation

are also overlapping [95]. Since most of the rodents use their whiskers extensively, their

vibrissae have a more elaborate topographic representation comprising approximately

1/4 of the cortical surface [95]. Each vibrissa is represented by a di�erent cortical

column which is called a barrel. The region comprises these barrels is called barrel

cortex. The barrel structures can be seen easily by simple staining techniques (Figure

2.12). The vibrissal system is also supplied with descending pathways which enables

the movement of individual whiskers forming a complex network of sensorimotor loop

[56, 59, 60]. This network enables rodents to extract detailed tactile information from

their environment by means of active tactile exploration. The animals can voluntarily

move their whiskers and palpate objects. Although each barrel mainly process infor-

mation from their principle whisker, interactions between neighboring barrels still exist

[59].

2.1.3 The Psychophysics of Touch

The nervous system encodes speci�c features of the external stimuli as a popu-

lation. When this population code reaches to the cortex, we perceive the stimuli. We

recognize objects and distinguish them from each other with the di�erences in percep-

tions that they elicit. Also, we depend on our perceptions in our daily living activities.

Therefore, it is important to understand how quantitative aspects of a physical stim-

ulus relate to the perception that it elicited. Psychophysics inspects the psychological

processes elicited by a physical stimulus by systematically changing one or two di-

mensions of the stimulus [97]. Psychophysical experiments are designed to determine

the limits of perception. Experiments mostly focus on three parameters; (1) absolute

detection threshold [98, 99], (2) discrimination threshold [100]-[102], and (3) scaling

[103, 104]. Absolute detection threshold can be de�ned as the lowest amplitude level of
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Figure 2.12 Sensory somatotopic map of rat. (Left) A section stained with thionin showing the
cytoarchitectonic topography of rat SI. (Right) Somatotopic representation of body in S1. SII: sec-
ondary somatosensory cortex, FBP: furry buccal pad, N: nose, RV: rostral small vibrissae, A-E: rows
of barrels (barrel cortex), UL: upper lip, LL: lower lip, LJ: lower jaw, UZ: zone unresponsive in anes-
thetized recordings, p: palm, t: thumb, d2-5: digits of forepaw, dfp: dorsal forelimb, w: whiskers on
wrist, d�: dorsal forelimb, v�: ventral forelimb, T: trunk, fm: forelimb muscle, hm: hindlimb muscle,
d1-d5: digits of hindpaw, HP: hindpaw, dhp: dorsal hindpaw, hl: hindlimb [95].

a stimulus that elicits a sensation. Discrimination threshold is the minimum di�erence

between one dimension (e.g. amplitude, frequency, duration, etc.) of two stimuli that

can be discriminated. In scaling experiments, subjects are asked to scale one or more

dimensions of a stimulus with or without a reference.

Tactile psychophysical experiments have been performed to reveal how tactile

information is processed by central nervous system and how we perceive and utilize this

information. Although di�erent tactile stimuli (e.g. ramp-and-hold stimuli with single

cylindrical probes or gratings scanned across the skin surface) have been used, using

vibratory stimuli has been a general habit because of frequency speci�city of peripheral

mechanoreceptive a�erents (e.g. PCs are more sensitive to high frequencies whereas

RAs are sensitive to �utter stimuli) and easy control of amplitude and frequency of

sinusoidal vibrations. Based on this physiological basis, tactile psychophysical channels

have de�ned for glabrous touch in order to extract more details about how information

conveyed by di�erent mechanoreceptive a�erents are perceived [63].
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• The Psychophysical Channels of Touch

In humans and primates, the relationship between the absolute detection thresh-

old and the frequency of stimulus consist of a frequency independent region between

20-40 Hz and a frequency dependent region between 40-700 Hz (black data points in

Figure 2.13(a)) [63]. Trend of psychophysical detection thresholds at high frequencies

resembles the change of absolute spike thresholds of PC a�erents in the same range

of frequency. On the other hand, low frequency pro�le is in parallel with threshold

levels of RA �bers. After extensive studies on response properties of mechanoreceptive

a�erents and psychophysical experiments in the literature, Bolanowski et al., 1988, pro-

posed four psychophysical channels contributing to the sense of touch; Non-Pacinian I

(NPI) channel is mediated by RA (FAI) �bers innervating Meissner corpuscles, NPII

channel is mediated by SAII �bers innervating Ru�ni endings, NPIII channels is me-

diated by SAI �bers innervating Merkel's disks, and Pacinian (P) channel mediated by

PC (FAII) a�erents (Figure 2.13) [105]. When threshold-frequency characteristics of

psychophysical channels and mechanoreceptive a�erents are compared (Figure 2.13),

each channel resembles the characteristic of corresponding a�erent population. How-

ever, while comparing Figure 2.13(a) and 2.13(b), it should be noted that threshold

criteria for each a�erent is di�erent. Furthermore, tactile psychophysical channels,

therefore, the tactile sensation, depends on the population response of mechanorecep-

tive a�erents. Then, absolute psychophysical detection thresholds are much more lower

than thresholds of mechanoreceptive a�erents.

Each tactile psychophysical channel is proposed to convey information in spe-

ci�c frequency ranges [63]. For example, NPI channel conveys �utter sensation in the

range of 2-40 Hz, whereas P channel conveys the sense of vibration between 40-500 Hz.

On the other hand, NPII channel conveys a "buzz-like sensation" in the range of 100-

500 Hz, and NPIII channel produces pressure sensation between 0.4-2 Hz. Although

sensations around threshold levels might be conveyed by the most sensitive channel

at that frequency, higher amplitude levels may evoke sensations with contribution of

other activated channels. Each sensory channel di�ers from each other not only with

their frequency range and the sensation that they produce but also with their response

properties under di�erent stimulation conditions [63]. For example, the best frequen-

cies -the frequency with minimum threshold level- of P and NPII channels varies with
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(a) (b)

Figure 2.13 Tactile psychophysical channels. (a) The four-channel model proposed by Bolanowski
et al, 1988. Each channel is shown in di�erent colors. Black data points show the absolute detection
thresholds for the thenar eminence stimulated with a 2.9-cm2 probe. NPI-III: Non-Pacinian channels
mediated by RA, SAII ans SAI �bers, respectively. P: Pacinian channel mediated by PC a�erents.
(Reproduced from Figure 8 of Bolanowski et al., 1988 [105]) (b) Threshold-frequency characteristics of
mechanoreceptive a�erents with following threshold criteria; 4 spikes/stimulus for PC, 1 spike/stimulus
for RA, 5 spikes/second for SAII, and 0.8 spikes/second for SAI. (Reproduced from Figure 7 of
Bolanowski et al., 1988 [105])

temperature. Among four tactile channels, only P channel has the properties of tem-

poral and spatial summation. Temporal summation is the improvement in detection

threshold as the stimulus duration is elongated. Spatial summation is the improvement

in detection threshold as the stimulation area is increased.

2.1.4 The Classical Psychophysical Methods

There are three techniques used in classical psychophysical experiments: Meth-

ods of constant stimuli, limits and adjustment [106].

In the method of constant stimuli, the subject is presented with a predeter-

mined set of stimuli (e.g., 5-9 amplitude levels for detection task). Each stimulus is

presented randomly and repeated many times to obtain a statistical measure (e.g., de-

tection probability). The experiment can be designed for measuring the detection or

discrimination threshold of the subjects. If the task is to determine detection threshold,

5-9 amplitude levels are used [106]. Experimenter has to make sure that the biggest

amplitude level could be detected in most of the trials whereas the minimum ampli-

tude level should be almost undetectable. If it is a discrimination experiment, there
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would be a standard stimulus and 5-9 comparison stimuli at di�erent magnitudes (e.g.,

frequency, amplitude, duration, etc.). As in detection task, the maximum di�erence

should be easily detectable. The subject is asked to report whether s/he perceived the

stimulus or whether the comparison stimulus is bigger than the standard one in each

trial. At the end of the experiment, the rate of reporting "yes, I felt the stimulus" or

"comparison is bigger" is recorded for each constant stimulus. Finally, the data points

are plotted and �tted with a sigmoid curve (Figure 2.14, Equation 2.1).

p =
1

1 + e(α−x)/β
(2.1)

where p is the probability of detecting a stimulus with an amplitude of x, α is the mid-

point of the sigmoid curve (the mean of normal distribution), β is related to the slope

of the sigmoid at α. The reason for the sigmoid �t is the variable nature of the sensory

system. Variation of the sensory inputs and processes is normally distributed [106].

The sigmoid curve is the cumulative version of this distribution (Figure 2.14). For

example, the upper panel of Figure 2.14 shows the distribution of momentary thresh-

olds (i.e., the instant threshold at a given trial). A stimulus would be perceived if it

is equal to or greater than the momentary threshold. Therefore, the area under the

normal distribution that is below the applied intensity would give the detection rate.

In this example, when a stimulus intensity of 24 units is applied, it would exceed the

momentary threshold in 20% of the time. If the stimulus intensity is 31 units, it would

be detected 80% of the time. In the method of constant stimuli, it is possible to deter-

mine the threshold level de�ned as a statistical value (e.g. %50 detection threshold) in

addition to the detection/discrimination probabilities at di�erent magnitude levels.

In the methods of limits and adjustment, the amplitude level or the di�er-

ence between standard and comparison stimuli is adjusted depending on the subjects

performance. In a detection task, for example, the experiment starts with a too high

amplitude level which is certainly detectable, and the amplitude level is decreased as

the subject reports the detection until it is not detected. The amplitude level where

the detection to no-detection transition occurred is recorded. Then, the stimulus is

started from a low amplitude level and increased until the subject reports a detection.

After repeating increasing and decreasing cycles many times, the mean of amplitude
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Figure 2.14 Derivation of psychometric curves from a normal distribution. Psychometric curves are
the cumulative version of the normal distribution of biological and psychological events. (Adapted
from Figure 3.2 of Gescheider, 1997 [106].)

levels where transitions occurred is accepted as the absolute detection threshold. The

di�erence between the methods of limits and adjustment is the participation of the

subject in method of adjustment [106]. In this method, the subject controls the vari-

ation of the stimulus intensity. The staircase method is a variation of the method of

limits [106]. The staircase method is mostly combined with two-interval forced-choice.

In this method, stimulus is presented in one of two intervals and the subject is asked

to report in which interval s/he perceived the stimulus. The intensity of the stimulus

is started at a suprathreshold level. It is decreased in succession of a few (e.g., three)

correct responses and increased after each false response. The experiment is terminated

when the variation of stimulus intensity is ±1 step for last few trials. The mean of

these trials would give the detection threshold. In the case of 3 correct responses and 1

false response criteria, 75% threshold level would be measured (3 correct responses in 4

responses). This method is a fast approach for determining the the detection threshold

at any statistical criterion. However, a few sessions has to be performed with di�erent

statistical criteria if a psychometric curve is desired.
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2.1.5 Animal Psychophysics

Rodents and monkeys have been valuable models for behavioral experiments

on sensory perception. They can be trained for di�erent behavioral task in operant

chambers. Operant chambers can vary in design and equipment depending on the aim

of the training and modality of the stimuli. Head- or body-restrainment, for example,

has been used to deliver a controlled stimulus in awake animals by preventing them

to move. In these kind of systems, animals' movements are restrained by either a

harness [107] or restrainment bars implanted on the skull [108]. On the other hand,

if freely behaving animals would be accompanied in experiments, nose poking holes

equipped with infrared beam detectors [39, 46], licking spouts [40, 42], touch screens

[41] or levers [44] can be used for recording the behavioral responses. After a desired

behavioral response, the rodents are presented with a reward. Liquid rewards generally

given by solenoid valves [39, 40, 42, 44]-[46] whereas pellet foods are supplied through

magazines [41].

In order to motivate behavior in rodents, either water or food deprivation can be

used. If a water/food-deprived rodent is presented with water/food after each time it

performs a desired behavior (i.e., pressing a lever), an association would form between

this behavior and the reward which is water/food [109]. This type of rewarding strat-

egy is called positive reinforcement. On the other hand, aversive stimuli can be used

to drive behavior in rodents. In this case, a stimuli that is aversive for the rodent (i.e.,

electric shock) can be delivered until a behavioral response, such as pressing a lever,

occurs [110]. By time, the rodent would associate that pressing the lever would cease

the unpleasant stimulus. This strategy is called negative reinforcement (reinforcement

by removing an unpleasant stimulus). Furthermore, a sensory cue, such as an auditory

signal, preceding the aversive stimulus might be elicit the same behavioral response,

since the sensory cue would be associated with the aversive stimuli by time. This is

called conditioned avoidance. Although conditioned avoidance could be used for study-

ing sensory systems in rats [111], researchers mostly prefer positive reinforcement since

it is more appropriate for di�erent behavioral tasks such as forced choice detection or

discrimination tasks [39]-[46].

In a very simple way, animals can be trained in a Go/No-Go paradigm where
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animals are rewarded for their respond (e.g., pressing/releasing a lever) within a limited

time window after the presence of a sensory cue [44, 108, 112]-[115]. Those responses

performed after the response-interval or without the presence of the stimulus are not

rewarded. On the other hand, the animals can be trained to respond on one of two or

more options (e.g., one of two levers or licking spouts). This approach has been widely

used for testing animals ability to detect [42, 116, 117], discriminate [46, 107, 118] or

localize [119] sensory cues. In most cases, the animal itself starts a trial by pressing

a lever or putting their nose into the nose-poking hole. This action is followed by a

stimulus-observation interval. At the end of this interval, the animal is expected to

make a respond based on their observation. Finally, they are rewarded if their re-

spond is correct (e.g., a correct detection or rejection) or they are not rewarded and

a punishment may follow the response [109]. In a detection task, a stimulus is either

presented or not in the observation interval. The animals are trained to report stimulus

and no-stimulus conditions by, for example, pressing di�erent levers. During training,

a supra-threshold stimulus is used to assure it is detected by the animal all the time.

After the animal experts on the task, they are also presented with lower intensity levels

to further test their sensitivity. Depending on the animals momentary threshold and

the perceived intensity level (see Section 2.1.4), animal would report either a stimulus

or no-stimulus. When the responses are plotted against intensity levels, psychometric

curves would be obtained revealing the sensitivity of the animals for di�erent intensity

levels. On the other hand, in a discrimination tasks, a stimulus is presented in each

trial but it varies in its one dimension (e.g., frequency or amplitude). The rats are

trained to respond, for example, on di�erent levers for two extreme stimuli (e.g., high

vs low frequency). Then, they are presented with other intermediate stimuli and forced

to classify these intermediate values as either high or low in frequency/amplitude. A

further improvement in forced-choice task is done by presenting two stimuli together

and training animals to respond based on the di�erence between these stimuli [42, 115].

This method is called two-alternative forced-choice task and mostly used to test lat-

erality in a sensory organs such as vibrissae and olfaction. It is also possible to train

animals in a two-interval forced-choice paradigm [120]. However, this method has been

mostly used for primates, whereas there is no literature on rodents to my knowledge.

The task is identical to those used in humans (see Section 2.1.4), except that animals
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are restrained in a chair during the experiments.

Rats have been widely studied for their vibrissal system because of highly mag-

ni�ed representation of each vibrissa in SI [42]-[46, 56, 107]. Furthermore, vibrissal

system is a good model for studying active touch because the sensory and motor inner-

vation form a closed-loop sensorimotor network [59, 60]. However, in order to deliver a

controlled stimulus on the whiskers, it might be necessary to restrain head movements

or to wait for a stationary head position in behaving animals. Furthermore, humans

mostly use their glabrous skin equipped with mechanoreceptors for tactile exploration.

In literature, it was shown that rat glabrous skin contains all the mechanoreceptive

a�erents that human does [71, 72, 75, 121]. However, according to my knowledge,

all operant chambers designs reported in the somatosensory literature were for tactile

stimulation of the whiskers. For example, operant chamber proposed by Tahon et al.

(2011) had a drum in vertical axis to stimulate whiskers only on one side of the nose

[44]. The drum was positioned just outside an opening near the lever which is used

to start a trial and measure reaction time. A motor was used to control the drum

rotation and an adhesive tape was placed on a particular surface of the drum. Rats

were trained to initiate the drum rotation by pressing the lever and to release the lever

when they sense the adhesive tape. While pressing the lever, rats learned to position

their nose close to the drum surface. However, this design would not be suitable for

designing tasks with more complex stimuli (e.g., stimulation of individual whiskers).

Wiest et al. (2010) built an operant chamber with di�erent compartments for stimulus

and respond/reward [46]. Compartments were separated from each other by a sliding

door. A nose-poke hole was placed on the stimulus compartment. The stimulus was

presented through sliding bars placed on each side of the nose-poking hole. These bars

were controlled by step motors allowing to adjust the aperture width. Aperture size

was adjusted just before each trial and a trial was started when the sliding door was

open. The rats were trained to enter stimulus compartment, poke their nose in the

hole and observe the width of the aperture with their whiskers. Then, they got back to

the reward compartment equipped with two licking spouts and responded on a spout.

Each spout was associated with either the wide or the narrow aperture. However, it

was not possible to apply dynamically changing stimuli since aperture widths were

prede�ned. Adibi and Arabzadeh (2011) used an operant chamber similar to the one
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used by Wiest et al., except that they used vibrating plates to stimulate whiskers of

behaving rats. Piezoelectric actuators were used to vibrate plates placed at both side

close to the nose-poking hole. In order to verify contact between the whiskers and the

stimulator, video recordings were controlled after each session. The contact between

a stimulator and the stimulated surface is important because the behavioral responses

depend on the stimulus when it is presented. On the other side, head-restrainment was

used in many other studies in order to stimulate whiskers accurately [122]-[124]. For

example, Gerdjikov et al. (2010) used a glass capillary to stimulate a single whisker

[122]. They �xed the whisker in the glass capillary and moved sinusoidally by a piezo-

electric bender. Sachdev et al. (2000) applied air pu�s similarly in a head-restrained

rat. However, cautious observation of the whiskers by a dissection microscope was

necessary to verify the de�ection of a single whisker.

2.2 The Aim

In this chapter, I presented a novel computer-controlled operant chamber for

various behavioral tasks in which vibrotactile stimuli was applied to the glabrous skin

of freely behaving rats. Mechanoreceptors in the volar surface of the hindpaw were

speci�cally stimulated. The novel multi-probe tip adaptor mounted on the mechanical

shaker provided accurate stimulation of the skin regardless of the rat's position in the

chamber. A detailed training schedule is also provided for this design. Furthermore,

I studied the sensitivity of freely behaving rats to vibrotactile stimuli at di�erent fre-

quencies. Psychometric curves obtained in psychophysical experiments were also used

in Chapter 4 where I proposed a model for translation of vibrotactile stimuli into ICMS

trains.

The vibrotactile operant chamber and training schedule presented in this chapter

were published in;

Devecio§lu �. and Güçlü B., A novel vibrotactile system for stimulating the

glabrous skin of awake freely behaving rats during operant conditioning. J Neuroscience

Methods 242: 41-51, 2015. [125]
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2.3 Materials and Methods

2.3.1 Animals

59 Wistar albino rats (44 males and 15 females, ages between 3-7 months) were

used in this study. The rats were acquired from Vivarium of Center for Life Sciences

and Technologies, Bo§aziçi University. All experiments were approved by the Bo§aziçi

University Institutional Ethics Committee for the Local Use of Animals in Experiments.

The animals used in next chapters of the thesis were selected from these 59 rats

as they failed at di�erent stages of the training schedule. The rats which failed to

perform behavioral tasks were used in other electrophysiological experiments in Tactile

Research Laboratory, Bo§aziçi University or sent back to the vivarium.

Rats were housed in standard cages under reversed 12:12-h day-night cycle.

In order to motivate rats for behavioral experiments, they were water-deprived 24 h

before experiments. Water was only available in the operant chamber while rats were

performing a task. Rats were kept at >80% of their normal weights. Additional water

was provided if their weight decreased more than 20%. Food was ad libitum in both

home cages and the operant chamber.

2.3.2 Operant chamber and vibrotactile stimulator

Figure 2.15 shows the custom-built operant chamber used in this study. Letter

labels (a-v) were used to indicate each component on the chamber. The chamber walls

(e) are made of Plexiglas (length: 25 cm, width: 25 cm, height: 30 cm) and the ground

plate (r) is made of aluminum. An aluminum frame (o) was constructed to elevate

the chamber 24.5 cm from the table top, so that the vibrotactile stimulating system

(j-n) could be placed beneath it. The aluminum ground plate has 230 holes (diameter:

4 mm, center-to-center distance: 6 mm) precisely spaced in a hexagonal pattern (q).

The perforation covers an area with a diameter of ∼10 cm. The probes (s) of the

multi-probe tip adaptor (j) moved through these holes during mechanical stimulation.

The location and the size of perforation assures that several probes simultaneously
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Figure 2.15 The custom-made operant chamber and the assembly of the tactile stimulator. (a)
Infrared camera, (b) white-noise speakers, (c) reward buzzer, (d) error buzzer, (e) Plexiglas walls, (f)
hose from the water reservoir, (g) LEDs, (h) levers, (i) water receptacle, (j) multi-probe tip adaptor,
(k) accelerometer and resistance measurement circuit, (l) mechanical shaker, (m) laboratory jack,
(n) dial indicator, (o) aluminum frame, (p) solenoid valve, (q) hexagonal hole pattern, (r) aluminum
ground plate, (s) stainless steel probes, (t) aluminum conductor, (u) plastic adaptor, (v) armature
connection screw. (The �gure was published in Devecio§lu and Güçlü, 2015 [125])

contact to the rat skin in each trial. A battery driven electrical circuit (k) was built

to monitor the probe-skin contact. This circuit simply consists of a 9-V battery and a

1-kΩ resistor connected in series with the probes touching the skin surface. When the

rat step on the stimulating area, it closes the circuit by touching the ground plate and

contactor probe(s). The voltage across the resistor changes depending on the number

of probes in contact with the skin. The circuit also has a single chip accelerometer

(ADXL05, Analog Devices, USA). Accelerometer used to monitor the movement of

the multi-probe tip adaptor in vertical axis. A holder was used for the reward buzzer

(Digi-Key part #: 102-1124-ND, operated at 5 VDC, frequency: 2.3 kHz, intensity: 90
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dB SPL) (c) and error buzzer (Digi-Key part #: 458-1351-ND, operated at 24 VDC,

frequency: 3.5 dB, intensity: 105 dB SPL) (d), white-noise speaker (generic speakers)

(b) and the camera (a generic webcam) (a).

The front wall of the chamber was equipped with three non-retractable levers

(h), three blue light emitting diodes (LEDs) aligned with each lever (g) and a water

receptacle (i). Levers are 4 cm in width and protrude 2.5 cm from the wall. They

were positioned at a height of 11.5 cm, so that rat would rear in order to press a lever

and only hind paw would touch to contactor probes. Levers move generic push-button

switches placed outside the chamber. Approximately 25 gram-force is adequate to turn

the switches on. LEDs are aligned 2 cm above the levers. A 4.5-cm high cylinder with

a hole for water delivery is used as the water receptacle and it is located at the center

of the wall. The water reward (∼7-8 µL) is delivered by actuating a solenoid valve (p)

for a very short time (∼10 ms). When the valve is open, water drips through a hose

(f) from the water reservoir placed outside the chamber.

An electrodynamical shaker (V201, Ling Dynamic Systems, Royston, Herts,

UK) was used as the mechanical stimulator (i). This shaker is similar to those used in

other experimental setups in Tactile Research Laboratory, Bo§aziçi University [75, 100,

126]. It is a highly accurate and linear device for generating any mechanical waveform.

Static position of the shaker, hence the static indentation [127], the shaker was placed

on a laboratory jack (m) equipped with a micrometer dial indicator (1044SB, Mitutoyo

Corporation, Japan) (n).

The plastic (VeroWhite+) adaptor (u) was designed in CATIA V5.19 (Dassault

Systèmes, France) and manufactured with a 3D printer (Objet260 Connex, Stratasys

Ltd., Eden Prairie, MN) in clean room of Center for Life Sciences and Technologies,

Bo§aziçi University. Two di�erent types of adaptor were designed; one for carrying 2-

mm diameter stainless steel contactor probes (s) and one with plastic contactor probes

(Figure 2.16). Former design has holes threated for ISO M3 screws. Latter design

was printed as a whole with contactor probes on it. Both of the adaptors are identical

except the materials used for the contactor probes. Nevertheless, sti�ness of the plastic

probes is high enough to easily indent the skin as metal probes do. Furthermore, the

vibrotactile stimulation system was calibrated for both adaptors (see Section 2.3.3).

The adaptors were mounted on the shaker's armature with a ISO M6-threated screw
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Figure 2.16 Technical drawing of multi-probe tip adaptor and individual stainless steel probes. R:
radius, ∅: diameter, M: ISO Metric threating. A: detail view, B: cross-section view. Dimensions are
in mm. (The �gure was published in Devecio§lu and Güçlü, 2015 [125])

(v). The contactor probes have a �at surface for skin contact. The probes do not move

individually; when the shaker vibrates, the adaptor and all probes move as a whole.

Therefore, mechanical vibrations could be applied on the sole regardless of the freely

behaving rat's position.

The chamber was placed in a light and sound-insulated box. Furthermore,

during behavioral experiments, acoustic white noise was presented in the background

at 90 dB SPL in order to mask environmental noises and any audible cues emitted by

the shaker (b). All sessions were monitored and recorded by the infrared camera (a).

2.3.3 Electronics and control software

Figure 2.17 shows the �ow chart of the setup. O�-the-shelf components were

used to construct the interface circuits for the actuators and the sensors in the op-
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Figure 2.17 The �ow diagram of the operant chamber. Operant chamber is controlled by a custom-
made program prepared in MATLAB. A data acquisition card (DAQ card) provides digital input
outputs for the sensors and actuators on the chamber and analog outputs for stimulus waveforms.
Analog output for mechanical stimulation is ampli�ed by a custom-made power-ampli�er which drives
the mechanical shaker. Contact control circuit measures the impedance between the ground plate of
the chamber and the probes of the multi-probe tip adaptor providing an estimation of the contact
surface. Its output voltage changes depending on the contact surface are monitored on the oscillo-
scope. The vibration of the multi-probe tip adaptor is monitored on the oscilloscope screen via an
accelerometer located on the adaptor. A webcam is used to monitor the behavior of the animal in
the chamber. The Waveform of intracortical microstimulation is supplied to a current source by the
analog output of the data acquisition card. The current source delivered the current pulses into the
cortex via microelectrodes (details are given in Chapter 3).

erant chamber. A commercial DAQ card (USB-6259, National Instruments, Austin,

TX, USA) provided the digital inputs/outputs for the sensors and actuators and the

analog output for the stimulus waveform. A custom-made power-ampli�er (ampli�er

integrated circuit: TDA7296, ST Microelectronics, Switzerland) was used to amplify

the analog output of the card and drive the shaker. The entire mechanical stimulation

system was calibrated with a Fotonic sensor (MTI-2100, MTI Instruments, Albany,

NY). The sensor has a probe consisted of optical �bers for light emission and detec-

tion. The probe was aligned with a single contactor probe in the vertical axis. The

light emitted from the probe is re�ected by the surface and the amount of light de-

tected by the probe is converted into an instantaneous voltage by the device. Therefore,

the calibration was performed in a dark environment. The stimulator was calibrated
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at di�erent amplitude levels for a given frequency of sinusoidal displacements. The

peak-to-peak voltage of the waveform generated by the Fotonic sensor was measured

by and oscilloscope (calibration factor: 0.07128 µm/mV). Straight lines were �tted to

the calculated displacements as a function of the output by the USB-6259 card.

A custom program with a graphical user interface (GUI) prepared in MATLAB

2008a (The MathWorks, Natic, MA, USA) was used to control the vibrotactile system

and acquire data from the chamber (Figure 2.18). The MATLAB scripts were published

online (see [125] and http://web0.boun.edu.tr/burak.guclu/burak/TRL/index_�les/

Page967.htm). The program requires the task to be chosen �rst. Then, depending on

the task, the parameters for the stimulus and the procedure are speci�ed by the user.

The status of each lever and LED and the water receptacle are shown on the maze

Figure 2.18 The graphical user interface of MATLAB program used to control operant chamber
and generate stimulus waveforms. When the program is lunched �rst time, the experimenter choses
which task to run. Depending on the task, di�erent sets of parameters can be determined for the task
and the stimulus waveforms. The current status of the session and instantaneous performance of the
rat are shown in the Current box. The Maze box displays the instantaneous state of levers, LEDs
and the water receptacle. The Maze Control box enables experimenter to control state of LEDs, to
determine which levers to be activated and to deliver manual water rewards. (The �gure was published
in Devecio§lu and Güçlü, 2015 [125])
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box of the GUI. The current status of the session and the performance of the rat are

also displayed. At the end of each session or when the experimenter stops a session,

the behavioral responses are recorded and simple statistics (e.g., accuracy and mean

response time) are calculated.

2.3.4 Behavioral training

After arrival of animals from vivarium to Institute of Biomedical Engineering,

they were let to rest and habituate for at least two days. During this period, food

and water were ad libitum. Furthermore, rats were provided with 20-min daily free

exploration sessions in the operant chamber. The water deprivation usually started on

Saturday night and the trainings were performed in 1-h sessions during the weekday.

Rats were provided ad libitum water after the �nal session of the week.

The training schedule consisted of 5 subsequent tasks (Figure 2.19);

• Magazine training session

• Task-A: The simple operant conditioning

• Task-B: Visually guided side-lever press

• Task-C: Visually guided tactile detection

• Task-D: Tactile detection

In the very �rst session, rats learned where to get water, and then, they asso-

ciated the reward signal (sound duration: 0.3 s, frequency: 2.3 kHz, intensity: 90 dB

SPL) with the reward on the water receptacle. Rats which consistently responded (i.e.,

approaching to water receptacle and drinking water) to the reward signal were carried

onto Task-A. In Task-A, rats were trained to press the middle lever in order to get

water. The association between the lever and the reward was established step-by-step:

� First, reward was presented manually each time the rat pointed its nose toward

the middle lever. When this behavior became consistent, reward rate decreased
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to force the rat to sni� or touch the lever.

� Next, the actions of sni�ng, touching with whisker or nose and touching with

forepaws followed each other as rewarding rate decreased when the rat performs

an action consistently. When the rat consistently touched the lever with its

forepaws, it was forced to press the middle lever by decreasing the rate of re-

warding.

� Finally, the manual rewarding was stopped when the rat consistently pressed the

middle lever.

Figure 2.19 The �ow diagrams of the behavioral training tasks. Levers are represented with small
rectangles and LEDs are represented with small circles. A �lled rectangle indicates the lever is
depressed and a �lled circle shows a lit LED. Di�erent stages of each task are indicated by Roman
numerals. After magazine training, rats were further tested in four consecutive tasks. Task-A, Simple
operant conditioning: Each time the middle lever is depressed, the water reward is delivered (I).
Task-B, Visually guided side lever pressing: A trials is started by depression of middle lever (I) and
the middle LED was turned on for 0.6 s (II). Then, one of the side LEDs were turned on (III). The
reward is presented if the lever below the lit LED is depressed (IV). Otherwise, no reward is given and
the error signal occurred. Tack-C, Visually guided vibrotactile detection task: This task is similar
to Task-B except a vibrotactile stimulus is presented for right-lever trials (II). Task-D, Vibrotactile
detection task: Side LEDs are disabled. The reward is presented if right lever is depressed for stimulus
condition and if left lever is depressed for no-stimulus condition. Otherwise, no reward is presented
and the error signal occurred. (The �gure was published in Devecio§lu and Güçlü, 2015 [125])
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Rats performing ≥100 lever presses in a 1-h session were carried onto Task-B. In

Task-B, rats were trained to initiate a trial by pressing middle lever and to respond on

one of the side levers depending on which side LED was on (Figure 2.19). Beginning of

a new trial was signaled by turning on the middle LED for 0.6 s. After this period, one

of the side LEDs was turned on. The reward was presented if the rat pressed the lever

below the lit LED. If the rat pressed the lever on the wrong side or did not responded

within 60 s, the reward was not presented and an error signal (sound duration: 1 s,

frequency: 3.5 kHz, intensity: 105 dB SPL) occurred. The attempts of pressing any

side lever before 0.6-s interval was completed were not counted, but the trial continued

and a response was expected from the rat. The trials in which rat did not respond

with in 60 s were not recorded but repeated. Each session consisted of 100 trials where

right and left trials were randomized and counter-balanced. At the end of each session,

percentage of correct rates and mean response time were recorded. Rats completing

two consecutive sessions with a correct rate of ≥85% were carried on Task-C.

In Task-C (Figure 2.19), the rats actually performed the same task as in Task-

B, but they were presented with a high-level vibrotactile stimulus (Figure 2.20) for

the �rst time (see Task-D for stimulus parameters). This step was necessary in order

to habituate rats to this novel mechanical stimulus applied to their hindpaws and to

continue performing the task without any disruption. The stimulus was presented

during the period where the middle LED was turned on for 0.6 s in trials where the

right LED would be on. Although a rat might ignore or facilitate the presence of

the vibrotactile stimulus, rewarding strategy was same as in Task-B; reward if the rat

pressed the lever under the lit LED. The rats completing a 100-trials session with an

accuracy ≥85% were carried onto Task-D. 4 rats among those able to attend Task-C

were presented with a high-level auditory stimulus instead of the vibrotactile stimulus.

This experiments were performed to compare the performances of rats in auditory and

tactile training.

The Task-D was a forced-choice yes/no detection task. As in previous tasks, the

rat started a trial by pressing the middle lever. Right after, the middle LED was turned

on and the stimulus was presented or not. In vibrotactile experiments, the stimulus was

a burst of 40-Hz mechanical sinusoidal vibrations (zero-to-peak amplitude: 46 dB ref

1µm, rise and fall times: 50 ms, stimulus duration measured between half-power point:
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(a) (b)

Figure 2.20 Package of vibrotactile stimulus. (a) The vibrotactile stimuli began and ended as cosine-
squared ramps. Rise and fall times were 50 ms and the duration between half-power points was 0.5 s.
(b) A burst of 200-µm zero-to-peak amplitude, 40-Hz mechanical sinusoidal vibrations was used for
training.

0.5 s) (Figure 2.20). In the auditory experiments, it was an 16-kHz tone presented at

85-dB SPL and had the same package as the mechanical stimulus. The right lever was

associated with stimulus condition and the left lever was associated with no-stimulus

condition. In order to get a reward, the rat had to press right lever if the stimulus was

presented (successful detection, hit) and to left lever if the stimulus was not presented

(correct rejection). Misses (pressing left lever for stimulus condition) and false alarms

(pressing right lever for no-stimulus condition) were not rewarded and false responses

were indicated with the error signal. The rat had to respond within 20 s, otherwise

the trial was canceled and the error signal occurred. These trials were repeated later.

Task-D was continued until the rats' behavioral performances reached the criteria for

psychophysical experiments or until they did not show any improvement within 10

sessions. The criteria for moving in psychophysical experiments (Experiment I) were

as following;

� The average of the percentage of accuracies in the last �ve sessions had to be

>80% and did not show an improving trend (tested with Kendall's τ test) [128].

� Conditional probabilities (hit rate, p(h), and false alarm rate, p(f)) had to be

with in mean±0.1.
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Figure 2.21 Visualization of learning on receiver operant characteristic graph. p(h) and p(f) were
plotted on ROC to understand how the response strategy changed during learning and whether the
rat had a stable response strategy as an indicator of learning. Red asterisk sign indicates the �rst
session. Green open circle is the mean of p(h) and p(f) for last 5 session and the green rectangle is
the ±0.1 of mean. Rats' conditional probabilities were expected to accumulate in this green area.

If a rat's performance was still increasing, it was further tested until its accu-

racy showed no trends according to Kendall's τ test. Receiver operant characteristics

(ROCs) were plotted based on conditional probabilities recorded in successive sessions

to visualize the second criterion (Figure 2.21).

2.3.5 Experiment I: Vibrotactile psychophysical testing

14 rats successfully completed Task-D were further tested in psychophysical

experiments where their sensitivity to vibrotactile stimuli at di�erent frequencies were

measured (Table 2.2). In psychophysical experiments, the rats performed the yes/no

detection task as in Task-D, but they were tested with 6 amplitude levels (3-200 µm)

at 3 di�erent frequencies (40 Hz, 60 Hz and 80 Hz). Only three rats (Rats 38, 39

and 40) were tested at 20 Hz, 40 Hz, and 80 Hz. Each condition was tested 4 times

in random days. In a given day, 6 amplitude levels were tested for a single frequency.

Each amplitude level was tested in a di�erent session consisted of 50 stimulus condition

and 50 no-stimulus condition. Order of the amplitude levels were randomized and each
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session was interleaved with a 20-trials reminder session where the rat was presented

with training conditions and expected to perform an accuracy≥85% in order to proceed

to next test session. At the end of each session corrected hit rates were calculated from

p(h) and p(f) using equation 2.2 [106].

p(h) = p∗(h) + p(f)[1− p∗(h)] (2.2)

where p∗(h) is the corrected hit rate. Equation 2.2 de�nes the empirically observed

hit rate, p(h), as the sum of the rate of hits when the stimulus is actually above the

threshold, p∗(h), and the rate of hits due to the response bias although the stimulus is

actually below the threshold (Figure 2.22) [106]. Corrected hit rates were plotted and

�tted with a sigmoid curve (equation 2.3) to obtain psychometric functions.

p∗(h) =
1

1 + e(a−A)/b
(2.3)

where A is the zero-to-peak amplitude of the vibrotactile stimulus in dB ref 1µm, a is

the 50% detection threshold and b is related to the slope of the sigmoid at a.

The amplitude levels corresponding to 50% detection probability were estimated

from psychometric functions. Since sample sizes were not large enough, e�ect of fre-

quency on 50% detection thresholds were tested with non-parametric Kruskal-Wallis

Figure 2.22 Illustration of how conditional probabilities are shaped based on threshold theory.
p(yes): reporting stimulus (i.e., pressing right lever), p(no): reporting no-stimulus (i.e., pressing left
lever). (Adapted from Gescheider, 1997 [106])
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test. Wilcoxon ranksum test with Bonferroni correction was used for post-hoc analysis.

2.4 Results

2.4.1 The vibrotactile system

The stimulus package shown in �gure 2.20 was used to calibrate the vibrotactile

stimulation system consisted of the DAQ card (USB-6259), the power-ampli�er and

the mechanical shaker. The gain of the power-ampli�er was set to a constant value.

Stimuli were generated in MATLAB. Calibration were done in the amplitude range

of 0.05-100 µm and the frequency range of 15-100 Hz (Figure 2.23). Straight lines

were �tted to data points. Goodness-of-�ts (R2) were >0.99. When the shaker was

driven with frequencies >100 Hz, it emitted sound which required masking with higher

intensity levels of white-noise. Therefore, high frequencies were not used. Amplitude

levels beyond the calibrated range were extrapolated from the �tted lines.

Figure 2.23(b) shows the zero-to-peak displacements produced by the shaker

for a given amplitude setting (DAQ card output: 0.05 Vp). As seen from the �gure, the

displacement produced by the shaker decreases as the frequency increases. This trend

(a) (b)

Figure 2.23 Calibration graphs of the vibrotactile system. (a) Calibration was done in the amplitude
range of 0.05-100 µm and the frequency range of 15-100 Hz. The system is linear for a given frequency.
(b) Frequency response of the system. The downward trend at higher frequencies is mostly due to the
mechanical response of the shaker. (The �gures were published in Devecio§lu and Güçlü, 2015 [125])
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is mostly related to the mechanical response of the electrodynamic shaker. Therefore,

higher DAQ card output levels are required to generate a given displacement at higher

frequencies.

2.4.2 Behavioral training schedule

52 rats (14 females and 38 males) out of 59 successfully completed the magazine

training and Task-A (Table 2.1). Some rats associated to press middle lever with re-

ward and achieved >100 lever press counts in their �rst session in Task-A (Figure 2.24).

A minimum of eight session was required for a few rats to succeed this criterion. The

rate of association was strongly depended on rat's motivation to act and explore the

chamber. Interestingly, 3 rats rejected to get water during magazine training although

they waited near the water receptacle. 4 rats failed to press middle lever, although

they were responding to reward signal and drink water. Some of these established the

association between the middle lever and the reward to some extend; for example, they

started to sni� and/or touched the middle lever but couldn't press it. On the other

hand, some rats did not interested in levers other than their very �rst time in the

chamber.

In Task-B, 41 rats (13 females and 28 males) could reached >85% accuracy. The

fastest learner completed 100 trials in its �rst session and achieved >85% accuracy cri-

terion in next session. On the other hand, the training took up to 16 sessions for a

few rats to reach the behavioral criterion. 2 rats learned to initiate a trial by pressing

middle lever and to responded on a side lever, but their responses were mostly inde-

pendent of visual cues. For this reason, they couldn't reach the criteria. Others mostly

continued to press middle lever by ignoring visual cues and they did not interested in

side levers.
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Table 2.1

Rats which failed in the �rst two tasks. Age: the age that the rat started training. −: The rat
couldn't achieve the criteria, ++: The rat successfully completed the task

Rat ID Sex Age Task-A Task-B

1 M 4 ++ −

10 M 4 −

13 M 5 ++ +

15 M 5 −

16 M 5 ++ +

17 M 5 −

28 M 6 −

29 M 6 ++ −

31 F 4 −

35 F 4 ++ −

48 M 3 −

54 M 4 −

57 M 5 ++ −

58 M 5 ++ −

61 M 4 ++ −

62 M 6 ++ −

63 M 6 ++ −

64 M 6 ++ −

Among those 41 rat successfully completed Task-B, 37 rats were tested in tactile

version of Task-C (Table 2.2) and 4 rats were tested in auditory version (Table 2.3).

The presence of vibrotactile stimulus disrupted one rat's performance; it continued to

perform task, but couldn't achieve 85% criteria. All other rats continued to perform

the task without any disruption.

In Task-D, absence of visual cues disturbed the behavior of only one rat in

auditory group. This rat couldn't complete a 100-trial session without visual cues.
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(a) Rat 51 (b) Rat 12

Figure 2.24 Learning Task-A: Simple operant conditioning. Rat 51 learned to press middle lever to
get water reward in a 64-min session whereas it took 5 sessions for Rat 12 to achieve >100 lever press
counts in a session.

All other rats continued perform the task but usually responded randomly in the �rst

few sessions (Figure 2.25, also see Appendix A). 22 rats out of 36 in tactile group

completed Task-D with accuracies >70% (Table 2.2). Among these, 16 rats (2 females

and 12 males) achieved an accuracy >85%. From auditory group, all 3 rats performed

accuracies between 70-85%.

All training schedule required a maximum of 7 weeks whereas some rats com-

pleted all training steps in 2 weeks.

Figure 2.25 Development of vibrotactile operant conditioning in rats: Percentage correct rates. Rat
12 associated the stimulus condition with right lever and no-stimulus condition with left lever within
8 sessions, whereas Rat 32 performed at chance level even after 29 sessions.
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Table 2.2: Rats tested in vibrotactile experiments. The

percentage of correct rate is given for Task-D. Age: the

age that the rat started training. −: The rat couldn't

perform the task, +: The rat could perform the task but

couldn't achieve the criterion, ++: The rat successfully

completed the task, N/A: the rat was not tested in psy-

chophysical experiments.

Rat ID Sex Age Task-A Task-B Task-C Task-D Experiment I

4 M 7 ++ ++ ++ 80.0% N/A

7 M 4 ++ ++ ++ 86.8% N/A

8 M 4 ++ ++ ++ 77.6% N/A

9 M 4 ++ ++ ++ 57.6% N/A

11 M 4 ++ ++ ++ 75.6% N/A

12 M 5 ++ ++ ++ 92.8% N/A

14 M 5 ++ ++ +

30 F 4 ++ ++ ++ 86.2% N/A

32 F 4 ++ ++ ++ 50.0% N/A

33 F 4 ++ ++ ++ 52.2% N/A

34 F 4 ++ ++ ++ 56.0% N/A

36 F 6 ++ ++ ++ 55.2% N/A

37 F 6 ++ ++ ++ 82.9% N/A

38 F 4 ++ ++ ++ 85.4% ++

39 F 4 ++ ++ ++ 84.7% ++

40 F 5 ++ ++ ++ 87.0% ++

41 F 5 ++ ++ ++ 65.2% N/A

42 M 4 ++ ++ ++ 68.6% N/A

43 M 4 ++ ++ ++ 62.2% N/A

44 F 5 ++ ++ ++ 90.2% ++

45 F 5 ++ ++ ++ 56.2% N/A

Continued on next page
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Table 2.2 � Continued from previous page

Rat ID Sex Age Task-A Task-B Task-C Task-D Experiment I

46 F 5 ++ ++ ++ 53.2% N/A

47 M 3 ++ ++ ++ 80.6% N/A

49 M 3 ++ ++ ++ 61.8% N/A

50 M 3 ++ ++ ++ 63.8% N/A

51 M 3 ++ ++ ++ 86.8% N/A

52 M 3 ++ ++ ++ 64.8% N/A

53 M 3 ++ ++ ++ 50.8% N/A

55 M 4 ++ ++ ++ 90.0% ++

56 M 4 ++ ++ ++ 87.6% ++

59 M 4 ++ ++ ++ 91.4% ++

60 M 4 ++ ++ ++ 74.4% N/A

65 M 6 ++ ++ ++ 95.6% ++

66 M 7 ++ ++ ++ 88.4% ++

67 M 7 ++ ++ ++ 89.4% ++

68 M 7 ++ ++ ++ 91.6% ++

69 M 7 ++ ++ ++ 86.6% ++

Table 2.3

Rats tested in auditory version of Task-C and -D. The percentage of correct rate is given for Task-D.
Age: the age that the rat started training. −: The rat couldn't perform the task, ++: The rat

successfully completed the task.

Rat ID Sex Age Task-A Task-B Task-C Task-D

18 M 5 ++ ++ ++ 81.6%

19 M 7 ++ ++ ++ 79.6%

20 M 7 ++ ++ ++ −

21 M 7 ++ ++ ++ 72.0%
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2.4.3 Receiver operant characteristics

In order to understand how the respond strategy was shaped during learning

in Task-D, p(h) and p(f) of successive sessions were plotted in ROC graphs (Figure

2.26, also see Appendix A). Since the rats mostly responded to one of the side levers

independent of the condition of the stimulus in the �rst few sessions, p(h) and p(f)

were either too low (i.e., mostly responding to the left lever) or too high (i.e., mostly

responding to the right lever). As the rats associated the no-stimulus condition with

the left lever and the stimulus condition with the right lever, data points approached

to the top left corner of the ROC graph (i.e., high p(h) and low p(f)) (Figure A.6).

Accumulation of data points in a narrow region is an indicator of the stabilized response

strategy, and furthermore, it may show the maximum level of learning that can be

achieved by the rat. On the other hand, random responses caused data points to

accumulate at the center of the ROC (Figure A.4).

Figure 2.26 Development of vibrotactile operant conditioning in rats: Receiver operant characteris-
tics. Rat 12 and 40 performed responses biased to left and right, respectively. Then their data points
approached top left corner of the ROC which indicates that they successfully associated the levers
with the condition of the stimulus. Rat 34 performed random responses in almost all of the sessions.
Rat 53 started with a response strategy biased to right lever and its bias shifted to the left lever by
time. Yet, it couldn't learn Task-D.
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2.4.4 Vibrotactile sensitivity of freely behaving rats

p∗(h) values were �tted with sigmoid curves to construct psychometric curves

for each frequency (Figure 2.28). All R2 values but 6 were >0.70. Those 6 �ts had R2

values between 0.55-0.70. An obvious e�ect of the frequency is the shift of curves to

the lower intensity levels as the frequency increased. Therefore, for a given intensity

level, a 80-Hz vibration is more likely to be detected than those at lower frequencies.

Likewise, 50% detection threshold levels decreased as the frequency increased

(Figure 2.27). The mean (± standard error) threshold levels were 41.763 (±0.91) dB

ref 1 µm for 20 Hz, 24.357 (±1.52) dB ref 1 µm for 40 Hz, 20.009 (±1.09) dB ref

1 µm for 60 Hz and 17.101 (±0.85) dB ref 1 µm for 80 Hz. E�ect of frequency on

threshold levels was signi�cant (p < 0.001, Kruskal-Wallis test). Post hoc test revealed

(a) (b)

(c)

Figure 2.27 Sensitivity of rats to vibrotactile stimulation of their glabrous skin. (a) 50% detection
thresholds of each rat at di�erent frequencies. (b) Mean detection thresholds. Vertical lines shows
the standard error. (c) Box plots showing the signi�cant di�erences between frequencies. Signi�cance
level: p = 0.05.
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Figure 2.28 Vibrotactile psychometric curves. Data points (open circles) from each frequency is
�tted with separate sigmoid curves (solid lines).

signi�cant di�erences between frequencies (Figure 2.27(c)): Detection thresholds at 20

Hz were signi�cantly higher than those at higher frequencies (20 Hz-40 Hz: p = 0.018,
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20 Hz-60 Hz: p = 0.033, 20 Hz-80 Hz: p = 0.018) whereas detection thresholds at 40

Hz were higher than only those at 80 Hz (p = 0.007) (p values were adjusted according

to Bonferroni correction).

2.5 Discussion

2.5.1 Technical limitations and improvements

A major improvement to the setup could be replacing the levers with retractable

ones. With the help of these levers, �rst two tasks could be completed faster, because

the lever presented other than the interested one might be distractive. Task-A and

Task-B could be redesigned with such levers. In Task-A, only one of the levers present

in the chamber and the rat could be trained to depress the presented lever to get water

reward. This would make it easier for rat to adapt in Task-B. In addition, Task-B

could be redesigned such that: (1) Only middle lever is presented for task initiation.

(2) When the rat initiated a trial by depressing the middle lever, the middle lever is

retracted after 0.6 s and (3) a side LED is turned on before side levers are presented

in the chamber. Furthermore, this paradigm could be used in other training levels too.

Retracted middle lever would prevent a rat chronically implanted with electrodes to

snag its headstage or the cables connected to the headstage to the middle lever.

Although the rats di�ering in sex and size pressed the levers easily, many others

just sni�ed or touched to them. It is possible to use pressure or touch sensors for those

rats. This might increase the sample size for the further training stages. Furthermore,

if the forepaws are targeted for mechanical stimulation, a nose-poke sensor could be

used instead of the middle lever.

In behavioral tasks, the control of the stimulus is critical [109]. A Fotonic sen-

sor with a resolution of ∼30 nm to calibrate the vibrotactile stimulation system. In

addition, the equipment used in this study is similar those used in neurophysiological

experiments on anesthetized animals [64, 75] and human psychophysics experiments

[98, 126]. However, the skin-contactor coupling held constant in these experiments

since the human subjects are restrained or the animals are already anesthetized. The
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e�ect of static indentation on responses of mechanoreceptive �bers and psychophysi-

cal thresholds is a well-known fact [129]. Therefore, it would be di�cult to test the

psychophysical responses of unrestrained rats at low intensity or di�erence levels with

the current design. For this reason, high-level stimuli were used in this study and

the static indentation (0.5 mm) was adjusted before each session. Furthermore, the

mechanical impedances of the mechanical shaker and the probes were high enough to

produce skin indentations set by the experimenter on the software. However, the loads

generated by the animals, if any, were not controlled. These voluntary loads may have

changed the skin-contactor coupling, and hence, e�ected the responses in some trials.

Since each condition was tested in multiple trials, the behavioral responses (i.e., correct

rates and conditional probabilities) may be expected to converge on an average value

in long-term. The ROCs support this idea as the conditional probabilities accumulate

in a region which might be showing the maximum level of association.

The multi-probe structure of the stimulating system, the stimulation of the

glabrous skin was ensured regardless of the rat's location in the chamber. At least 3-4

probes were in contact with rat's one paw depending on the size of the paw. With the

help of the circuit measuring the impedance change between the stimulating probes

and the animal, the contact was clari�ed but measuring the stimulation area was not

the focus of this study. However, it is possible to estimate the contact area using the

impedance changes in each trial. This information may be used to study spatial sum-

mation in tactile psychophysical channels [130]. In addition, the circuit may be further

developed to scan each probe separately in order to �nd the exact stimulation location

on the skin.

2.5.2 Comparison with whisker stimulation

As the humans explore their environment with their hands and use touch for

social interactions, the rats use their whisker to obtain a vivid model of their envi-

ronment and interact with other rats. The importance of each individual whisker is

represented by the size of cortical area reserved for them. The information mediated

by each vibrissa is processed by a di�erent cortical column called barrel [131]. Fur-
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thermore, vibrissae are supplied by a complex sensorimotor network enabling rat to

perform active touch on objects by moving individual whiskers [60]. Therefore, with

such an elaborate organ, rats perform very well in tasks where their whiskers are stim-

ulated [42, 44, 46].

On the other hand, the cortical representation of the entire hindpaw is smaller

than the barrel �eld. Furthermore, according to the results of limited studies on corti-

cal process of glabrous inputs in rats, computational capability of this region is inferior

to the vibrissal system [132]. This might be one reason for why only 1/3 of the ani-

mals attended in vibrotactile detection task could perform correct rates >70%. On the

other hand, 16 rats out of 36 had correct rates >85%. In the literature, rats perform-

ing correct rates >90% in a detection task based on whisker stimulation were reported.

However, to my knowledge, there is not any comprehensive study reporting how many

of the rats tested in such experiments could achieve that high accuracies.

It should be noted that some rats showed minor improvements while others per-

formed at chance level after extensive training. Furthermore, the rats trained in audi-

tory detection task could perform correct rates <85%. More importantly, most of the

animals failed in Task-A and Task-B. Animals acquired from Vivarium's standard stock

where the animals are bred in cages with minimal sensory stimulant. Environmental

enrichment is an important factor in development of sensory systems [133]. There-

fore, environmental enrichment targeting the somatosensory system may be helpful

for improving animals performance during training. Furthermore, albinism, inbreeding

and domestication have been shown to blunt learning and memory [134]. Wild rats

captured from their environment would probably perform better than those bred in

laboratory environment.

2.5.3 Vibrotactile sensitivity of rats

In humans, the sense of touch is conveyed by four psychophysical channels [105].

Although it is not clear whether the rats have these psychophysical channels or not,

it is a known fact that they have mechanoreceptive �bers similar to those found in

humans [71, 75]. In this thesis, mechanical vibrations were applied to the rat glabrous
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skin at frequencies between 20-80 Hz. The stimulation probably activated many RA

�bers mediated by Pacinian corpuscles and Meissner corpuscles because these a�erents

are sensitive to vibrations [70, 71, 74, 75]. However, contribution of other mechanore-

ceptive a�erents should not be totally ignored.

Absolute spike threshold of RA and SAII �bers does not change too much be-

tween 20-80 Hz, but threshold of SAII �bers are higher than RA �bers (∼4 times)

[75, 90]. The threshold of SAI �bers are higher compared to RA �bers and increase as

the frequency increase [90]. On the other hand, thresholds of PC �bers are consider-

ably low compared to other �bers and decreases as the frequency increases. Therefore,

di�erent sets of mechanoreceptive a�erents were activated during vibrotactile experi-

ments. It is very likely that the detection probabilities at di�erent amplitude levels

during psychophysical testing were determined by the most sensitive mehcanorecep-

tive a�erents at a given frequency. However, there is not a direct way to compare

the thresholds of mechanoreceptive a�erents with psychophysical thresholds. In litera-

ture, extensive studies were presented comparing neural thresholds with psychophysical

thresholds [135, 136]. However, how the neural information from di�erent submodali-

ties contributes to the perception is still in debate [137, 138].

On the other hand, the 50% detection threshold of rats decreased as the fre-

quency increased. The decreasing trend of detection thresholds is consistent with the

literature [105, 139]. However, threshold levels measured in this study were higher

than those reported by Mountcastle et al., 1972, who used method of constant stimuli

to determine change of tactile sensitivity (50% detection threshold) with frequency in

monkeys and humans. However, there are some methodological di�erences between the

study of Mountcastle et al. and the current thesis. First of all, they tested primates

whereas I used rats. Although both species have similar mechanoreceptive a�erents,

innervation density of these a�erents would di�er between species. Furthermore, the

mechanical properties of the skin is an import factor on determining the thresholds of

mechanoreceptive a�erents [75]. Second, they restrained the subjects whereas the rats

accompanied in the presented study are freely behaving. In humans, active or pas-

sive movements of the limb increases the vibrotactile detection thresholds in P-channel

[140]. Therefore, voluntary movement of the rats would e�ect the detection thresholds.

Finally, central saliency of glabrous touch in two species is probably di�erent, because
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primates are developed to use their hands to interact with their environment whereas

rats use their whiskers or forepaws. Therefore, the psychophysical experiments might

be conducted for forelimb stimulation for more comparable results. Nevertheless, the

experiment presented here would help us to understand central processing of glabrous

touch in awake freely behaving animals.

2.6 Conclusions

In this study, a novel vibrotactile operant conditioning chamber is presented. It

enables stimulation of hindpaw glabrous skin of awake freely behaving rats with arbi-

trary waveforms. I used this chamber to train rats in a forced-choice yes/no detection

task based on vibrotactile cues from their glabrous skin. Rats behavioral performances

were comparable to those reported in whisker literature. However, only 16 rats out

of 55 could completed vibrotactile detection task with correct rates >85%. Therefore,

the number of animals planned for training should be at least 3 times the required

sample size. I further tested the sensitivity of freely behaving rats with method of

constant stimuli at four di�erent frequencies. The decreasing trend of 50% detection

thresholds was consistent with the literature whereas the thresholds were higher than

those reported for monkeys and humans in the literature.
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3. OPERANT CONDITIONING OF FREELY BEHAVING

RATS WITH INTRACORTICAL MICROSTIMULATION IN

HINDPAW REPRESENTATION OF PRIMARY

SOMATOSENSORY CORTEX

3.1 Introduction

After the discovery of bioelectricity by Luigi Galvani in 1771 [141, 142], electric-

ity have been widely used to poke the nervous system in order to reveal its functions in

human behavior. In 1870s, Eduard Hitzig connected electrical batteries to the brains

of soldiers with head injuries to heal them. In the same years, Gustav Fritsch ob-

served muscle twitches when he electrically stimulated the cortex of dogs. In 1920s,

Pen�eld started to study brains of epileptic patients with electrical stimulation [38].

With extensive studies, he mapped the sensory and motor regions in patients who were

conscious during the surgical operations [93]. During his studies, the patients reported

localized cutaneous or proprioceptive sensations when he electrically stimulated certain

cortical regions (e.g., primary somatosensory cortex). Although, electrical stimulation

of deep brain regions (called deep brain stimulation, DBS) is clinically used for the

treatment of symptoms related to movement disorders (e.g., Parkinson's disease) [143]

and depression [144], electrical stimulation of sensory cortices has recently attracted

researchers in order to close the loop in brain-machine interfaces (BMIs), including

neuroprosthetic devices [145, 146]. This enthusiasm also triggered many other studies

on behavioral consequences of sensory ICMS [116, 147].

In this chapter, I studied the behavior of rats implanted with microelectrodes in

a yes/no detection task based on ICMS trains delivered to the hindpaw representation

in their SI. Therefore, I would like to present some background information on nervous

tissue, electrode-tissue interfaces and electrical stimulation of the nervous tissue.
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3.1.1 Nervous Tissue

According to the neuron doctrine, the nerve cells (or neurons) are the funda-

mental units for the structure and the functioning of the nervous system [142]. A

generic neuron consists of three distinct structures; dendrites, the cell body and the

axon (Figure 3.1) [148]. Dendrites are the input organelles of the neuron. They receive

information from presynaptic neurons and transmit it towards the cell body (or soma).

The soma is the control center as in all other cell types. It contains metabolic organelles,

such as the nucleus and the endoplasmic reticulum, where the protein synthesis occurs.

The axon is the output organelle of the neuron. It conducts the information coming

from dendrites to the next neuron via axon terminals. However, the neurons may vary

in shape and size depending on their function and location. For example, the pyramidal

cells have many dendritic projections and a single axon projection from soma (multi-

polar cells). On the other hand, the sensory �bers conveying touch information from

the skin has a single axonal projection which receives signals from mechanoreceptors

in the skin at the one end and transmits the information to the next neuron at the

other end.

The neurons conduct information as electrical currents from dendrites to the

axon terminals where the electrical signals are transduced into chemical signals (Fig-

Figure 3.1 A generic nerve cell has three distinct regions: dendrites, the cell body and the axon.
Dendrites receive information from presynaptic cells. The cell body contains the nucleus and other
organelles required for protein synthesis. Axon transmits the information to the next cell via axon
terminals. (Adapted from Figure 2-1 in Kandel et al., 2012 [148])
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Figure 3.2 Signaling in the nerve cells. The information is propagated as electrical signals called
action potentials on the axon. At the axon terminal, these electrical signals are transduced into
chemical signals called neurotransmitters. [148]

ure 3.2) [148]. The communication between two neurons occurs with these chemicals

called neurotransmitters. When a presynaptic neuron releases neurotransmitters from

its axon terminal into the synaptic cleft, the dendrites of the postsynaptic neurons

transduce chemical signals back into electrical signals. Transmission of information

in electrical and chemical forms depends on the ion channels located within the cell

membrane [149]. In equilibrium, inside of the nerve cell is more negative with respect

to the extracellular environment due to the distribution of ions (Figure 3.3(a)) [150].

This resting membrane potential is around -65 mV. When the nerve cell is excited by

either an electrical or chemical signal, ion channels open and cause a redistribution of

ions between inside and outside of the cell (Figure 3.3(b)). This redistribution causes

the membrane potential to drift away from its equilibrium. Ion channels can vary in

their gating mechanism and selectivity to di�erent ions. For example, voltage gated

ion channels detect the potential changes on the membrane and allow the �ow of ions

through the cell membrane [149]. This type of channels generally accompanied during

electrical transmission on the cell membrane. On the other hand, ligand gated ion
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(a) (b)

Figure 3.3 Distribution of ions at resting state and functioning of ion channels. (a) At resting state,
the inside of the cell is more negative due to the distribution of ions. [150] (b) When an ion channel
is activated, it allows the �ow of ions through the cell membrane. Then, they could be inactivated to
stop ion �ow. [151])

channels allow �ow of ions in the presence of speci�c chemical compounds such as neu-

rotransmitters. These type of ion channels are generally located in the synaptic cleft.

Ligand gated ion channels on postsynaptic neuron detect neurotransmitters released

by presynaptic neuron and change their state allowing �ow of ions causing a change

in the membrane potential. Some ion channels can be activated by mechanical stimuli

(such as stretch of the cell membrane) or protein phosphorylation.

As mentioned previously, the chemical signals from a presynaptic neuron are

transduced into electrical signals on the postsynaptic cell membrane. This electrical

de�ections in membrane potential are called postsynaptic potentials (Figure 3.4(a)).

A postsynaptic potential can be either an increase (depolarization) or decrease (hyper-

polarization) in membrane potential. The postsynaptic potentials that are more posi-

tive than the resting membrane potential are called excitatory postsynaptic potentials

(EPSP). On the other side, the postsynaptic potentials that are more negative than

the resting membrane potential are called inhibitory postsynaptic potentials (IPSP).

These postsynaptic potentials spread from where they are initiated and travel through
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(a) (b)

Figure 3.4 Postsynaptic potentials and generation of action potential. (a) Postsynaptic potentials
propagate through the cell membrane and reaches the axon hillock. If the net depolarization is
high enough an action potential can be triggered. [152]. (b) Action potentials are generated by the
sequential activation of Na+ and K+ channels. Opening of Na+ channels cause the rush of Na+

into the cell and the membrane potential increases. At some point, membrane potential starts to
decrease, because K+ channels are open and Na+ channels are being inactivated. Adequate K+ �ow
out the cell to reverse the e�ects of Na+ in�ux. Finally, delayed inactivation of K+ channels cause
the hyperpolarization of the cell membrane. The membrane potential returns back to its resting state
by active transport of ions between intracellular and extracellular environments. [151])

the cell membrane. Finally, they are summed up at the axon hillock which is the ini-

tial segment of the axon. If the net polarization is high enough, a brief electrical pulse

called action potential (AP, or spike) is generated and transmitted through the axon

(Figure 3.4(a)). Therefore, EPSPs increase the chance of generation of an AP, whereas

IPSPs decrease the probability.

Action potentials are formed and transmitted by sequential activation of Na+

and K+ channels (Figure 3.4(b)). In the resting state, Na+ and Cl− ions are high in

concentration outside the cell whereas concentrations of K+ and organic anions (A−)

are high inside the cell [149]. When the net depolarization at the axon hillock ex-

ceeds a threshold, voltage gate Na+ channels open and Na+ rushes into the cell [151].

The sudden increase in Na+ concentration in the cell cause the inside of the cell to

be more positive (around +20 mV) with respect to the outside. At some point, the

rate of depolarization decreases by inactivation of Na+ channels and activation of K+
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channels. Activated K+ channels cause the outward �ow of K+. Consequently, the

membrane potential starts to decrease (repolarize). The repolarization is followed by a

hyperpolarization of the cell membrane because of delayed inactivation of K+ channels.

After a while, the membrane potential returns its resting state by active transportation

of ions between intracellular and extracellular space. The total duration of an AP is

approximately 1 ms. After an AP is generated, the cell enters the refractory period

lasting 5-10 ms where it is not possible to generate a second AP. The refractory period

ends as the K+ channels close and inactivated Na+ channels recover.

Under normal circumstances, APs are initiated at the axon hillock and they

propagate through the axon down to the axon terminal. It is also possible to initiate

APs at any point on the axon by means of electrical stimulation. When an electrode

located near the axon is electrically polarized, it depolarizes the cell membrane and

causes voltage gated ion channels to open [153]. Consequently, an AP might be trig-

gered if adequate number of ion channels are activated. The successful initiation of an

AP by electrical stimulation requires an adequate amount of charge transfer between

the electrode and the tissue.

3.1.2 Electrode-Tissue Interface

Di�erent electrode types have been used to establish an interface between the

neural tissue and an external device depending on the purpose of the application. Cu�-

electrodes, for example, are used for recording and/or stimulating purposes on periph-

eral nerve bundles [154] whereas penetrating electrode arrays (e.g., Utah or Michigan

arrays) are popular for recording from or stimulating ensembles of cortical neurons

[155]. A single electrode is not adequate to record or stimulate the biological environ-

ment. Therefore, at least two electrodes are used: the electrode that is interested in

study is called the active electrode and the other is the reference electrode for complet-

ing the electrical circuit.

When an electrode get in contact with body, which is an electrolytic environ-

ment, the ions inside the body are redistributed around the electrode (Figure 3.5(a))

[153]. A double layer is formed on the electrode surface by the redistribution of metal
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(a) (b)

Figure 3.5 Electrode-electrolytic interface. (a) When an electrode is immersed in an electrolyte, ions
in the electrolyte are oriented around the electrode surface and forms a double layer structure. (b)
The interface between the electrode and the electrolyte can be modeled with capacitive and resistive
components. Rs is the impedance of the electrolytic, 4φ is the resting membrane potential, Cdl

represents the capacitive charge transfer and Zfaradaic represents the Faradaic charge transfer. [153]

ions, adsorption of some anions to the electrode surface and orientation preferences

of polar molecules on the electrode surface (e.g., water molecules). This double layer

structure behaves like a capacitor and keeps the interface at a constant electrical po-

tential in equilibrium where there is no net charge transfer between environments.

However, this potential may vary with the redistribution of ions in the tissue or cur-

rent injection into the tissue by applying electrical loads between the working electrode

and the counter electrode. For example, if the working electrode is located at a close

proximity to an axon, redistribution of ions during action potential generation would

cause this potential to drift away from its equilibrium and we could record the neural

activity in this way [156]. On the other hand, when an electrical charge is applied be-

tween electrodes, a charge transfer occurs between the electrodes and the tissue causing

the interface potential to shift from its equilibrium.

The charge transfer may occur through two di�erent mechanisms; Faradaic

charge transfer or non-Faradaic charge transfer [153]. Non-Faradaic (capacitive) charge

transfer does not penetrate the double layer structure on the electrode surface but
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only cause the redistribution of ions around interface; the electrode attracts oppositely

charged ions and repels similarly charged ions. On the other hand, in Faradaic charge

transfer, the charge carriers (electrons) in the electrode are transfered to the ions lo-

cated near the interface. This may cause some reactions resulting in oxidation of some

chemicals while reducing others and forming new compounds [153]. The products of

these reactions may accumulate by time and might be damaging for the neural tissue

if they are not reversed back into their initial forms. A reaction can be reversed if the

direction of the charge transfer is reversed (e.g., inverting the polarity of electrodes).

Yet some reactions are not reversible and continue to accumulate in the tissue. The

reversibility of a reaction is determined by the material of the electrode and how far

the potential of the interface is drifted away from its equilibrium [153].

In most cases, the electrical stimulation of neural tissue starts with the capac-

itive charge redistribution, and then, the Faradaic charge transfer occurs, because a

high level of charge transfer might be required in order to obtain the desired e�ect (e.g.,

triggering action potentials on the axon or a behavior in the subject) [153]. Therefore,

a stimulating neural interface can be demonstrated with parallel non-Faradaic (capaci-

tance) and Faradaic (impedance) components in series with resistance of the electrolytic

medium as measured between two electrodes (Figure 3.5(b)). In non-Faradaic charge

transfer, the Faradaic impedance is in�nitive and the interface is consisted of a capaci-

tance. On the other hand, during Faradaic charge transfer, Faradaic impedance is low

low enough to allow �ow of electrons between two media. Therefore, if Faradaic reac-

tions might not be avoided, then stimulation techniques and material of the electrode

has to be chosen carefully for minimizing the damage to the tissue and the electrode.

3.1.3 Electrode Material

A stimulating electrode is expected to meet the following requirements [153];

• Biocompatibility: The material of the electrode should not be toxic for the

tissue nor cause necrosis. In addition, it should minimize the foreign body

response.
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• Mechanical �exibility: The electrode should maintain its mechanical in-

tegrity during implantation. On the other hand, its �exibility is important

not only for itself to withstand movements but also for minimizing the me-

chanical damage to the tissue.

• Charge transfer e�ciency: The electrode should be able to deliver the re-

quired amount of charge for, for example, triggering spikes without causing

Faradaic reactions.

• Corrosion resistance: The material should not corrode during Faradaic

charge transfer.

• Long term stability: Impedance of the electrode and insulating properties

should not vary in time.

Many materials have been reported as biocompatible, such as titanium, nickel-

titanium alloy, platinum, platinum-iridium, polyimide and silicone [153]. On the other

hand, copper, iron, silver and germanium are toxic and not used in electrodes. Al-

though an electrode known to be biocompatible is placed in the nervous tissue, it

would cause an immune response called foreign body response (FBR). Indeed, this

reaction is due to the damage given to the tissue during insertion of the electrode and

the rigid structure of the electrode compared to the tissue [35, 157]-[160]. FBR might

be minimized by coating electrodes with drug-loaded nanoparticles slowly releasing

their anti-in�ammatory content into the tissue [158, 159] or by using �exible electrodes

reducing the mechanical stress on the tissue [35, 160, 161].

The reversible charge storage capacity (CSC) of an electrode de�nes the capabil-

ity of reversing the reactions occurred during Faradaic charge transfer [153]. Therefore,

a high CSC is desired especially for chronic stimulation. Platinum, iridium, alloys of

these two and iridium oxide provides a CSC value. Furthermore, these materials are

resistive against corrosion.
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Figure 3.6 Waveforms used for electrical stimulation. (a) Monophasic stimulation: This method
generally does not used, because it cause too much tissue damage due to non-reversed Faradaic
reactions. (b,c) Charge-balanced and charge-imbalanced biphasic stimulation are used to reverse the
Faradaic e�ects injected in the �rst phase. However, the second phase also reverses the physiologic
e�ects of the �rst phase that is necessary for AP generation. (d) Placing a delay between two phases
helps AP generation. [153]

3.1.4 Electrical Stimulation of the Nervous System

Current-controlled charge injection is the most widespread method used in elec-

trical stimulation of nervous system [153]. In this method, the charge is delivered to

the tissue by current pulses. The current level (measured in ampere) is monitored and

kept constant during the pulse. Either monophasic or biphasic pulses have been used

in the literature (Figure 3.6). In monophasic stimulation, either negative (cathodic) or

positive (anodic) pulses are delivered to the tissue. However, this cause accumulation

of products of Faradaic reactions, because these reactions are not reversed (see Section

3.1.2). On the other hand, both consecutive cathodic and anodic pulses are delivered

to the tissue in the biphasic stimulation. In this way, some of the Faradaic reactions

occured during the �rst phase might be reversed. Yet, this may reduce the e�ciency

of the stimulation in triggering spikes compared to the monophasic stimulation [153],

because the second phase may reduce the e�ects of �rst phase by reversing the �ow of

some ions in the medium. In order to prevent this, the amount of current delivered in

the second phase can be reduced (charge-imbalanced biphasic stimulation). Alterna-

tively, a brief delay can be placed between the �rst phase and the second phase in order
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Figure 3.7 Current intensity-duration curve. The current intensity required to generate an AP
decreases as the stimulus duration increases until the current intensity reaches a minimum called
rheobase, Irh. tc is the chronaxy. [153]

to let the e�ects of �rst phase take place. This two methods can also be combined.

On the other hand, e�ciency of current pulses to trigger APs decreases as the

distance between the electrode and the neuron increases [153]. The relationship be-

tween the extracellular potential (Ve) created by electrical stimulation, the current level

(I) and the distance (r) is shown by equation 3.1. Therefore, it is harder to elicit APs

on neurons away from the electrode, unless the current level is not increased. However,

increasing the current level behind a limit is not desired because of the possible damage

to the tissue (see Section 3.1.2).

Ve =
I

4πσr
(3.1)

where σ is the conductivity of extracellular �uid.

The duration of the current pulse is important as well as the current intensity.

There is a relationship between the duration a current pulse and its intensity in order

to elicit an AP [153]. The required current intensity decreases as the duration increases

until a minimum is reached for the current intensity which is called rheobase (Figure

3.7). This relationship can be de�ned by Lapicque (equation 3.2) or Weiss equations

(equation 3.3) [162].

Istim =
Irh

1− 2−τ/τch
(3.2)
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Istim = Irh

(
1 +

τch
τ

)
(3.3)

where Istim is the stimulation intensity, Irh is the rheobase, τ is the stimulus duration,

τch is the chronaxy (the duration at which Istim becomes twice the Irh).

3.2 The Aim

In this chapter, it was aimed to train rats implanted with microelectrodes in

a yes/no detection task based on microstimulation of hindpaw representation in pri-

mary somatosensory cortex (SI). Furthermore, I tested their sensitivity to intracortical

microstimulation (ICMS) at di�erent frequencies in psychophysical experiments. Psy-

chometric curves obtained in these experiments were also used in Chapter 4 where we

proposed a model for translation of vibrotactile stimuli into ICMS trains.

3.3 Materials and Methods

3.3.1 Animals

18 Wistar albino rats (8 females and 10 males) were implanted with micro-

electrodes (Table 3.1, also see Section 3.3.3). These rats were previously tested in

vibrotactile experiments. However, 12 of these rats (4 females and 8 males) could be

tested in following experiments, because some rats either couldn't recover from surgery

or removed their implants. Among those 12 rats, 9 rats had completed vibrotactile

detection task (Task-D) with accuracies >80%. Three female rats (Rats 32-34) had

performed at chance level in Task-D but they were further tested in ICMS experiments.

As in vibrotactile experiments, water deprivation was used to motivate rats in

behavioral tasks (see Section 2.3.1). Water was only available in the operant chamber

while rats were performing the task. Rats were kept at >80% of their normal weights.

Additional water was provided if their weight decreased more than 20%. Food was ad

libitum in both home cages and the operant chamber.
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All experiments were approved by the Bo§aziçi University Institutional Ethics

Committee for the Local Use of Animals in Experiments.

3.3.2 Apparatus

The operant chamber presented in Section 2 was used in the following exper-

iments. Waveforms of ICMS were prepared in MATLAB and supplied to an analog

stimulus isolator (Model 2200, A-M Systems, Sequim, WA, USA) via the analog out-

put of the DAQ card. The analog stimulus isolator was used in voltage-controlled

current supply mode to generate the current pulses. Impedances of implanted micro-

electrodes were measured with a microelectrode impedancemeter (Omega-Tip-Z, World

Precision Instruments, Sarasota, FL, USA). Von Frey hairs were used to stimulate the

skin for mapping cortical RFs during and after microelectrode implantation. Plexon's

PBX preampli�er (Plexon Inc., Dallas, TX, USA) was used to amplify spikes from

the headstage (E2b, Plexon Inc.) attached to the microwire arrays. A custom-made

microelectrode ampli�er was used to amplify spikes from single electrodes. Spikes were

visualized on an analog oscilloscope and a speaker was used to hear neural activity.

3.3.3 Surgery and Microelectrode Implantation

Surgical anesthesia was induced with intraperitoneal (IP) injection of 65 mg/kg

ketamine and 10 mg/kg xylazine. Pedal withdrawal and eye blinking re�exes were

controlled during the surgery to determine anesthesia level and to supply additional

doses (1/3 of the induction dose) if necessary. Rats were placed on a thermostatically

controlled heating pad (TCAT-2LV, Physitemp Instruments, Clifton, NJ, USA) and

rectal temperature was kept at 37 °C. Atropine (0.05 mg/kg, IP) was injected in order

to reduce bronchial and oral secretion and to prevent bradycardia. Furosemide (2

mg/kg, IP) and mannitol (0.2 g/kg, IP) were used to prevent brain edema and decrease

intracranial pressure. Diclofenac (5 mg/kg, subcutaneous (SQ)) was injected before the

surgery and repeated in every 4 h to relief the pain. Cephalexin (15 mg/kg, SQ) was
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injected in every 12 h to prevent any infections. Analgesic and antibiotic injections

continued for the �rst 3 days of the surgery. After all injections were done, animals

were placed on a stereotaxic frame and the scalp was open. Bregma and lambda were

located and craniotomy sites were determined based on a rat brain atlas [163].

Five rats (Rats 30, 32-34 and 69) were implanted with single Te�on-insulated

tungsten microelectrodes (diameter: 80 µm, blunt-tipped). Other rats were implanted

with Te�on-insulated platinum/iridium (90/10%) microwire arrays (array size: 4×4,

distance between wires: 250 µm, microwire diameter: 25 µm, ) (Plexon Inc., Dallas,

TX, USA). A 2×2 mm craniotomy was open on the hind limb representation in SI for

both single electrode and electrode array implantations. Dura was removed carefully.

For the rat implanted with single electrodes, a hole on the forelimb representation in the

agranular lateral cortex was open for implanting the control electrode [96]. Stainless

steel screws were mounted on the skull for securing the implant and connecting the

ground wire of the electrodes. Before inserting electrodes, the cortex was mapped with

a single microelectrode while the skin was tapped (Figure 3.8). Microwire array was

positioned so that most of the electrodes were on the cortical regions with RFs on the

hindpaw glabrous skin. Some of the electrodes were intentionally positioned out of the

sensory region as control electrodes for ICMS experiments. Electrodes were positioned

at a depth where amplitudes of spikes elicited by tapping of hindpaw glabrous skin were

the highest. After insertion of the electrodes, each electrode's RF was mapped using

von Frey hairs. Muscle projections of the electrodes were also mapped by injecting

single cathodic current pulses (pulse width: 600 µs, 40 µA). Any observable muscle

twitches were mapped. The electrodes were �xed with dental acrylic. The scalp was

sutured and antibiotic ointment was applied. Rats were kept on heating pad until

they started to move, and then, they let to recover in their home cage for at least

one week. Impedances and RFs of electrodes were controlled periodically. RF checks

performed once in a week. Impedance measurements were done before and after each

ICMS session. Before ICMS experiments, one of the electrodes was chosen as sensory

ICMS channel. This electrode had a proper RF on the sole of hindpaw and showed

the strongest multiunit response for tapping on its RF compared to other electrodes.

Another electrode which was unresponsive to touch and elicited vibrissal or forelimb

muscle twitches when electrically stimulated was chosen as the control electrode.
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(a) All penetrations (b) RF on hindpaw

(c) RF on hindlimb (d) RF on tail

Figure 3.8 RF mapping of cortex before electrode implantation. (a) All penetrations performed
for mapping cortex. (b) Penetrations where tapping of hindpaw glabrous skin elicited spikes. (c,d)
Locations responsive to hindlimb and tail tapping, respectively.

3.3.4 Operant conditioning with ICMS

Rats were conditioned to perform a detection task based on ICMS (Task-E) as

in Task-D (see Section 2.3.4). There was not any additional task between Task-D and

Task-E except vibrotactile psychophysical experiments. In brief, the rat initiated a

trial by pressing middle lever. The middle LED was turned on for 0.6 s. During this

period the ICMS was presented or not. The rat was rewarded if it pressed right lever

for stimulus condition and left lever for no-stimulus condition. Otherwise, no reward

was presented and the error signal occurred.

The ICMS was a train of biphasic charge-balanced current pulses (cathodic

phase leading, phase duration: 600 µs, inter-phase interval: 53 µs) presented at 40 Hz

for 0.5 s (Figure 3.9). The intensity level was initially kept low (∼20µA) and increased

if the rat did not show any improvements in its performance. The charge intensity
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delivered in a single phase was ranged between 24-60 nC for single microelectrodes and

12-90 nC for microwire arrays.

At the end of each session, percentage correct rate and conditional probabilities

(p(h) and p(f)) were recorded. The criteria for moving in psychophysical experiments

with ICMS (Experiment II) were as following;

� The average of the percentage of accuracies in the last �ve sessions had to be

>85% and did not show an improving trend (tested with Kendall's τ test).

� Conditional probabilities (hit rate, p(h), and false alarm rate, p(f)) had to be

with in mean±0.1.

If a rat's performance was still increasing, it was further tested until its accu-

racy showed no trends according to Kendall's τ test. Receiver operant characteristics

(ROCs) were plotted based on conditional probabilities recorded in successive sessions

to visualize the second criterion.

Rats were further tested in an additional session where the ICMS was delivered

to the control electrode located in the agranular cortex (see Section 3.3.3). Percentage

(a) (b)

Figure 3.9 ICMS package. (a) ICMS consisted of burst of current pulses delivered at 40 Hz. Dashed
sinusoidal line is shown for comparison of vibrotactile and ICMS packages. (b) Current pulses were
biphasic and charge-balanced. Cathodic phase was leading. Phase duration was 600 µs and inter-phase
interval was 53 µs.
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correct rate was recorded at the end of session to compare with somatosensory ICMS

sessions.

3.3.5 Experiment II: Psychophysical testing with ICMS

9 rats successfully completed Task-E were further tested in psychophysical ex-

periments where their sensitivity to ICMS trains at di�erent frequencies were measured

(Table 3.1). Experiment II was similar to the Experiment I (see Section 2.3.5). 6 am-

plitude levels (1.4-150 µm) were tested at 3 di�erent frequencies (40 Hz, 60 Hz and 80

Hz). Each condition was tested 4 times. At the end of each session corrected hit rates

were calculated from p(h) and p(f) using equation 2.2. Corrected hit rates were plot-

ted and �tted with a sigmoid curve (equation 2.3) to obtain psychometric functions.

The amplitude levels corresponding to 50% detection probability were estimated from

psychometric functions. Since sample sizes were not large enough, e�ect of frequency

on 50% detection thresholds were tested with non-parametric Kruskal-Wallis test.

3.4 Results

3.4.1 Condition of microelectrodes

Figure 3.10 shows the location of microwire array in the cortex and tactile RF

of each electrode on the array in Rat 51. The �gure shows the RFs on the day of

implantation. In most cases, the amplitudes of the spikes drastically decreased in one

week and sometimes lost (Figure 3.11). In those cases, RFs were mapped based on the

compound neural activity while tapping the skin. Only in one rat (Rat 51), I observed

the RFs shifted from hindpaw to the upper extremities, such as forepaw. These were

the electrodes not used for ICMS stimulation. However, these changes didn't e�ect the

behavior of the rats in behavioral experiments (see Section 3.4.2).

Electrode impedances were periodically measured at 500 Hz. The electrode

impedances decayed over a time and stayed relatively stable until the end of exper-



71

Figure 3.10 Implantation of microwire arrays in hindlimb representation of SI and RF mapping.
Location and RF structures of microwire array in SI of Rat 51. Top left �gure shows the structure of
somatosensory cortex in rats [95] and the location of array (blue square). Right top �gure shows a close
up illustration of electrode location. Tactile RFs are color-coded. Black indicates no spikes related
with tactile stimulation were observed. FBP: furry buccal pad, N: nose, RV: rostral small vibrissae, A-
E: rows of barrels (barrel cortex), UL: upper lip, LL: lower lip, LJ: lower jaw, UZ: zone unresponsive in
anesthetized recordings, p: palm, t: thumb, d2-5: digits of forepaw, dfp: dorsal forelimb, w: whiskers
on wrist, d�: dorsal forelimb, v�: ventral forelimb, T: trunk, fm: forelimb muscle, hm: hindlimb
muscle, d1-d5: digits of hindpaw, HP: hindpaw, dhp: dorsal hindpaw, hl: hindlimb.

iments. Figure 3.12 shows the change of impedances over time for pre-stimulus and

post-stimulus (after an ICMS session) conditions in 2 rats. The e�ect of ICMS on

impedances of microwire electrodes varied rat to rat. In 4 rats (Rats 44, 47, 51 and

56), the post-stimulus impedances were signi�cantly lower than their pre-stimulus con-

ditions (paired t-test, p<0.01). On the other hand, ICMS had no signi�cant e�ects on

impedance in Rats 55, 65 and 68. Only int Rat 67, post-stimulus impedance values

were signi�cantly higher than pre-stimulus impedances (paired t-test, p<0.01). Since



72

Figure 3.11 Change of RF structures in Rat 65 (electrode #:4) and 47 (electrode #:1). The skin
was stimulated with di�erent von Frey hairs with di�erent gram-forces. RF and force of von Frey hair
were color coded. PI-day: postimplantation day.

the impedance values were too low for single microelectrodes, post-stimulus impedance

measurements were not done.

Figure 3.12 Change of electrode impedances. Blue data points shows pre-stimulus impedances. Red
data points show post-stimulus impedances.
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Table 3.1

Rats tested in ICMS experiments. Task-D: Vibrotactile detection task. Task-E: ICMS detection
task. Experiment II: ICMS psychophysical testing. +: Missing repetitions due to implant drop, ++:
The rat successfully completed the task. N/A: data is not available either due to behavioral criterion

or implant drop.

Rat ID Sex Task-D Task-E Experiment II

30 F 86.2% Removed its implant.

32 F 48.6% 93.6% N/A

33 F 52.2% 96.4% N/A

34 F 56.0% The rat didn't perform.

38 F 85.4% Removed its implant.

39 F 85.9% Poor perfomance in Task-D after surgery

40 F 86.6% Died in surgery.

44 F 90.2% 94.0% ++

47 M 80.6% 90.0% +

51 M 86.8% 95.4% ++

55 M 90.0% 90.2% +

56 M 90.0% 94.6% ++

59 M 92.0% Died in surgery.

65 M 95.6% 93.0% +

66 M 88.4% Died in surgery.

67 M 89.4% 92.2% ++

68 M 91.6% 89.6% ++

69 M 86.6% 86.9% ++

3.4.2 Behavioral training with ICMS

Some rats successfully completed vibrotactile experiments (i.e., Task-D) couldn't

be tested in ICMS detection task (Task-E), because some died in implantation surgery

and others removed their implants (Table 3.1). All rats but one tested in ICMS de-

tection task performed accuracies >85% (Table 3.1, Figure A.9). Only Rat 34 did not

perform the task with head-cable attached to the electrodes. On the other hand, Rats
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Figure 3.13 Accuracies in ICMS control sessions. Rats performed correct rates >85% in somatosen-
sory ICMS but their accuracy was at chance level (∼50%) when ICMS delivered to the control electrode
placed in agranular cortex.

32 and 33 who performed at chance level in Task-D had correct rates >90% in Task-E.

The rats acquired the ICMS detection task within a maximum of 22 sessions. ROC

curves were similar to those obtained in vibrotactile experiments (Figure A.10). Rats

were more likely to start Task-E with no-bias in their responses. 7 rats started from a

point close to the center of the ROC. On the other hand, Rat 32 was started with a

bias for reporting stimulus while Rats 56 and 67 had a bias for reporting no-stimulus

in their �rst few sessions. Only Rat 33 started with a high p(h) and low p(f) compared

to others and performed 99% correct rate in its 4th session (Figure A.9). In control

sessions where the ICMS delivered to the control electrode placed in agranular cortex,

rats performed at chance level (∼50%) (Figure 3.13). Therefore, rats were utilizing the

elicited sensations by ICMS in SI rather than using other cues due to the spread of the

current.

3.4.3 Sensitivity of rats to ICMS

Figure 3.14 shows the psychometric curves for ICMS detection at frequencies

40 Hz, 60 Hz and 80 Hz. For a given current intensity, detection probability increased

as the frequency increased. Generally, this trend was more obvious for the amplitude

levels close to the upper asymptote of the sigmoid curve. 50% detection thresholds

showed a decreasing trend almost for all rats (Figure 3.15(a)). Two rats (Rats 67 and
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Figure 3.14 ICMS psychometric curves. Data points (open circles) from each frequency is �tted
with separate sigmoid curves (solid lines). Red: 40 Hz, blue: 60 Hz, and green: 80 Hz.

68) had similar thresholds for 60 and 80 Hz whereas detection threshold of Rat 51

was higher at 80 Hz with respect to 60 Hz. In average, the detection thresholds were

22.48 (±2.51) dB ref 1µA for 40 Hz, 19.34 (±2.46) dB ref 1µA for 60 Hz and 18.23

(±2.25) dB ref 1µA for 80 Hz (Figure 3.15(b)). However, this decreasing trend was

not statistically signi�cant (Kruskal-Wallis test, p > 0.05).

3.5 Discussion

3.5.1 Receptive �elds and impedance of microelectrodes

Receptive �eld structures of microelectrodes changed dramatically in the �rst

few weeks. This is most probably related to the foreign body response of the tissue
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(a) (b)

Figure 3.15 Sensitivity of rats to ICMS. (a) 50% detection thresholds of each rat at di�erent
frequencies. (b) Mean detection thresholds. Vertical lines shows the standard error.

in addition to the e�ects of ICMS [160]. The decline in the spike amplitudes and loss

of activity are known phenomenons in the literature even in the absence of micros-

timulation [160]. Due to the initial damage given to the tissue during implantation

and consequent damages during the movement of the tissue relative to the implants,

an immune response occurs by the accumulation of glial cells (i.e., astrocytes) around

the electrode [160, 164]. By time, astrocytes may form a capsule around the electrode

reducing the signal quality. Furthermore, the cortical atrophy may occur [165]. On the

other hand, in the literature, it has been shown that low current levels (∼5 µA) do not

have detrimental e�ects on the cortical receptive �elds or responsiveness of cortical neu-

rons to tactile stimulation [166]. In addition, Rajan et al. reported that ICMS stimuli

up to 100 µA caused no damage or minimal damages to the tissue [165]. However, they

did not reported the condition of neural activity. Even a minimal scar tissue at the

tip of electrodes may reduce the amplitudes of spikes by interrupting electrode-tissue

interface. Despite all, the performance of the rats does not show any obvious changes

in behavioral experiments as reported in the literature [165, 167].

The initial changes and the later stability of the electrode impedances were con-

sistent with the literature [168, 169]. The initial increase in the impedance for the �rst

few days is assumed to be representation of acute response of the glial tissue to the

damage given during insertion of the electrodes [168]. The e�ect of ICMS was di�er-

ential in the experiments presented here. It caused decrement of impedances in some



77

rats or caused no e�ects on other. Only in one rat, post-stimulus impedance values

were higher than pre-stimulus conditions. Nevertheless, impedances usually recovered

to their pre-stimulus values before the next session. Chen et al. reported a decrement

in post-stimulus impedance values for all the conditions they tested [168]. However,

the rate of decrement was varying depending on the charge per phase delivered by the

stimulus and was not always signi�cant. They reported higher intensity levels caused

higher decrements in the impedance at the beginning of the experiments, but this e�ect

decreased by the time as the impedance levels are stabilized. However, this decrement

in the e�ect of ICMS was due to the rate of impedance recovery between sessions.

The ability of the impedance values to recover their pre-stimulus conditions seems to

be decreases as the stimulus regime accompanies high charge deliveries. This might

be the reason why I did not see decrements in some rats where the impedance levels

might be reached this minimum level. On the other hand, electrical stimulation may

also cause changes in properties of the electrode such as the insulation. However, it

should be noted that this minimum impedance value has nothing with the functioning

of the electrodes from a behavioral point of view, because rats continued to perform

the tasks with no obvious decline in their behavioral performances.

3.5.2 Operant conditioning with ICMS

Compared to Task-D, rats acquired the Task-E faster. Their previous experi-

ence in Task-D might contribute to a faster association in Task-E. Nevertheless, two

rats which performed poorly in Task-D achieved high correct rates within very short

time. Electrical stimulation elicits highly regular and periodic �ring patterns in the

cortex [147, 170]. On the other hand, natural stimulation cause irregular responses in

the cortical neurons [132, 171]. Therefore, ICMS might present a more salient sensation

compared to the natural one [172].

The rats trained to detect ICMS in SI were further tested in additional sessions

where the ICMS was delivered to a control electrode which was located outside the SI.

In these sessions, rats performed at chance level (∼50%). These results were consistent

with the literature [116]. Rousche et al. trained rats to detect ICMS stimulis delivered
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to their auditory cortex. The rats performed poorly when the ICMS was presented to

visual cortex. Therefore, the rats associates the speci�c arti�cial sensations elicited by

ICMS rather than utilizing cues due to the spread of the current on the cortex.

I used a longer phase duration (600 µs) compared to literature where phase

durations of 200-250 µs were usually used [36, 116, 169, 173]. The reason was that; the

output of the current source rose exponentially and couldn't reach the desired current

level within 200 µs due to the capacitive e�ects of the stimulation system (custom-

made electrode channel distributor box and the head cable). 600 µs was adequate

to see the plateau on the current pulse. Increasing the phase duration is shown to

cause a decrement in the current levels required for detection [111, 170]. On the other

hand, the total charge delivered to the tissue increases with increasing phase duration.

Koivuniemi and Otto reported that the relationship between the phase duration and

the detection threshold was highly linear [111]. According to their �ndings, with a 600

µs phase duration, a 30 nC of charge intensity was required for a detection probability

of 0.5. However, during ICMS conditioning in Task-E, the maximum charge intensities

were between 24-60 nC for single electrode implanted rats and 12-90 nC for microwire

array implanted rats. It should be noted that, 90 nC was used only for one microwire

implanted rat as an extreme case while charge intensities were <24 nC for other rats.

Furthermore, the current levels required to elicit behavioral responses were highly vari-

able from rat to rat. Electrode properties (e.g., diameter, exposed area and material)

and electrode location (e.g., the depth and the proximity to neurons) are important

factors for determining the behavioral e�ects of an ICMS regime [111]. In addition, in

the literature, it is shown that even in the same animal implanted with microelectrode

arrays, di�erent electrodes may yield di�erent sensitivities to ICMS [167].

3.5.3 Sensitivity of rats to ICMS

Rousche et al. applied ICMS trains (biphasic, cathodic phase leading, phase

duration: 250 µs, frequency: 150 Hz) into the auditory cortex of rats performing

a detection task similar to Task-E. They reported 50% detection thresholds ranging

from 16.7-69.2 µA in rats with a mean of 42.4 µA. These thresholds were higher than
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the mean detection threshold (∼8 µA) obtained in Experiment II (see Section 3.4.2).

However, the di�erences might be attributed to the electrode properties (electrode di-

ameters: 50 µm for Rousche et al. and 25 µm for this thesis) when the charge densities

are regarded and the di�erences in cortical organization [174].

Detection thresholds showed a decreasing trend with increasing stimulus fre-

quency which is consistent with the literature [111, 170]. Cortical neurons are suggested

to integrate the ICMS-elicited activity over time, and consequently, the perceived in-

tensity may increase with increasing frequency [175]. However, the increased sensitivity

at higher ICMS rates may not be completely attributed to the temporal integration.

Romo et al. showed that monkeys can discriminate frequencies of vibrotactile and

ICMS stimuli [147]. Therefore, periodicity of ICMS a�ects the qualitative aspects of

the perceived sensations (e.g., the intensity and the periodicity). Furthermore, ICMS

detection thresholds were shown to plateau at frequencies >80 Hz in rat auditory cor-

tex [111] and frequencies >250 Hz in monkey SI [170]. Although I did not test the

frequencies >80 Hz, the small di�erence between the thresholds for 60 Hz and 80 Hz

(relative to the di�erence between 40-60 Hz) may be attributed to such a plateau e�ect

of the frequency. Yet, whether the detection thresholds for SI electrical stimulation in

rats would plateau or not at higher frequencies has to be tested in further experiments.

Callier et al., 2015, reported improvements in ICMS detection thresholds of mon-

keys over time [167]. This improvement almost took 40 weeks, and then the thresholds

were stabilized. They discussed whether this improvement was due to a better associ-

ation in the task or any improvement in recognizing the elicited sensations by ICMS.

My experiments were conducted in a shorter period of time compared to Callier et al.'s

study and I did not observe any improvements in the performances of the rats during

ICMS psychophysical experiments.

3.6 Conclusions

All rats tested in ICMS detection successfully performed accuracies >85%. Rats

associated the task faster than they do in vibrotactile detection training. This might

be attributed to their previous experience with vibrotactile experiments or increased
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saliency of ICMS compared to vibrotactile stimulation. Furthermore, rats couldn't

perform the task based on ICMS delivered to a di�erent cortical region (i.e., agranular

cortex). This is showed that somatosensory ICMS elicits associable discrete sensations.

Detection thresholds showed a decreasing trend as the frequency increased which is

consistent with the literature.
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4. PSYCHOMETRIC CORRESPONDENCE BETWEEN

THE SENSATIONS ELICITED BY VIBROTACTILE

STIMULATION OF THE GLABROUS SKIN AND

MICROSTIMULATON OF THE PRIMARY

SOMATOSENSORY CORTEX IN RATS

4.1 Introduction

The brain consists of complex networks of functionally organized populations

of neurons. This highly interconnected network structure establish the fundamentals

of the behavior (i.e., perception, cognition and action). However, the integrity of the

nervous system might be interrupted in some cases such as traumatic spinal cord injury

or Parkinson's disease. In these cases, the brain can be coupled with external devices

for therapeutic purposes using neural interfaces. In this way, the intents of the nervous

system can be estimated, and based on these estimations, the external devices can

be controlled [22]. Alternatively, activity of a particular neural population can be

monitored and regulated by the external device if necessary [143]. In the literature,

di�erent neural interfaces have been proposed that is either unidirectional (from or to

the nervous system) or bidirectional (from and to nervous system) depending on the

application.

4.1.1 Neural Interfaces

A neural interface can be de�ned as the medium where the communication be-

tween the neural system (e.g., a single neuron or a population of neurons) and an

external device (e.g., an ampli�er or a robotic arm) occurs (Figure 4.1). The most

common known neural interface is the brain-machine interfaces (BMIs). The princi-

ple of BMIs is to record neural activity and interpret the data to produce a desired
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Figure 4.1 Neural interfaces. A neural interface is the medium where the communication between
the nervous system and an external device occurs. [176]

outcome such as moving a cursor on the screen. The wide spread of BMIs promoted

the use of di�erent techniques in di�erent applications varying in range from scienti�c

experiments to gaming [146, 176].

There are di�erent methods for recording neural activity in the brain varying

in their temporal and spatial resolution and invasiveness [177]. The most common

technique for capturing the brain activity is the electroencephalography (EEG), be-

cause it is non-invasive (not penetrating the body) and practical to apply [178]. In

EEG, electrical signals produced by the population of neurons are captured from the

surface of the scalp via surface electrodes. Therefore, the signals recorded in this way

are very susceptible to electrical noise and artifacts due to muscle movements. In or-

der to improve the signal quality (i.e., signal-to-noise ratio), EEG electrodes can be

placed directly on the surface of the brain which is called electrocorticography (ECoG)

[179]. Yet, the spatial resolution of these techniques are very low. In those applications

requiring control of multiple degrees of freedom, the neural activity is recorded with

penetrating electrodes in the form of action potentials (AP or spikes) [24]. The spike

trains recorded from hundreds of neurons are supplied to a decoder which extracts the

data required to drive an external device. However, this method is highly invasive and

require professional care during and after the implantation operation.
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Peripheral neural interfaces are also used to control external devices, such as

robotic hands [37, 180]. Spike trains recorded from individual motor �bers or com-

pound action potentials recorded from a bunch of neuron are used to control robotic

hands. However, this method is requires invasive implantation of either cu�, intrafa-

sicular or penetrating electrode arrays into the peripheral nerve bundles. On the other

hand, it is not always necessary to implant electrodes in the nerve bundle to record

neural activity, but muscles can be used to command external devices since they act

like biological ampli�ers [181]-[183].

Although neural interfaces are usually considered as one-directional devices (e.g.,

from brain to machine), an awareness has been raised to close the sensorimotor loop

by implementing sensory feedback mechanisms in these application [146, 154, 177, 184,

185]. The idea is to feedback information from sensors placed on the external device

into the sensory regions of the brain while driving these devices based on the brain's

motor intentions. Thus, researchers aim to �nd a more e�cient and naturalistic way

to control external devices. Transcranial electrical stimulation (TES) or transcranial

magnetic stimulation (TMS) are two non-invasive methods for modulating the neural

activity in the brain [177, 178]. However, the stimulus, which is electrical current for

TES and magnetic �eld for TMS, is not focal and e�ects a very broad region (e.g., the

entire primary visual cortex) [178]. On the other hand, ECoG electrodes can be used

to deliver electrical stimulus into a more local region [169], but their resolution can not

reach to that of penetrating microelectrode arrays [186]. Optogenetic techniques can

also be used to elicit arti�cial sensation [113]. However, their application in humans

seems to be a long term outcome with many ethical debates on genetic modi�cation

of human nervous system. For peripheral nerve �bers, similar electrodes are used for

both recording and stimulating [154, 157, 182, 187]. However, extra care has to be

taken to prevent excitation of nociceptive (pain related) �bers. Furthermore, during

the electrical stimulation of the nervous tissue (both the central regions and peripheral

nerves), the current spreads through the tissue and may interfere with recording sys-

tem. Therefore, artifacts due to stimulation has to be corrected in the recorded signal

[155].
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4.1.2 Motorized Neuroprostheses

Before the BMIs became that widespread, prostheses were designed as either

passive devices only for aesthetic appearance or mechanically/electrically activated de-

vices to enable particular movements (Figure 4.2) [188, 189]. Although these devices

are still popular due to their availability, they may not satisfy the users [190].

With the improved insight into neural signals, more sophisticated functional

prostheses have been emerging. Using myoelectric signals generated by a muscle

group is the most practical method to control a motorized prosthesis (Figure 4.3)

[19, 180, 181, 192, 193]. Activity of muscles, for example, in the stump (the remaining

limb after amputation) can be used to drive actuators on the prosthesis either in an

on-o� manner (e.g., extend the �ngers) or proportionally (e.g., position of �ngers vs

EMG intensity). For those subjects with more proximal amputation (i.e., from shoul-

der), chest muscles can be used to control the prosthesis by reinnervating them by

nerve �bers previously serving the amputated limb (Figure 4.3) [183, 194]. In this way,

the subject is enabled to move his/her chest muscles by thinking about moving his/her

arm or �ngers. The purpose of targeted nerve reinnervation is to amplify limb/hand-

targeted neural signals on the muscles, and hence, to present the user with a more con-

venient way of prosthesis control. Currently, there are commercialized motor prosthesis

(a) (b)

Figure 4.2 (a) An passive hand prosthesis for aesthetic purposes used in 1500s [189]. (b) A body-
powered prosthesis is controlled by the posture of the body [191]. A harness is used to control the
position of the prosthesis.
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Figure 4.3 EMG-based prosthesis application. The subject underwent targeted nerve reinnervation
operation and the e�erents previously serving the amputated arm connected to nerve bundles inner-
vating the chest muscles. EMG electrodes were placed on the chest and muscle activity is recorded.
Depending on the activity pattern, an motorized prosthesis was controlled. [194]

using myoelectric signals to drive robotic hands [23]. Alternatively, peripheral nerve

activity (i.e., compound events or action potentials) can be used to control prosthesis

[37, 180]. Direct neural recordings from peripheral nerve �bers has the advantages of

improved signal quality and feasibility for more sophisticated functions. Nevertheless,

the invasiveness and the long-term applicability (e.g., condition of electrodes) of this

technique are the two major disadvantages compared to EMG-based motor prostheses.

However, EMG-based motor prosthesis are not applicable for paralytics who

may lose the control of the entire body. Although vision-based aid systems have been

developed for these subjects [195], they have limited capacity for correctly interpreting

the gestures of the users [196]. EEG based BMIs may provide slightly better solutions,

but the susceptibility to noise is their greatest drawback. On the other hand, pene-

trating electrodes have been used for control of the robotic arms [20, 24] or the real

limb by means of functional stimulation of the muscles or the spinal cord [197, 198].

Furthermore, BrainGate Co. (USA) currently studies BMIs with paralytic human

subjects implanted with microelectrode arrays in their motor cortex (Figure 4.4) [24].
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Figure 4.4 Cortical brain-machine interface. A paralytic patient was implanted with microelectrode
array in her motor cortex. The neural activity is used to control the robotic arm with multiple degrees
of freedom. [24]

They have successfully demonstrated the control of a robotic arm by neural ensembles

recorded from a human subject.

4.1.3 Somatosensory Neuroprostheses

Although motorized prostheses signi�cantly contribute to wellbeing of the am-

putees and paralytics, they lack the somatosensory feedback which is a must for precise

control of the movements under normal conditions. Therefore, users depend on their

vision in order to control these devices and the movements are slow and clumsy. Ac-

cording to a survey conducted by Lewis et al., motorized prosthesis users demand a

sensory feedback from the device in the form of either tactile, temperature or electrical

instead of observing or listening to their prosthesis [199]. Furthermore, not only for the

satisfaction of the users but also for the improvements in motor planning and movement

correction, multisensory feedback has a critical role [25]. Motor actions are build up

and corrected based on sensory information. Brain knows the position and the posture

of a limb in the space with respect to body with somatosensory information mediated

by mechanoreceptors located in the muscles and the skin [26, 27]. In addition, any
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contact with external world is signaled by the tactile a�erents. In the absence of mul-

tisensory feedback from the body, our ability to recognize our own bodies is disrupted

[200]-[203] as well as the ability to master tools [33].

Regarding the importance of somatosensory feedback, there is a great e�ort

to implement sensory feedback mechanisms in functional prostheses. The principle

behind the sensory neuroprostheses is to excite populations of functionally organized

neurons. The cochlear implant developed in 1950s is the �rst demonstration of a sen-

sory neuroprosthesis [142, 204]. In the cochlea, the auditory nerve �bers arranged so

that nerve �bers sensitive to low-frequency sound waves are located close to the apex

of the cochlea and �bers sensitive to high-frequency waves are located at the base. The

cochlear implant electrically stimulates these nerve �bers via an electrode array placed

along the cochlea. It generates patterns of electrical stimuli based on the quantitative

aspects of the sound waves such as frequency components and the intensity. For ex-

ample, it would deliver electrical stimulus to an electrode close to the apex when a

low-frequency sound is received (for details see [204]). Nowadays, this technology is

approved as a clinical application and used by hundreds of thousand people all over

the world. Moreover, it encouraged the research on other sensory aid systems.

In literature, di�erent indirect (mechanical or electrical stimulation of residual

limb) and direct (electrical stimulation of peripheral or central nervous systems) tactile

feedback methods have been proposed for prosthetic applications. In indirect feedback

systems, as a non-invasive approach, feedback is achieved by stimulation of an intact

body side with electrical stimuli or mechanical vibrations (Figure 4.5) [205, 206]. How-

ever, since the tactile feedback is supplied to an alternate body part (i.e. residual

limb), subjects must be trained to associate and utilize these physiologically inconsis-

tent signals [203]. There are two reasons behind this: (1) Population and distribution

of receptors and their receptive �eld structures vary across the skin (i.e. glabrous vs.

hairy skin) [27, 71], (2) Stimulation of residual body part would not evoke the sensation

of being touched in, for example, the amputated hand, because di�erent skin regions

are represented by topographically distinct cortical areas in the primary somatosensory

cortex (SI) [26].

On the other hand, electrical stimulation of residual peripheral nerve �bers via

chronically implanted intraneural electrodes, as a direct sensory feedback technique,
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(a) (b)

Figure 4.5 Non-invasive tactile feedback systems. (a) Placement of surface electrodes or electric
motors on the skin of intact limb for tactile feedback from prosthetic hand in a computer simulation
[205]. (b) Use of electric motors that apply shear forces on the skin for tactile feedback.[206]

can elicit proprioceptive and/or tactile sensations (Figure 4.6) [37, 207, 208]. How-

ever, distribution of the motor and the sensory �bers serving di�erent modalities in a

nerve bundle is considerably heterogeneous. Stimulation of a nerve �ber in the bundle

might unintentionally cause re�exes or pain sensation, even if the electrodes are placed

in a nerve bundle with the highest tactile and proprioceptive �ber population. Fur-

thermore, those indirect and direct feedback methods are not applicable for paralytic

subjects since they might lose the control of and the sensations from their entire body.

Electrical stimulation of speci�c cortical regions is known to elicit sensation

since studies on treatment of epilepsy in 1930s [38]. Recent studies adopted this tech-

nique to evoke arti�cial sensations comparable to natural ones. Romo et al. trained

monkeys to discriminate two mechanical stimuli at di�erent frequencies applied to their

�ngertip (Figure 4.7) [36, 209]. Then, they replaced one of the mechanical stimuli with

current pulses injected into the area 3b of SI via microelectrodes. Monkeys could com-

pare and discriminate the frequencies of mechanical and electrical stimuli with each

other as good as they performed with two mechanical stimuli. This study shows that

sensations evoked by ICMS is comparable to natural ones in means of frequency.

In addition, Rousche et al. studied the microstimulation of auditory cortex

by training rats based on a detection task [116]. Rats that were trained to detect

presence or absence of an auditory stimulus were chronically implanted with single mi-

croelectrodes in the auditory cortex and the visual cortex. When the auditory signal
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(a)

(b)

Figure 4.6 Peripheral neural interfaces. (a) Implantation of electrode array in nerve bundle. (b)
Flow diagram of the prosthesis control system. [37]

was replaced with ICMS trains delivered to the auditory cortex, the rats were able to

perform the detection. Rousche et al. also tested if the rats were using the cortical

stimulation (i.e. spread of current to other cortical regions) as a cue instead of using

the sensation that it created; they delivered electrical stimuli to the visual cortex of

the rats instead of the auditory cortex. However, rats performed poorly (i.e., p(h)≈0)

with visual cortex microstimulation.

Tabot et al. trained monkeys in a two-interval forced choice location discrim-

ination task [186]. In this task, two mechanical stimuli (i.e., skin indentations) were

applied to the di�erent �ngers. The monkeys were trained to indicate whether the
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Figure 4.7 Frequency discrimination based on intracortical microstimulation. The monkey was im-
planted with microelectrodes and trained to discriminate frequency of vibrotactile and ICMS stimuli.
They performed in vibrotactile vs ICMS discrimination as good as they did in vibrotactile experiments.
[209]

second stimulus was lateral or medial to the �rst one. Then, one of the mechanical

stimuli was replaced with ICMS trains applied through the electrodes with relevant

cortical receptive �elds. The monkeys were tested whether they could discriminate the

perceived locations elicited by mechanical and ICMS stimuli. They performed poorer

compared to pure mechanical discrimination, but their performances were above chance

level.

These studies showed that ICMS elicits modality-speci�c and localized percep-

tions that is associated with relevant natural stimuli. Nevertheless, we still do not

know how exactly the sensations elicited by natural and ICMS stimuli are similar.

As a consequence, current research is focused on how the di�erent aspects of ICMS

(e.g., frequency, amplitude and duration) relate to the psychophysical aspects of the

perception (e.g., detectability and discriminability).

4.1.4 Psychometric Equivalence Theory

The somatosensory cortex is has a functional organization where distinct neural

populations receive and process di�erent aspects of the sensory stimuli (see Section
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Figure 4.8 The construction of a psychometric equivalence function. In PEFs, Berg et al. matched
the mechanical and electrical intensities with equal detectability. [173]

2.1.2). This highly organized structure is advantageous for delivering localized sen-

sation by means of ICMS [186]. Therefore, we only have to, somehow, relate the

quantitative aspects of ICMS to the qualitative aspects of the elicited perception.

According to psychometric equivalence theory, detection or discrimination rate

of natural and ICMS stimuli can be used to model the correspondence between the

sensations elicited by these stimuli [173, 186]. The theory proposes that a natural

and an ICMS stimuli eliciting sensations with similar psychometric qualities (e.g., de-

tectability) can be used interchangeably. The models based on this theory map the

equally detectable/discriminable mechanical and ICMS stimuli (Figure 4.8). Thus, for

a given natural stimulus setting and psychometric quality, ICMS parameters can be

chosen from this map to elicit a sensation similar to that elicited by the given natural

stimulus.

Berg et al. [173] and Tabot et al. [186] demonstrated the application of psycho-

metric equivalence functions (PEFs) in a series of experiments where they combined

ICMS in monkey with a sensorized robotic arm. Berg et al. trained monkeys to de-

tect a mechanical indentations in a two-interval forced choice task. Monkeys reported

in which interval they felt the stimulus. In psychophysical experiment following the

training, they derived the psychometric functions for mechanical detection. Then, they

replaced the mechanical stimulus with ICMS and derived the psychometric functions

for ICMS detection. Finally, they substantiate the relationship between psychometric

functions for both mechanical and ICMS detection tasks by means of PEFs (Figure
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4.8). They assumed that a mechanical stimulus (e.g., skin indentation) and an electri-

cal stimulus (e.g., current injection into SI) that are equally detectable (equal detection

probabilities) elicit similar sensations and can substitute each other. These functions

were used to convert mechanical stimulus applied to the robotic �nger into ICMS

trains delivered into SI of monkeys. Brie�y, the mechanical indentations applied on

the robotic �nger were measured as force information and than converted to indenta-

tion on the sensor based on the sensor calibration. As the amount of indentation read

on the sensor, ICMS intensities were simultaneously derived from PEFs. Amplitude

of ICMS train delivered to the monkey was modulated based on these derivations. In

this experimental setup, the monkeys achieved correct rates similar to those when me-

chanical stimuli applied to their �ngers.

In series with Berg et al.'s study, Tabot et al. trained monkeys in a two-interval

forced choice amplitude discrimination tasks. Two mechanical stimuli with di�erent

amplitudes were applied to the same �nger of the monkeys. The monkeys were trained

to determine whether the second stimulus was higher or lower in amplitude than the

�rst one. Then, both mechanical stimuli were replaced with ICMS. Similar to Berg

et al.'s study, they constructed PEFs and tested whether the monkeys could compare

mechanical stimuli applied to the robotic �nger with that applied to the real �nger.

In this experiments, the monkeys' performed as well as they did when the mechanical

stimuli applied to their own �nger.

Results of these studies are important in terms of how the sensations elicited

by mechanical indentations and ICMS trains correspond to each other. However, they

modulated the intensity of current pulses but ignored the e�ect of stimulation frequency

on the sensation. Romo et al. showed that periodic electrical stimulation elicited �ut-

ter sensation that is comparable to vibrotactile stimuli in monkeys [147]. Therefore,

the sensations elicited by mechanical indentations and electrical stimuli might not be

same, but the monkeys used the ICMS amplitudes as a cue while ignoring the speci�c

submodality of the sensation.
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4.2 Aim

The aim of this study to develop a model (psychometric correspondence function,

PCF) representing the behavioral correspondence between sensations elicited by vibro-

tactile stimulation of the glabrous skin and intracortical microstimulation (ICMS) of

primary somatosensory cortex in freely behaving rats. I want to note that the word cor-

respondence was used instead of equivalence, because we cannot exactly know whether

the sensations elicited by natural and ICMS stimuli equal to each other, but we can

only assume that they correspond to each other based on psychometric functions.

The particular novelty of the model is that the psychometric functions were

constructed based on the frequency and the intensity of the stimuli. Therefore, the

PCFs were used to estimate the ICMS intensity level for a given vibrotactile intensity

and frequency. PCFs were validated in an additional behavioral detection task (Exper-

iment III) with probe trials containing either a vibrotactile or ICMS stimulus. ICMS

current levels were determined based on the PCF with respect to the vibrotactile am-

plitude levels and the test frequency. In Experiment III, I tested the hypothesis that

vibrotactile and ICMS stimuli produce similar psychophysical detection probabilities.

4.3 Material and Methods

4.3.1 Animals

5 male rats (Rats 51, 56, 67-69) were tested in PCF validation experiments

(Experiment III). As in previous experiments, rats were motivated with water depri-

vation. In addition, all available psychometric functions were presented for rats tested

in vibrotactile and/or ICMS psychophysical experiments.

All experiments were approved by the Bo§aziçi University Institutional Ethics

Committee for the Local Use of Animals in Experiments.
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4.3.2 Psychometric Functions

Corrected hit rates (p∗(h)) recorded in Experiment I and II were used to con-

struct psychometric functions based on the frequency and the intensity of the stimuli

(Figure 4.10 and 4.11). Equation 4.1 was used to �t data point.

p∗(h) =
1

1 + e
−A−afc

bfd

(4.1)

where A is the intensity of the stimuli (i.e., zero-to-peak displacement in dB ref 1µm for

vibrotactile stimuli or current level in dB ref 1µA for ICMS), f is the frequency of the

stimuli, and a, b, c and d are the coe�cients. Equation 4.1 is a sigmoidal function where

af c is the midpoint and bfd is the parameter related to the slope at the midpoint. It

should be noted that the mean and the slope of the sigmoid function varies depending

on the frequency at di�erent rates (c and d). With these surface functions it is possible

to interpret the detectability of a stimulus at a given intensity and frequency between

40-80 Hz.

4.3.3 Psychometric Correspondence Functions

The PCFs were constructed based on the theory presented by Berg et al. and

Tabot et al. [173, 186]. In addition, based on the �ndings of Romo et al. [147], it was

assumed that periodic electrical stimulation elicits �utter sensations as vibrotactile

stimulation of the skin did. Therefore, the vibrotactile and ICMS intensity levels with

equal p∗(h) were matched for each frequency using equations 4.2.[
p∗(h) =

1

1 + e
afc−A

bfd

]
E

=

[
p∗(h) =

1

1 + e
afc−A

bfd

]
T

(4.2)

Ai, fi, a, b, c, d ∈ R fE = fT
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which can be rewritten as

AE =
bE
bT
fdE−dT (AT − aTf cT ) + aEf

cE (4.3)

where E and T are the indexes of ICMS and vibrotactile stimuli, respectively. For each

rat a separate PCF was constructed (Figure 4.12). Equation 4.3 was used to determine

the current level (dB ref 1µA) for a given vibrotactile intensity and frequency.

4.3.4 Experiment III: PCF Validation Experiments

PCFs were validated in an additional detection experiments (Figure 4.9). In

this experiments, rats were presented with either a rewarded or an unrewarded trial.

In a given session, 1/4 of the trials were unrewarded trials. Rewarded and unrewarded

trials were randomized. A rewarded trial could be either a stimulus condition, where

a vibrotactile stimulus with the amplitude level used in training was presented, or a

no-stimulus condition, where no-stimulus was presented. Stimulus and no-stimulus

conditions were randomized and counter balanced. In these trials, rats were rewarded

for their correct responses (right lever press for stimulus condition and left lever press

for no-stimulus condition). Otherwise, an error signal occurred. Rats' correct rates

were always >85% in the rewarded trials.

In probe trials, either a vibrotactile or electrical stimulus was presented. 6

di�erent vibrotactile amplitude levels were tested for a given frequency. Based on

vibrotactile test amplitudes, ICMS intensities were calculated using PCFs. Each con-

dition was presented 10 times. Vibrotactile and ICMS trials were randomized. Probe

trials were not rewarded, but the responses were recorded.

5 frequencies (40 Hz, 50 Hz, 60 Hz, 70 Hz, and 80 Hz) were tested in random

order at four repetitions. At the end of each trial hit rates were recorded for probe

trials. For each frequency, the mean hit rates were calculated for each amplitude level

for both vibrotactile and electrical stimuli. Kolmogorov-Smirnov statistic was used to

test the null hypothesis that hit rates for vibrotactile and electrical stimuli have simi-

lar cumulative probability distributions. If the test fails to reject the null hypothesis,

relevance of PCFs for a somatosensory neuroprosthetic application would be validated.
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Figure 4.9 Flow diagram of Experiment III. When the rat pressed middle lever and initiated a trial,
the trial was determined as either a rewarded or an unrewarded trial. If the trial was a rewarded
trial, a vibrotactile stimulus with a suprathreshold amplitude level was presented or not. The rat was
rewarded for pressing right lever if the stimulus was presented or pressing left lever if the stimulus
was not presented. Otherwise, no reward was given and the error signal occurred. If the trial was an
unrewarded trial, the either a vibrotactile or ICMS stimulus was presented. The intensity level was
randomly chosen among 6 intensity levels. The response of the rat was recorded. No error or reward
was presented.

4.4 Results

4.4.1 Psychometric Surface Functions

Table 4.1 shows the coe�cients and R2 values of psychometric �ts for vibrotac-

tile psychophysical experiments. All R2 values but one are >0.75%. Only, Rat 47 has

an R2 of 0.69. Psychometric functions are shown in Figure 4.10. a and b coe�cients

varied extensively. On the other hand,a negative value for c shows the inverse propor-

tionality for the midpoint of the curve with the frequency whereas a positive value for

d indicates the inverse proportionality for the the slope of the curve at the midpoint

with the frequency (see Equation 4.2). Therefore, since all c values were negative, the

50% detection threshold (af c) was inversely proportional to the frequency for all rats.
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Table 4.1

Psychometric function coe�cients for vibrotactile experiments.

Rat ID a b c d R2

44 85.65 29.2 -0.2806 -0.3572 0.918

47 118.3 53.74 -0.4356 -0.4341 0.691

51 29.73 0.204 -0.1521 0.7476 0.839

55 209.9 447.7 -0.5548 -1.064 0.884

56 395.5 33.46 -0.6935 -0.3932 0.879

59 64.47 2.6 -0.2896 0.1893 0.861

65 65.85 24.13 -0.2822 -0.3336 0.888

66 53.6 11.19 -0.2515 -0.2043 0.809

67 89.1 41.17 -0.4112 -0.4993 0.873

68 97.78 0.5112 -0.4735 0.4551 0.919

69 367.7 84.87 -0.7553 -0.6460 0.816

In other words, detection threshold decreased as the frequency increased. This was

expected as discussed in Section 2.5.3. On the other hand, some d values were positive

indicating that the slope of the psychometric function at the midpoint decreased as

the frequency increased. In other words, the standard deviation of the normal distri-

bution of biological and psychological events related to the detection increased as the

frequency increased.

Coe�cients of the psychometric functions �tted for ICMS experiments are given

in Table 4.2. Figure 4.11 shows the psychometric functions. Goodness of �ts were rel-

atively lower compared to vibrotactile experiments. As in vibrotactile psychometric

functions, the 50% detection thresholds were inversely proportional to the frequency

for all rats.
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Figure 4.10 Psychometric surface functions for vibrotactile experiments. x-axis: zero-to-peak dis-
placement in dB ref 1 µm, y-axis: frequency (Hz), z-axis: corrected hit rate, p∗(h). Continued on next

page.
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Figure 4.10 Continued. Psychometric surface functions for vibrotactile experiments. x-axis: zero-
to-peak displacement in dB ref 1 µm, y-axis: frequency (Hz), z-axis: corrected hit rate, p∗(h).

Table 4.2

Psychometric function coe�cients for ICMS experiments.

Rat ID a b c d R2

44 102.3 48.78 -0.4105 -0.7451 0.882

47 130.7 54.39 -0.4420 -0.8350 0.882

51 36.39 3.378 -0.1750 -0.1104 0.691

55 121.0 3.002 -0.4451 -0.0287 0.668

56 87.87 5.627 -0.2240 -0.2126 0.729

65 99.37 0.847 -0.5229 0.2738 0.619

67 48.79 0.6972 -0.3221 0.2483 0.856

68 32.83 164.5 -0.2009 -1.1400 0.917

69 45.19 86.44 -0.1476 -1.0190 0.835
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Figure 4.11 Psychometric surface functions for ICMS experiments. x-axis: current amplitude in dB
ref 1 µA, y-axis: frequency (Hz), z-axis: corrected hit rate p∗(h). Continued on next page.
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Figure 4.11 Continued. Psychometric surface functions for ICMS experiments. x-axis: current
amplitude in dB ref 1 µA, y-axis: frequency (Hz), z-axis: corrected hit rate, p∗(h).

4.4.2 Psychometric Correspondence Functions

For each rat, corresponding vibrotactile and ICMS intensities were calculated

with Equation 4.3 using the coe�cients given in Tables 4.1 and 4.2. Figure 4.12 shows

the constructed PCFs. For a given frequency the relationship between the tactile and

ICMS intensity is linear due to the nature of Equation 4.3. The shape of the PCF

varied from rat to rat. For some rats, a given current intensity corresponded to higher

displacement levels as the frequency increased (see Rats 44 and 47). For these rats, the

z-intercept was decreased with increasing frequency while the slope did not vary too

much. On the other hand, the frequency e�ected the slope for other rats. For example,

Figure 4.12 Psychometric correspondence functions. The functions give the current amplitude for
a given frequency and displacement level. x-axis: frequency (Hz), y-axis: zero-to-peak displacement
in dB ref 1 µm, z-axis: current amplitude in dB ref 1 µA. Continued on next page.
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Figure 4.12 Continued. Psychometric correspondence functions. The functions give the current
amplitude for a given frequency and displacement level. x-axis: frequency (Hz), y-axis: zero-to-peak
displacement in dB ref 1 µm, z-axis: current amplitude in dB ref 1 µA.
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the slope decreased as the frequency increased for Rats 51, 68 and 69 while it increased

with increasing frequency for others.

4.4.3 Validation of PCFs

PCFs were tested at �ve frequencies including 2 intermediate frequencies (50 Hz

and 70 Hz) at which rats were not tested before. Only Rat 51 could complete three ses-

sions with 40 Hz, and then, it removed the implant. Figures 4.13-4.17 show the results

of PCF validation experiments and Table 4.3 shows the results of Kolmogorov-Smirnov

statistic. All rats performed similar psychophysical performances at vibrotacile and

ICMS probe trials. Kolmogorov-Smirnov statistic failed to reject the null hypothesis

that hit rates for vibrotactile and electrical stimuli have similar cumulative probability

distributions (all p values >0.05). However, only Rat 69 performed poorly in ICMS

probe trials at 60 Hz. This might be related to the electrode diameter (80 µm) which

is thicker than the microwire electrodes (25 µm) implanted in other 4 rats. Most im-

portantly, the PCFs successfully predicted the intermediate frequencies (50 Hz and 70

Hz) in which rats were not tested before.

Table 4.3

Results of Kolmogorov-Smirnov statistic for PCF validation experiments. Mean of hit rates recorded
for each condition of mechanical and ICMS trials in Experiment III were used in

Kolmogorov-Smirnov statistic to test whether they had similar cumulative probability distributions
or not. Table gives the p values. N/A: Data is not available.

Frequency

Rat ID 40 Hz 50 Hz 60 Hz 70 Hz 80 Hz

51 0.810 N/A N/A N/A N/A

56 0.810 0.810 0.810 0.318 0.810

67 0.810 1.00 0.810 1.00 0.318

68 0.810 1.00 0.810 1.00 0.810

69 1.00 0.810 0.077 0.318 0.318
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Figure 4.13 Psychometric curves obtained from PCF validation experiments: Rat 51. Data points
are the mean of hit rates. Vertical lines represent the standard errors.

4.5 Discussion

4.5.1 Psychometric Functions

The psychometric functions were constructed with corrected hit rates. It is pos-

sible to use other psychometric parameters, such as hit rate or d′ [39]. However, if the

hit rate was used alone, the bias in response would be ignored. On the other hand,

sensitivity indices do not have �xed asymptotes. For example, d′ have been widely used

in evaluation of psychometric functions [39]. d′ depends on the how the conditional

probabilities (p(h) and p(f)) deviated from the mean of a normal population. For the

extreme p(h) and p(f) values, such as 0 and 1, d′ becomes either too high or too low

since z(0) and z(1) are de�ned as negative and positive in�nity, respectively. Although,

d′ can be limited at some maximum and minimum, psychometric functions would vary

in their positive and negative asymptotes. For example, it is possible that a vibrotactile

psychometric function may have an upper asymptote of 2 while the ICMS psychometric

function may have an upper asymptote of 6. In this case, it is not possible to equate

these two function to each other, because there is not any vibrotactile displacement

level which has a sensitivity index greater than 2. Therefore, it was reasonable to use

corrected hit rate since it accounts the response bias and asymptotes can be de�ned

based on detection theory (i.e., 0 for no detection and 1 for 100% detection).

The psychometric data collected at three frequencies was �tted with a sigmoidal
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Figure 4.14 Psychometric curves obtained from PCF validation experiments: Rat 56. Data points
are the mean of hit rates. Vertical lines represent the standard errors.

surface function (equation 4.1) based on the intensity and frequency information. The

surface functions �t to the data well. Especially, psychometric functions of rats tested

in Experiment III had R2 values >0.69. These functions make it possible to interpret

the rate of detection for other frequencies between 40-80 Hz and intensity levels which

were not tested before.

On the other hand, model coe�cients (a, b, c and d) showed a high inter-subject
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Figure 4.15 Psychometric curves obtained from PCF validation experiments: Rat 67. Data points
are the mean of hit rates. Vertical lines represent the standard errors.

variation. Therefore, the model was not able to represent the physiological and psy-

chological events during the detection of mechanical and ICMS stimuli. Yet, the model

was used to �t psychometric data from mechanical and ICMS experiments in order to

obtain psychometric correspondence functions for each individual separately.



107

Figure 4.16 Psychometric curves obtained from PCF validation experiments: Rat 68. Data points
are the mean of hit rates. Vertical lines represent the standard errors.

4.5.2 Psychometric Correspondence Functions

The psychometric correspondence functions were constructed based on corrected

hit rates and they showed the linear relationship between vibrotactile and ICMS in-

tensities for a given frequency. The e�ect of frequency on correspondence between

the vibrotactile and ICMS stimuli varied from rat to rat. The intercept of the curve
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Figure 4.17 Psychometric curves obtained from PCF validation experiments: Rat 69. Data points
are the mean of hit rates. Vertical lines represent the standard errors.

changed with frequency for two rats while the slope did not vary too much. Since

the sensitivity of the rats increased with increasing frequency in both vibrotactile and

ICMS experiments, such a change was expected as the sensations elicited by vibrotac-

tile and ICMS stimuli were similarly e�ected from the frequency. On the other hand,

for other rats, the slope of the curve decreased or increased with frequency. The reason

might be the di�erential e�ects of frequency on the vibrotactile and the electrical stim-
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ulation of these rats. For example, in some cases the range of current level representing

the vibrotactile displacements between 0-46 dB ref 1 µm decreased with increasing fre-

quency. I previously mentioned that psychometric curves were the cumulative form of

the normal distribution of biological and psychological events (see Section 2.1.4 and

Figure 2.14). Therefore, in the case of decreasing slope, the distribution of psychophys-

ical events (i.e., detection) got narrower for ICMS stimuli compared to the vibrotactile

stimulation. In the case of increasing slope, the distribution of psychophysical events

got wider for ICMS stimuli compared to the vibrotactile stimulation. Nevertheless, the

PCFs rescale these distributions to �t them to each other, and this is the ultimate goal

of the PCFs.

Furthermore, in this PCF model, I regarded the e�ects of periodicity of the

ICMS on the elicited perception. Romo et al. showed the ability of monkeys to dis-

criminate frequencies of vibrotactile stimuli applied on the monkey's �ngers and ICMS

trains delivered to the �nger representation of the SI [36, 147]. Their results may

indicate that a periodic sensation rises when periodic ICMS pulses were delivered to

the SI. However ,they have tested frequencies between 6-44 Hz. It is not sure whether

the frequencies tested here results in similar sensations or not. On the other hand, it

is shown that sensitivity of monkeys to ICMS plateau after 250 Hz [170]. Therefore,

frequencies up to this limit may elicit periodic sensations.

On the other hand, Berg et al. and Tabot et al. applied ICMS pulses at 300 Hz

[173, 186]. They tested monkeys to discriminate between the amplitude of static skin

indentation applied on the monkeys' �ngers and ICMS trains delivered to �nger rep-

resentation of SI. They ignored whether the sensations elicited by ICMS were periodic

or not. In literature, it is shown that some cortical neurons entrain with vibrotactile

stimulation of the glabrous skin [210]. Therefore, the monkeys might generalized to

discriminate the magnitudes of the elicited sensations by vibrotactile and ICMS stimuli

while ignoring the submodality of the sensations.

In this study, the proposed PCF model considers the e�ect of ICM frequency on

the sensation based on the �ndings of Romo et al. [36, 147, 210]. Nevertheless, further

psychophysical experiments are required to determine whether the arti�cial sensations

elicited by ICMS resembles �utter sensation or not.

In the given context here, the PCFs successfully predicted the current levels for
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a given vibrotactile displacement level and frequency in order to generate similar de-

tectability rates for vibrotactile and ICMS stimuli. Although psychometric results were

similar according to Kolmogorov-Smirnov test, ICMS intensities were slightly overesti-

mated or underestimated in some cases. This might be related to the �tting errors at

some frequencies. Furthermore, the e�ects of neural damage and the electrode condi-

tion should not be totally ignored.

Nevertheless, psychometric correspondence functions seems to be promising for

modulating ICMS trains in a cortical somatosensory neuroprosthesis application. At

least, ICMS can be used to generate neural activity which results in similar psychophys-

ical performance as in tactile experiments. However, whether the elicited sensations

match in perception space or not has yet to be determined.

The PCFs obtained from detection tasks have to be further tested in other

behavioral tasks, such as amplitude discrimination [186] and object discrimination

with active exploration[155]. Nevertheless, together with improvements in electrode

technologies, experiments in human subjects would provide valuable insight into the

arti�cial sensations.

4.6 Conclusions

The correspondence model presented here was constructed based on the cor-

rected hit rates obtained in detection tasks. It successfully represents the psychometric

correspondence between vibrotactile and ICMS stimuli in the frequency range of 40-80

Hz. Furthermore, it seems to be feasible for somatosensory neuroprostheses. However,

further evaluation is required for how similar the arti�cial sensations elicited by ICMS

and the natural sensations elicited by vibrotactile stimulation of the glabrous skin.
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5. GENERAL CONCLUSIONS

The aim of the thesis was to construct a model for converting vibrotactile stim-

uli into ICMS trains in order to elicit arti�cial sensations similar to those elicited by

natural stimulation in a detection task. The model was constructed based on the psy-

chophysical correspondence between sensations elicited by vibrotactile stimulation of

glabrous skin and ICMS trains delivered to the hindpaw representation of SI in rats.

In accordance with this purpose, �rst of all, I built an operant chamber to train

rats in di�erent tasks where bursts of mechanical sinusoidal vibrations were applied

on the volar surface of rat's hindpaw. The novel multi-probe design made it possible

to deliver mechanical stimuli to the rat's glabrous skin independent of its location in

the chamber. Although some rats failed in primitive tasks, approximately 1/3 of the

animals completed vibrotactile detection task with accuracies >85%. Behavioral per-

formances of these rats were comparable to those reported in whisker literature. Fur-

thermore, it might be possible to increase the number of rats completed the detection

task with environmental enrichment. The rats were further tested in psychophysical

experiments and their sensitivity to vibrotactile stimuli at three di�erent frequencies

were determined. As reported in literature, detection thresholds decreased with in-

creasing frequency. However, detection thresholds found in rats were higher than those

reported for humans and primates. This might be due to the di�erences between ex-

perimental setups and the physiological di�erences between species. The rats tested

here were unrestrained and freely moving whereas �ngers of humans and primates were

�xed. Furthermore, mechanical properties of the skin and innervation densities are im-

portant factors e�ecting the detection thresholds.

Rats which completed vibrotactile experiments were implanted with microelec-

trodes in their hindpaw representation of primary somatosensory cortex. All rats but

one successfully completed ICMS detection tasks with accuracies >85%. These rats

were further tested in ICMS psychophysical experiments at di�erent frequencies. As

shown in the literature, the 50% detection thresholds showed a decreasing trend with

increasing frequency.
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The psychometric data collected from vibrotactile and ICMS experiments were

�tted with sigmoidal surface functions based on the stimulus intensity and the fre-

quency. These psychometric functions were used to construct psychometric correspon-

dence functions (PCFs). PCFs mapped the vibrotactile and ICMS intensity levels

that are equally detectable for a given frequency. For each rat, a separate PCF was

constructed. PCFs were tested in a third experiment. In this experiment, the rats

performing vibrotactile detection were presented with probe trials where either a vi-

brotactile or ICMS stimuli was presented. The current levels were calculated from

PCFs based on vibrotactile intensity levels. The rats were expected to perform similar

psychophysical performances in vibrotactile and ICMS probe trials. The model was

constructed based on three frequencies (40 Hz, 60 Hz and 80 Hz) and tested with �ve

frequencies (40 Hz, 50 Hz, 60 Hz, 70 Hz and 80 Hz). The results showed that the psy-

chometric performances of rats were similar for vibrotactile and corresponding ICMS

stimuli. Therefore, PCFs seems to be feasible for determining the current levels for

ICMS stimulation in a somatosensory neuroprosthesis.
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6. FUTURE WORK

The psychometric correspondence functions proposed here can be used to mod-

ulate the intensity of ICMS trains based on vibrotactile stimuli applied on a sensorized

robotic �nger. These ICMS trains can generate neural activity which results in similar

detection rates as the tactile stimuli would do. However, we cannot be sure whether

sensations elicited by tactile and ICMS match in perception space. Therefore, PCFs

have to be further tested in other behavioral tasks such as amplitude discrimination or

feature discrimination by active exploration. For example, Klaes et al. used match-to-

sample task to test a monkey controlling a virtual arm with ICMS feedback [155]. In

the task, the monkey touched a surface appeared on the screen with the virtual arm

and it was presented with an ICMS pattern. Then, they were trained to explore the

virtual environment and discriminate among two hidden targets based on the ICMS

patterns presented when the virtual hand touched the targets. In order to test the

PCF model, a modi�ed version of this task can be used. While we explore a surface,

mechanical oscillations on the skin surface are encoded by the mechanoreceptors [211].

Therefore, di�erent surfaces can be encoded with di�erent ICMS patterns by using

PCF based on the surface texture. Then, the monkey samples a random surface with

its own hand and uses the virtual hand to explore hidden surfaces encoded with dif-

ferent ICMS patterns. If the monkey successfully matches the targets to the samples,

then the PCF is correctly encoded the texture into ICMS patterns.

In addition, e�ects of other ICMS parameters on the perception has to be fur-

ther evaluated. Kim et al. studied the e�ects of pulse width, frequency and duration

of ICMS on the detection thresholds [170]. They showed that increasing any of these

parameters caused the detection threshold to decrease. On the other hand, to my

knowledge, there is not any study on whether the animals can discriminate between

two ICMS stimuli with same charge densities but di�erent, e.g., pulse widths and fre-

quencies. It might be possible to elicit di�erent patterns of sensations by modulating

two or more dimensions of the ICMS stimuli.

Higher order sensory cortices might be also targeted for somatosensory neuro-
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prosthesis applications. BMI applications usually use recordings from motor cortices

[145, 146], but recently other control methods using neural activity in posterior parietal

cortex has been proposed [22]. Similarly, alternative approaches has been proposed for

sensory feedback. Heming et al. electrically stimulated the thalamic sensory nuclei

in human subjects underwent DBS surgery [212, 213]. They reported that persistent

or transient tactile perception could be elicited by stimulation of these sensory nuclei.

However, the location and the size of the thalamus are the drawbacks of this method.

On the other hand, higher order somatosensory cortices might be targeted in order to

elicit more abstract sensations, such as clenching hands or touching a rough surface.

However, animal experiments help us to improve cortical neuroprosthesis up to

some certain extent. Since they can not tell exactly how similar two sensations are, we

can only speculate on the behaviors of the animals. On the other hand, human studies

would speed up the progress by reporting verbally how an arti�cial sensation is similar

to the natural one. Furthermore, since each neuroprosthesis is a personalized device,

which is designed and/or programmed depending on the individuals, the satisfaction of

the end users with the device is important. With human studies, subjects could report

how they are satis�ed with the prosthesis control and the sensory feedback from the

device.

Nevertheless, before human experiments, long-term stability and durability of

electrodes have to be assured. Although there are studies reporting minimal damage to

the brain tissue with penetrating microelectrode arrays [165], the results may change

by prolonged use of these arrays in humans. Recently in literature, drug-loaded elec-

trode coatings have been proposed to reduce the foreign body response of the nervous

tissue [158, 214, 215]. Yet, use of these electrodes under both recording and stimulation

conditions for prolonged periods has to be extensively studied.
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APPENDIX A. Operant Conditioning Graphs

A.1 Vibrotactile operant conditioning

Figure A.1 Behavioral performance of rats in Task-D: Rats performed correct rates between 70%-
85%. Red dashed lines show the mean accuracy for last �ve sessions. 50% is the chance level.

Figure A.2 Receiver operant characteristics of rats in Task-D: Rats performed correct rates between
70%-85%. Red asterisk indicates the �rst session. Green rectangle shows a region of mean±0.1.
[0.0,0.0]-[1.0,1.0] diagonal shows the zero sensitivity. [0.0,1.0]-[0.5,0.5] diagonal is the zero-bias line.
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Figure A.3 Behavioral performance of rats in Task-D: Rats performed <70% correct rate. Red
dashed lines show the mean accuracy for last �ve sessions. 50% is the chance level.
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Figure A.4 Receiver operant characteristics of rats in Task-D: Rats performed correct rates between
<70%. Red asterisk indicates the �rst session. Green rectangle shows a region of mean±0.1. [0.0,0.0]-
[1.0,1.0] diagonal shows the zero sensitivity. [0.0,1.0]-[0.5,0.5] diagonal is the zero-bias line.
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Figure A.5 Behavioral performance of rats in Task-D: Rats performed >85% correct rate. Red
dashed lines show the mean accuracy for last �ve sessions. 50% is the chance level.
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Figure A.6 Receiver operant characteristics of rats in Task-D: Rats performed correct rates between
>85%. Red asterisk indicates the �rst session. Green rectangle shows a region of mean±0.1. [0.0,0.0]-
[1.0,1.0] diagonal shows the zero sensitivity. [0.0,1.0]-[0.5,0.5] diagonal is the zero-bias line.
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A.2 Auditory operant conditioning

Figure A.7 Behavioral performance of rats in auditory version of Task-D. Red dashed lines show
the mean accuracy for last �ve sessions. 50% is the chance level.

Figure A.8 Receiver operant characteristics of rats in auditory version of Task-D. Red asterisk
indicates the �rst session. Green rectangle shows a region of mean±0.1. [0.0,0.0]-[1.0,1.0] diagonal
shows the zero sensitivity. [0.0,1.0]-[0.5,0.5] diagonal is the zero-bias line.
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A.3 ICMS operant conditioning

Figure A.9 Behavioral performance of rats in Task-E: ICMS Detection. Red dashed lines show the
mean accuracy for last �ve sessions. 50% is the chance level.
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Figure A.10 Receiver operant characteristics of rats in Task-E: ICMS Detection. Red asterisk
indicates the �rst session. Green rectangle shows a region of mean±0.1. [0.0,0.0]-[1.0,1.0] diagonal
shows the zero sensitivity. [0.0,1.0]-[0.5,0.5] diagonal is the zero-bias line.
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