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ABSTRACT

DEVELOPMENT OF SEMG AND ARTIFICIAL NEURAL
NETWORKS BASED POWERED ANKLE PROSTHESIS

CONTROL ALGORITHMS FOR STAIR ASCENDING AND
DESCENDING MOTIONS

Amputation is the surgical removal of a limb due to various reasons, e.g trauma.

Prosthesis is a device which is a replacement for the missing part of the limb. Ankle

joint can have loads of 10-13 times of the body weight during power demanding activi-

ties. Since energetically-passive prostheses cannot generate net power output, powered

ones become essential for demanding tasks. Surface electromyography (sEMG) is a

non-invasive method which measures neuromuscular activity. The aim of this study

was to develop artificial neural network models to predict ankle moment and position

using only sEMG input for control algorithms of stair ascending and descending tasks.

Time delay neural network and long short-term memory were compared for this aim.

Features that represent sEMG signals better were investigated. Minimizing the num-

ber of sEMG signals from lower leg muscles can make prosthesis flexible while reducing

the number of sEMG sensors required can make the prosthesis economic. Correlation

of 0.90 between the predicted and actual values was set as the performance threshold.

Long short-term memory based algorithms achieved significantly higher performances.

0.91 and 0.93 correlations were achieved for both motion tasks′ position and moment,

respectively. The minimum number of sEMG sensors was 2 for moment and 3 for posi-

tion estimation. The minimum number of lower leg muscles required was 1 for moment

and 2 for position estimation. The results show that there are promising EMG sensor

combinations for the specified targets.

Keywords: Ankle Prosthesis, Algorithm, Electromyography, Stair Climbing, Artificial

Neural Networks.
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ÖZET

EMG VE YAPAY SİNİR AĞLARI TABANLI AKTİF AYAK
BİLEĞİ PROTEZİ MERDİVEN ÇIKMA VE İNME

HAREKETLERİ İÇİN KONTROL ALGORİTMALARI
GELİŞTİRİLMESİ

Travma gibi çeşitli sebeplerle meydana gelebilen ampütasyon bir uzvun cer-

rahi olarak kesilmesi anlamına gelir. Protez, eksik olan uzvun yerine geçen bir ci-

hazdır. Efor gerektiren görevler esnasında, ayak bileği eklemi vücut ağırlığının 10-13

katı kadar yüke maruz kalabilir. Enerji kullanımı açısından pasif olan protezler net

güç çıktısı üretemedikleri için, aktif protezler efor gerektiren hareketler için gerekli

hale gelmektedir. Yüzeyel elektromiyografi (EMG) nöromüsküler aktiviteyi ölçen ve

invaziv olmayan bir metoddur. Bu çalışma, merdiven inme ve çıkma sırasında ayak

bileği pozisyonu ve momentinin kontrolü amacılı algoritmalar için yapay sinir ağları

geliştirilmesini hedefliyor. Özellik çıkarma çalışması EMG sinyallerini en iyi temsil

eden özellikleri gösteriyor. Bu hedef için zaman gecikmeli yapay sinir ağı ve uzun-kısa

süreli bellek yöntemleri karşılaştırıldı. Alt bacakta kullanılacak kas sayısının azaltılması

protezi farklı durumlar için esnek, toplam gerekli kas sayısının azaltılması ise ekonomik

hale getirir. Performans kriteri olarak tahmin edilen değerlerle gerçek değerler arasında

0.90 korelasyon katsayısı hedeflendi. Uzun-kısa süreli bellek temelli algoritmalar daha

başarılı sonuçlar verdi. Merdiven inme ve çıkma görevlerinde pozisyon ve moment için

sırasıyla 0.91 ve 0.93 isabetlilik elde edildi. Başarılı pozisyon tahmini için en az 3, mo-

ment tahmini için ise 2 kastan veri gerekti. Gerekli alt bacak kas sayısı pozisyon için

en az 2, moment için ise 1′dir. Çalışmanın sonuçları, hedeflenen çıktılar için başarılı ve

umut vadeden EMG sensör kombinasyonları olduğunu gösteriyor.

Anahtar Sözcükler: Ayak Bileği Protezi, Algoritma, Elektromiyografi, Merdiven

Çıkma, Yapay Sinir Ağları.
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1. INTRODUCTION

Ankle joint carries the weight of the human body, the load and the impact is

even greater than walking or standing in common daily activities such as jumping and

running. The load of the movement on the ankle can reach up to 10-13 times of the

body weight locally during running [3]. Amputation of a part of the lower leg including

the ankle because of any accidental reason or nervous system injuries such as spinal

cord injury and brain injury affects human life significantly [4]. Ischemia, gangrene,

infection, trauma and tumor are most common reasons for transtibial amputations [5].

Over 150000 people undergo lower limb amputation in the U.S. each year [6].

It is predicted that there will be 1.5 millions of people with major lower extremity

amputations in the U.S. by 2050 [7]. According to the survey of Reiber et al., 23% of

105309 lower limb amputations are transtibial among toe, foot or ankle, hip or pelvis

and transfemoral levels [8].

Along with the technological development, enhancement of assistive devices for

amputees can improve their health and life quality. Prosthesis is a device which is

a replacement for the missing part of the body. The aim is to assist people with

amputation by taking the responsibilities of the absent limb.

According to the research of Schaffalitzky et al., lower limb prosthesis can pro-

vide an easier use especially in a home environment compared to a wheelchair. The

physiological benefits of the functional independence of prosthesis are another over-

come that bring self-confidence and self-sufficiency. Sense of balance and an overall

improved life quality can be counted as the benefits that are observed in lower limb

prosthesis users [9].

There are passive, semi-active and active or powered prostheses. Passive pros-

theses can absorb or store energy, but do not supply net power to the locomotion.
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Since there can be a lack of power for demanding tasks, e.g., climbing stairs, standing

up from sitting position, in passive and semi- active prostheses, they can be insuffi-

cient for covering daily life activities [10]. Without the net power contribution, there

is an increase in metabolic energy consumption up to 30% in overall leg amputees and

about 60% in transfemoral amputees. [11, 12]. Additionally, the required power of

the hip joint increases over two times and the resultant gait can be more asymmetric

[13, 14]. The limited services passive prostheses provide do not include variable param-

eters such as walking speed and different terrain types. Powered prostheses have the

advantage of changing these functional variables using its ability to introduce external

power through actuators. Therefore, it has the highest complexity among other types

of prostheses.

The human body is a complex biomechanical system. Therefore, designing an

artificial substitute for some part of the human body is difficult. Passive prostheses

are more commercially available for transtibial amputations. Even though there are

several products in the market, powered prosthesis has not gone commercial enough

[15, 16]. There were not any commercially available powered ankle-foot prosthesis until

the early 2000s [17]. The studies leading to products have been performed in the last

decade [11, 18]. However, they have not utilized a generalized application for different

terrains yet [11].

1.1 The Control of Powered Prosthesis

To talk about the structure of prosthesis briefly, there are sensory system to

feed the control system, control system and actuation system. Sensory input can

be kinetic, kinematic and/or EMG signals. Common kinetic sensors used in lower

extremity prosthesis control measure ground reaction forces and moments in different

directions. [19, 20]. Kinematics sensors include angle, velocity and acceleration of

different joints in different directions. [21] - [22].



3

The design of the control system of a powered prosthesis can determine the

efficiency, capability, energy consumption and the accuracy of the device. The control

system has an essential role to unlock the potential of the interaction between the user

and the mechanical system.

The application areas of prostheses and exoskeleton robots are unrestricted en-

vironments. There is not a common effective methodology in the prediction of human

joint moments in unrestricted environments yet [23]. A reasonable way to achieve such

a control strategy can be a stepwise progression by investigating different scenarios of

the use of ankle prosthesis. This study can be considered as a step in this progression.

Finally, a well-structured combination of them would yield an enhanced controller.

Although there are studies to develop prosthesis controllers which provide use

in unconstrained grounds or adjustments to variances in the content of tasks such

as changes in the carried load, there is not a commercially available one yet [24] -

[25]. According to Dhir, the current controllers for powered prostheses were not able to

provide generalized solutions for the variances on walking speed [26]. Current controller

structures are limited with subject-specific adjustments for moment estimations at

certain walking speeds [27]. This is an undesired condition for engineering applications.

1.2 Surface Electromyography

Surface electromyography (sEMG) is a common technology used for many pur-

poses such as rehabilitation and diagnosis of neuromuscular diseases or other dysfunc-

tionalities in clinical applications. In the last decade, researchers focused on the use

of EMG to control lower extremity prostheses for environment and task adaptations

[28]. It measures myoelectric signals from muscles which is a quantitative indicator

of muscular activity. While the duration of the EMG changes with the duration of

the activation of the muscle, the amount of the electrical activity produced in the

muscle determines the amplitude of myoelectric signal. There are many components

that affect EMG signals. Some of them are physiological characteristics of the muscle,
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intramuscular coordinations and the instrumentation of signal acquisition [29].

EMG electrodes are mounted on the surface of the skin. Acquired EMG signal

is a function of the whole muscle fibres′ action potentials under the skin. The instant

potential differences can be either positive or negative. Therefore, the amplitude of the

EMG signal is more considerable than the sign [30].

sEMG is a non-invasive technique unlike needle EMG whose electrode is inserted

directly into the muscle. Although needle EMG can be preferred over sEMG in steady

clinical applications despite its invasiveness, it would not be comfortable for dynamic

applications such as prosthetics. The ability to avoid neighbouring muscle cross-talk

and getting information from a single motor unit may be the reason for preference of

needle EMG over sEMG especially for clinical neurophysiological applications [31, 32].

Human joint moment is a function of the motor units′ action potentials. There

is a transmission time of neuromuscular signal to the muscles and leading to movement

of the joints and limbs. This transmission time causes a delay of muscle and joint

movements with respect to sEMG signals between 30-150 ms [33]. It is an advantage

of using EMG signals in real time applications.

Collecting myoelectric signals from the muscles located in the sound parts of

the leg has the general difficulties of sEMG sensors. However, the neuromuscular infor-

mation gathered from the residual muscles brings additional challenges depending on

the muscle-nerve attachment configuration. The quality of EMG signals is determined

by many factors such as the length of the residual limb, the reason for the amputation

and the technique of the surgery [34] - [35]. Although it is shown that an ankle-foot

prosthesis controlled using EMG signals from the lower leg of a transtibial amputee

can be used by an amputee, the possible declines in the quality of EMG signals from

the residual muscles should be considered [36].
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1.3 The Biomechanics of Stair Climbing

Stairs are a common terrain type in daily life. Compared to level walking,

stair climbing is a power demanding locomotion task and it requires more mobility.

Therefore, it could be decisive in the design of a lower limb prosthesis. Due to the

rhythmic nature of stair ambulation, it has the main gait cycle concept similar to

level walking. However, the properties of the gait cycle differ significantly. Thus, stair

climbing can be expressed by a different phase division.

A gait cycle of a leg can be divided into two phases as stance and swing phase.

Stance phase represents the duration in which the limb carries the weight of the body

while it is in contact with the ground. In the swing phase, the foot is off the ground

which is just the opposite of the stance phase.

Stance phase starts with the initial contact of the foot with the ground and

finishes when this connection ends. The stance phase takes significantly longer time in

stair ascent than level walking [37]. The stance phase of stair ascent can be divided

into three periods. As soon as the initial contact occurs, the center of mass of the body

shifts called weight acceptance (WA). This shift prepares a suitable position for pull-

up (PU). Then, the leg fully extends and forward continuance (FCo) period occurs.

When the stance phase finishes, the leg breaks contact with the stair in foot clearance

(FC) period. Finally, this specified leg makes the initial contact with the next step

which is called foot placement (FP). There are four periods in the swing phase with

an additional period called push-off (PO). After WA, the swing phase ends with PO

in which the leg is pushed off from the previous step of the stair [1]. This process is

illustrated in Figure 1.1.

There is a general consideration of transition time between phases which cor-

responds to the 60% of a gait cycle, approximately [38, 39]. This transition in stair

descent is observed close to the level walking. On the other hand, the stair ascent

transition occurred slightly differently from the other locomotion tasks as stance phase

lasts about 66% of the whole cycle [40].
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Figure 1.1 The periods of the stance and swing phases [1].

There are several factors that affect the biomechanics of stair ambulation. One

of them is age. According to Marshall et al., quadriceps muscle activity was 3-times

greater in older adults compared to the younger ones [41]. In the study of Farrag El-

sayed, children had significantly higher muscle activation and joint angles during stair

ascending and descending. Gender may also be effective in the lower limb biomechanics

of stair climbing. It was observed that the joint angles of females were higher than

the males′ while stair climbing [42]. Besides physical differences such as height, neuro-

muscular and metabolic development of muscles may be effective in this variance [41]

- [43].

Another factor is the locomotion speed. The changes in the speed significantly

affected activation of some muscles in a study of Lewis et al [44]. For instance, in-

creasing the speed from slow to self-selected increased the activation levels of vastus

medialis (VM), gluteus maximus (GM) and biceps femoris (BF) during stair ascending

and VM and rectus femoris (RF) in stair descending.
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Besides the unique differences between humans, gait characteristics of stair

climbing can vary with the environmental factors such as the dimensions of the steps.

In the study of Riener et al., the observed transition moments were delayed as the

inclination increased for stair ascending [45]. Additionally, the lower limb joint power

generation during stair climbing is significantly related to the slope of the stairs [46].

The form of the stairs can also affect the joint biomechanics. According to the

observations of Chang et al. on regular stairs and stairmill, maximum plantarflexion

of the ankle increased and tibialis anterior (TA) activation decreased on stairmill [47].

The aforementioned factors are challenges of controller design for powered pros-

thesis. To make the controller more useful, the need for a generalized solution is

obvious. This is one of the main focuses of the methodology of this study which is

detailed in the Methods section.

1.4 Artificial Neural Networks

There are various approaches in controller design for lower limb prosthesis and

assistive exoskeletons. Some of them are statistical methods such as linear discriminant

analysis and Gaussian mixture models [48], neuromuscular models such as Hill-type

muscle model [49, 50] and artificial neural networks (ANNs) [25, 36].

Artificial neural networks (ANNs) are already useful and also promising tools for

human joint behavior prediction which includes complex mathematical biomechanics

[51]. They are often referred as black box that solves but one cannot see what is

inside. It simply maps the inputs to outputs. There are artificial neurons which are

building blocks of the neural networks. They function as mathematical processing units

taking their inputs which are the outputs of the previous neurons in the neural network

structure. Another structural element is layers which are formed by neurons and they

are connected to each other. ANNs learn the relationship between input and output by

training. Training process occurs over many iterations. Some parameters within the
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neural network, i.e. weight and bias variables, are updated with each iteration. These

parameters are used in the activation functions of the neurons and they determine the

outputs of each neuron together.

There is supervised, unsupervised and reinforcement learning. In supervised

learning, the network is fed by labeled data. The two main types of problems being

solved using supervised learning are classification and regression. The determination of

which locomotion task is performed would be a classification problem. The estimation

of the moment and position values is a regression problem.

1.5 Previous Works

Before continuing with Methods, the previous works on similar objectives can

be reviewed to make related methodologies and performances more clear. In a recent

study, for ankle torque prediction during level walking at self-selected speed a perfor-

mance of RMSE=0.08 Nm was reached with an ANN model [52]. In another study of

Xie et al., using general regression neural network, RMSE of 3.84 degrees is achieved

for ankle angle estimation taking angle, sEMG and pressure data as sensory input.

RMSE was 21.69 when only sEMG from the upper leg was used as input [53].

Manal et al. used Hill-type muscle model for ankle moment prediction with

RMSE = 4.4 Nm. Sensory data was collected from TA, soleus (SOL), gastrocnemius

medialis (MG) and lateral gastrocnemius of the lower leg [54]. Slajpah et al. developed

an extended Kalman filter model using 7 inertial and magnetic measurement units of

lower extremity and trunk. They achieved an average of 0.80-0.83 correlation between

the real values and the predicted ones where the cases with the best results were slow

walking with correlations of 0.86-0.89. On the other hand, this is greater than 0.90 for

knee angle and higher than 0.95 for hip [55].

Most of the studies on the modelling of ankle joint behavior use sensory infor-

mation from lower leg muscles or knee joint. Gastrocnemius, SOL and TA were used
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in Au et al., 2005 [56]. BF, VL, MG and SE are used in Zhu et al [57] with thigh and

shank angles. GM, TA, peroneus longus (PL) in Su et al [33]. SOL, TA, GM in Zhang

et al [52]. External gastrocnemius, gastrocnemius, soleus, tibialis anterior and tibialis

longus in Huihui et al [58].

The results and model information so far have been for level walking. As for

stair climbing, the results and sensory inputs would change. At first, there are less

studies on stair climbing than level walking. Because level walking is seen as the

basis for prosthesis or assistive device studies, it is common to start with this type

of locomotion [59]. Considering the daily role of stair ambulation and its demanding

nature, this locomotion task should not be skipped for further developments of powered

prosthetic and assistive devices. For instance, in the work of Weigand et al., ANN

performance for gait phase estimation is lower for stair ascending and descending than

level walking [60].

Au et al., 2008 used TA, MG and lateral gastrocnemius for an ankle-foot prosthe-

sis for level walking and stair descending tasks [36]. In another study, stair descending

results were the lowest with a mean accuracy of 83.5% for ankle torque among other

locomotion tasks including level walking and slope walking for an ankle exoskeleton

controller. Additionally, stair ascending was the second lowest one [61]. Gupta et

al. developed a neural network for ankle angle estimation using sEMG signals from 6

lower limb muscles and knee angle as input. They have the following results: Average

RMSE=3.61 degrees for stair ascent and average RMSE=5.04 degrees for stair descent

[62].

The work of Keles and Yucesoy is a beginning for the further studies on pros-

theses in the Biomechanics Lab of the Biomedical Engineering Institute of Bogazici

University [63]. This thesis is a part of this studies on prostheses. The work of Keles

and Yucesoy was on predicting moment and position of ankle joint during level walking.

The focus of the two works may seem similar. However, there are many differences

which are mentioned in the later chapters.
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1.6 The Aims

Considering the lack of ankle joint controllers for stair climbing task, the goal

of this study was to develop sEMG-based neural network models which predict the

ankle position and moment during stair ascending and descending. These models were

planned to be the building blocks of the control system of powered ankle prosthesis.

To represent the EMG signals more efficiently, it was preferable to extract some

statistical features of the signal. EMG feature extraction is a subject of research itself.

The first specific aim was to find the best feature set which represents the EMG signals

used in this study.

The comparison of neural network architectures for specific problems is also a

research topic itself. To develop a more optimal model, two appropriate neural network

architectures for the problem statement were studied. The second specific aim was to

compare the predictive success of Time delay neural network (TDNN) and long short-

term memory (LSTM).

This study seeks for the relationship between lower limb muscles and ankle

moment and position during stair climbing tasks. The third specific aim was to identify

the sEMG sensor requirements in terms of both the number of sensors and the number

of lower leg muscles. Minimizing the number of overall EMG sensors would yield

a system with lower cost, this can be called as economic solution. Due to possible

surgical problems of transtibial amputation process, minimizing the number of lower

leg muscles would allow a more flexible solution.
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2. METHODS

2.1 Data Set

An open access data of Lencioni et al. [2] is used in this study. There are 50

healthy subjects including 25 females and 25 males. The age interval is 6-72. Body mass

and heights of the subjects vary between 18.2-110 kg and 116.6-187.5 cm, respectively.

The number of samples and the age range, consecutively other body characteristics, are

wide compared with the studies on regression or classification tasks on human joints,

especially on lower limb prediction [64]-[22]. Although there are studies using data

which consists of more than 20 subjects, their age ranges are narrower [65]. Even if

there is not any certain measure found to statistically obtain the following argument, it

can be assumed that this data presents a higher variance based on the aforementioned

data properties. Hence this study can show a noteworthy generalization ability in

learning the essence of the movement form of the tasks regardless of who is performing

it. Consequently, this is advantageous for real world engineering applications of the

algorithm.

The devices used in data collection are a 9-camera motion capture system

(SMART system, BTS, Garbagnate Milanese, Italy), two force platforms (Kistler, Win-

terthur, Switzerland) and a 8-channels wireless EMG recording system (ZeroWirePlus,

Cometa, Bareggio, Italy). The experimental setup for stair climbing recordings and

EMG sensors on the leg is in Figure 2.1.

The sampling frequency for EMG recording is 800 Hz, 960 Hz or 1000 Hz, while

3D kinematics from markers were recorded at 60 Hz or 200 Hz. There was not a

strict speed requirement to perform the tasks. Therefore, they were performed at each

subject′s self-speed. Different sampling frequencies and variances in speed yield a data

set of varying lengths. This will be detailed later in the Data Preprocessing section.
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Figure 2.1 Experimental setup used for stair climbing tasks in Lencioni et al. Adapt. from [2].

Considering the tasks focused on this thesis, there are 169 stair ascending task

samples from a set of 43 subjects, 1-5 samples per subject. Besides, stair descending

samples consist of 146 samples of 43 subjects whose subjects slightly differ from stair

ascending subject set, again 1-5 samples per subject. This distribution is shown in

Figure 2.2.

Figure 2.2 The distribution of the number of samples per subject.



13

Joint angles and moments were calculated from measured data. sEMG signals

were filtered before sampling with a band-pass filter having cut-off frequency of 10-

400 Hz. sEMG sensors were placed to measure the signals of the following muscles:

tibialis anterior (TA), soleus (SOL), gastrocnemius medialis (MG), peroneus longus

(PL), rectus femoris (RF), vastus medialis (VM), biceps femoris (BF) and gluteus

maximus (GM).

2.2 Data Preprocessing

Signals contain noise which is not directly related with the main content. Nev-

ertheless, it has amplitude and frequency properties which means it still is information

that would probably confuse the neural network. Thus, noise is an unwanted element.

Filtering is a process that allows the elimination of undesirable components from the

signal. Noise can be eliminated by figuring out the frequency characteristics of it in a

signal.

Neural signal decoding is not seen as sufficient. EMG cross-talk and the difficulty

of acquiring clear signals are some reasons for that [66]. EMG signals can have noise

because of various factors. Most of these factors are movement artifacts, skin-electrode

interface, power line. Movement artifacts are indicated as low-frequency noise while

skin-electrode interface equipment noise are examined as high frequency noise. Power

line noise occurs at a certain frequency of 50 Hz or 60 Hz depending on the region that

the electric supply is provided. Generally, high-frequency noise is considered above

400-500 Hz and low-frequency noise is below 10-20 Hz in the literature [67]-[68]

Although there are many studies on the causes of noise in EMG signals, there is

not a certain property that can be applied to all muscles of the body, even for the focus

of this thesis, lower limb muscles. Therefore, to understand the signal characteristics,

fast Fourier transform (FFT) method is applied to the signal to identify the frequency

characteristics of the data. Combining the inferences of both literature research and

FFT analysis, a 4th order Butterworth band-pass filter is applied with a cut-off fre-
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quency of 10 Hz - 200 Hz. Additionally, a band-stop filter with a cut-off frequency of

50 Hz is applied to avoid noise introduced by the power line. However, this did not

significantly change the neural network performance. It should be noted that signal

filtering process can lead to delays in EMG signal [64]. Despite the fact that noise

reduces the signal quality, it is an advantage not to have to use filtering in real-time

applications. Consequently, there is not any signal filtering in this study.

However, there is another signal preprocessing method that improved the results:

Rectification. There are different rectification techniques. Full-wave rectification is

applied to the data. Unlike half-wave rectification in which negative values become

zero, all amplitudes are preserved by simply taking the absolute value of the whole

signal. The reason for this preference is to keep the signal amplitudes so that the

strength of the neural activity which represents the muscle activation characteristics of

EMG remain [69].

For the number of data points of inputs and outputs to be equal for the neural

networks, EMG data is interpolated and kinetics and kinematics data extrapolated to

a certain number of data points. Increasing the number of data points would result

in increased performance for time delay neural network (TDNN), while also increasing

the computational cost. The number of data points of 200 is selected by a simple grid

search considering both computational cost and network performance.

2.3 Sliding Window Algorithm

It is not a wise choice to use instant measurements from EMG sensors simulta-

neously for recognition tasks [70]. Sliding window technique which consists of a window

that shifts through the data can help overcome this issue. Statistical calculations, later

will be called as features, are applied to the whole data in each window. Through

this process, time dependency of the data remains as each new point representing the

behavior of a local region of that time series. It has a smoothing behaviour on the data

which reduces the effects of noise.
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There are two parameters in sliding window technique: Window length and

the amount of sliding. Previous studies on prostheses have shown as window length

increases, training performance increases [71, 72]. This also applies to the data used in

this thesis study. However, an increase in window length also means using information

from the future. On the other hand, this is meaningless for real-time applications.

Therefore, a delay which corresponds to window length must be introduced to the

system; so that statistical calculations can be done. The controller delay physically

corresponds to time passing between the intent of the user and the actuation of the

movement by the device. However, as controller delay increases, problems may emerge

such as overshooting of the target for the prosthesis user which in turn increases the

error. Therefore, there has to be an optimum value for window size which satisfies

both theoretical and practical performance. According to the literature, 100-150 ms is

generally accepted and used as window length [70, 73, 74]. On the other hand, there

are also more loose window length criteria used in the literature. Xu et al. selected 300

ms long windows for a prosthetic arm design and Englehart et al. set the controller

delay limit to 300 ms and selected an analysis window of 256 ms not to cross that

limit [75, 76]. Another issue with the analysis windows is increment rate. Consecutive

windows may or may not overlap, in terms of the step size of shifting.There is a common

opinion that overlapping windows lead to higher performance [77]. However, there are

studies on joint movement controller design using non-overlapping analysis windows

[58, 78].

Considering the specifications in the literature and the effects on the proposed

neural networks′ performances, sliding windows having window lengths between 125-

175 ms with increments of between 10-15 ms are recruited for this study. Although

there are less conservative window lengths used in the literature, to be in line with

real-time application purposes, it is aimed to stick with more conservative controller

delay limitations in the literature as a design parameter. Controller delay problem can

be determined more clearly if a prototype of the device would be manufactured. So

that real time tests can provide actual results to tune this design parameter.
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2.4 Feature Extraction

Taking the necessary information from raw data, especially from complex ones

such as EMG signals, is a challenging task for artificial intelligence. Therefore, ex-

traction of the required features that reveals the information remaining in depths of

raw EMG before feeding it to the neural network becomes a key process for enhanced

performance. Hence, feature extraction allows the network to get more information

from the same sensor inputs.

It is shown that a well-worked feature extraction improves the performance

significantly [79, 80]. After observing that raw EMG signals were not sufficient as

input set, feature extraction was applied.

In general, there are time domain features and frequency domain features. Main

focus of areas while using frequency domain features include muscle motor unit employ-

ment and muscle fatigue which is not main focus of this study [81]. While frequency

domain features require the conversion of time domain data to frequency domain using

methods such as FFT, time domain features are extracted from time series data [82].

Therefore, time domain features are mostly simpler in terms of computation. Due

to real-time application aim, use of time domain features is addressed in this study.

Hudgins et al. came up with 4 time domain features for myoelectric signals in 1993

[83]. They are slope sign changes (SSC), mean absolute value (MAV), zero crossings

(ZC) and mean absolute value slope (MAVS). They have been used a lot for EMG

signals in the literature. At first, these 4 features were used as a basis to develop the

network. Subsequently, other time domain features have been researched to improve

the performance in terms of feature set. Phinyomark et al. investigated the effects of

some features on a classification task for the control of upper limb prostheses [84]. The

success rates of the features and rankings relative to each other change with varying

window lengths. Thus, there is not a certain best feature set, the success rate can

change due to changes in the conditions. However, it can be seen in the results of

the study in the Feature Selection section that there are some similarities between the

results of both Phinyomark et al. and this thesis. Because of these inferences, it is



17

decided to make a separate test on the data to be used, considering the results of the

previous studies on feature selection for EMG signals.

2.5 Feature Selection

The advantages of feature extraction are mentioned in the previous section.

However, an increase in the number of features does not always mean that the results

will increase. It is not an ideal way of training a network to feed the network with

all of the features. Moreover, a reduction in the number of input channels leads to

improvement of efficiency by reducing computational time. Therefore, there should be

an optimal combination of input features for a system.

A feature selection analysis is performed with the aim of finding the ideal fea-

tures. Performance can be improved by avoiding complexity by eliminating the redun-

dant input components [85]. In addition, computational cost of both training process

and real-time use is aimed to be reduced by finding the minimum number of features

required. Decreasing the volume of a data in the according space so that there is only a

volume left which represents the essence of the data is called dimensionality reduction.

Feature selection is a part of dimensionality reduction [81, 86].

There are different methods used for feature selection in the literature. Tkach

et al. investigated the stability of feature sets against introduced disturbances starting

with testing the individual features, then continued with the combinations of features

with different sizes and features [87]. With a preliminary study and literature research,

the number of potential features is reduced to 8: Mean absolute value (MAV), waveform

length (WL), slope sign changes (SSC), Willison amplitude (WAMP), modified mean

absolute value (MMAV1), integrated EMG (IEMG), root mean square (RMS) and

variance of EMG (VAR). The equations for all is in Appendix.

Afterwards, an analysis is performed to determine the optimal number of fea-

tures. The results are shown in Figure 2.3. It should be noted that this approach
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includes only one muscle combination, i.e. TA and MG. Although the results would

change for different muscle combinations, these variances are assumed not to be signif-

icant. Feature set of 3-features is selected, since there is not a significant improvement

after increasing the number of features more than 3. Remember that an increase in

the number of features would yield a more complex structure.

Figure 2.3 Comparative results of the feature sets with different sizes.

An intra-class correlation analysis is performed to understand the features of

EMG data used in this study. The aim is to detect the linearities between input

features to eliminate highly dependent features to avoid multicollinearity. Parallel to

this, increasing the network performance by avoiding multicollinearity. The results of

this approach are in Figure 2.4 and 2.5.
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Figure 2.4 Intra-feature correlation analysis results for stair ascending. The darker the color the
higher the correlation.

Figure 2.5 Intra-feature correlation analysis results for stair descending. The darker the color the
higher the correlation.



20

It is noteworthy that there is a quite much difference in the correlation results

between two tasks. Features in stair ascending are much more dependent on each other.

The reason for this distinction may be the relations between muscle activations of two

tasks.

To conclude, intra-features correlation study shows that some features are highly

linearly dependent. The following observation would not be surprising by a look at

the statistical formulas of the features. It can be convincingly said from the intra-

feature correlation results that MAV, MMAV1 and slightly IEMG are kind of different

versions of each other. Therefore they would contribute to the feature set from a

close perspective. Similarly, RMS and VAR are highly related with ρ value of 0.94.

Although SSC could present information related to signal frequency characteristics

which is different from other features that is also indicated by intra-features correlation

study, it was not in the feature combinations with the best results [87]. MAV, IEMG,

RMS and VAR are the most frequent features that appear in the feature sets with

the best results. Despite being observed that WAMP is not one of the most seen

features in the best-performing combinations, it is a component of the best performed

set. WAMP is a measure which counts the exceeding a certain threshold of the change

in EMG amplitude. It can represent the motor unit action potential firing rates and

the level of muscle contraction. In the work of Phinyomark et al., WAMP is the feature

with the best performances. A threshold of 10 mV is set for WAMP. As the voltage

threshold decreased within the range of 5-50 mV, WAMP performance had increased.

It is shown to perform well with signals having white noise which is an important issue

in sEMG signals [88]. WAMP is calculated as follows:

WAMP =
N−1∑
n=1

f(| xn − xn+1 |) (2.1)

where

f(x) =

1 x ≥ threshold

0 otherwise

(2.2)

In Eq. 2.1, xn and N denote nth raw EMG and the length of the signal, respectively.
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RMS can represent the EMG power [89]. It is able to produce the maximum

likelihood estimation of the amplitude of the signal [81]. It is shown in Ajiboye et al.

that RMS can provide a significant representation from EMG signal [90]. The formula

for RMS is in Eq. 2.3.

RMS =

√√√√ 1

N

N∑
n=1

x2n (2.3)

After rectification, MAV is a measure that shows the area under the EMG

amplitude. It can represent EMG signals so well that the study of Zarshenas et al.

on ankle torque prediction uses only MAV to represent EMG signals, but also with

kinetics and kinematics inputs [74]. The equation for MAV is below.

MAV =
1

N

N∑
n=1

| xn | (2.4)

In consequence, MAV, RMS and WAMP are selected as elements of a set of 3

features to be extracted from EMG input data. If it is desired to further decrease the

number of features, MAV and RMS would provide successful results.

2.6 Muscle Combinations

The selection of the muscle combination with the greatest performance is not as

simple as the feature selection process. Each muscle contributes in a unique manner in

the biomechanics of human movement, whereas the features are statistical calculations

to represent EMG signals which is a more generalizable concept.



22

There are 4 outputs: Step up moment, step up angular position, step down

moment and step down angular position. Muscle activation distribution depends on

both gait task and the subject of prediction, i.e. position and moment. Therefore, it

would not be surprising that if the results yield different optimal sEMG sensor sets for

each type of output. Despite that there is a detailed study whose results are presented

in the Results section, a preliminary study on the muscle activations is performed to

have a wider view on the problem. It is an intra-muscle analysis which is similar with

the aforementioned intra-feature analysis. The aim is to bring a perspective to the

final results by digging deep the nature of the muscle mechanics. The intra-muscle

correlations is shown in Figure 2.6 and 2.7.

Figure 2.6 Intra-muscle correlation analysis results for stair ascending.
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Figure 2.7 Intra-muscle correlation analysis results for stair descending.

Firstly, the evaluation of Figure 2.4 and 2.5 with Figure 2.6 and 2.7 reveals the

strength of the relationship between muscles in stair ascending and descending tasks.

It is denser in stair ascending. About specific intra-muscle dependencies, SOL and

MG of calf muscles have the highest correlation value in both tasks. RF and VM also

have high correlation values in both tasks. Furthermore, RF-VM which are the parts

of quadriceps muscles, VM-GM and RF-GM relations can be mentioned as strong for

stair ascending.
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2.7 Neural Networks

The problem definition is regression of time series data. Accordingly, neural

network architectures for this type of problem have been researched. Time delay neural

network (TDNN) and long short-term memory (LSTM) are decided to be used in this

study.

2.7.1 TDNN

TDNN is a previously used neural network type for gait data [63]. TDNN

can be mentioned as an extended multilayer perceptron. To be more specific, it is

a feed-forward network except with an additional element which is called time-delay.

Time-delay concept allows artificial neurons of hidden layer or output layer to get

information from the previous M inputs. In this way, it can link the information of

the past and current time to predict future output values [91]. The main idea behind

TDNN can be formulated as follows:

y(k) = f(u(k), u(k − 1), ..., u(k −M)) (2.5)

where y(k) is the output at time k, u(k) is the input, and M is the maximum adopted

time-delay.

TDNN has a structure which is good at handling temporal patterns. Human

joint behavior estimation is a complex task. Bayesian regularization backpropagation

algorithm is selected as a training function. It is better at modeling complex relations

than its alternatives such as the Levenberg-Marquardt algorithm [92]. Jacobian matrix

is used in this method and sum of squared errors for the optimization of performance.

Additionally, its objective function includes sum of squared weights and penalizes too

complex model structures. Therefore, it is good at generalization [92, 93]. The block

diagram of TDNN is in Figure 2.8.
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Figure 2.8 An illustration of TDNN structure. Generated via Matlab.

2.7.2 LSTM

LSTM is a deep learning method which is a form of recurrent neural network

(RNN) architecture. It is one of the popular methods used in time series forecast-

ing in real-time [94]-[95]. It learns very fast compared to backpropagation through

time. It also has good generalization ability. In addition, it can recognize long-term

dependencies in time series data.

Figure 2.9 An illustration of an LSTM block showing the flow of data through gates.

To explain the LSTM working principle, there are cell state and corresponding

gates. Cell state allows the information of previous time steps to be carried on to

later time steps. As sequence data flows, gates remove or add information to the

cell state. There are forget gate, input and output gates. Forget gate decides which

information will be removed or kept. Input gate updates the cell state. The output

gate determines the hidden state. There is an illustration of this principle in Figure

2.9 and the mathematical representation of this process is in Eq. 2.6-2.11.

ct = ft � ct−1 + it � gt (2.6)
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ht = ot � σc(ct) (2.7)

where ct and ht denote cell state and hidden state at time t, respectively.

it = σg(ωiXt +Riht−1 + bi) (2.8)

ft = σg(ωfXt +Rfht−1 + bf ) (2.9)

gt = σc(ωcXt +Rght−1 + bg) (2.10)

ot = σg(ωoXt +Roht−1 + bo) (2.11)

where it, ft, gt and ot denote input gate, forget gate, cell candidate and output gate at

time t, respectively. And W , b and R are input weights, bias and recurrent weights of

corresponding gate, respectively.

2.7.3 Hyperparameter Optimization

Hyperparameter tuning of the model is an essential process for neural network

development. It enhances the performance of the model. Computational cost should

also be taken into account while improving the performance. Therefore, the significance

of the improvement in the performance is also considered if it is more efficient in terms

of time consumption. A too simple network would cause an underfitting of the data,

whereas a too complex network would result in overfitting to training data. Therefore,

test results would be decreased.
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There are 5 hyperparameters for TDNN: Time-delay, number of iterations, num-

ber of hidden units, number of hidden layers and the type of training function. While

developing TDNN, design limitations about real-time application affected time-delay,

and sliding window length. TDNN performance is highly dependent on both of them.

Hyperparameters of LSTM are initial learning rate, dropout rate, number of

hidden layers, number of hidden units, number of epochs, mini batch size and L2

regularization constant.

Stochastic optimization methods are generally advantageous among others using

the nature of randomness with its ability to avoid local minima and its performance in

complex problems [96]. One of the stochastic optimization methods is Adam optimizer.

It is selected as the solver of LSTM. Main advantages of Adam are computational

efficiency and its success in non-stationary data [97]. At first, overfitting was a problem

that limits the network performance. To avoid overfitting to training data, it is shuffled

in every epoch. Another prevention for overfitting is dropout. Additionally, use of L2

regularization is investigated in Bayesian optimization.

Hyperparameters can be optimized by grid search or random search techniques.

Grid search is a rough method which can be hard to handle a wide range of param-

eters. It is shown that random search outperforms grid search regarding both time

consumption and performance. Its ability to avoid local minima plays a key role in

this comparison [98].

As a result of hyperparameter optimization, for TDNN, 1 hidden layer with 15

hidden neurons is selected. Design criteria of sliding window length and the amount

of time-delay limited the performance of TDNN. To be more clear, if these parameters

were increased above the design limits, the performance would improve. On the other

hand, even if the limitations on the analysis window were not required to be excessed,

LSTM provided sufficient results even with windows of 75 ms length. Despite the

fact that a standardized set of hyperparameters for all output types was leading to

satisfactory results, different hyperparameters are used for different targets to improve
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the results. Initial learning rate is between 0.0025-0.0040, dropout rate is 0.6, number

of hidden units is 51, number of epochs change between 100-177, L2 regularization

constant is between 0.0005-0.00001 and mini batch size is between 12-36. It is better

to start with simpler models and make it more complex until reaching the targeted

performance. A fully connected layer consisting 50 hidden units is found to be sufficient

to keep the simplicity in the architecture. The structure of the proposed LSTM network

is illustrated in Figure 2.10.

Figure 2.10 The structure of the proposed LSTM network.

To improve hyperparameter selection, another optimization technique called

genetic algorithms (GAs) can be examined. GAs can optimize stronger than Bayesian

optimization in means of finding the global minima [99]. Another study on the types

of GAs may lead to finding better resulting hyperparameters.

2.7.4 The Comparison of TDNN and LSTM

At first, TDNN and LSTM are trained with input combinations consisting of

different number of muscles to make a comparison. For instance, there are 28 different

input sets consisting of 2 muscles in total, and 56 input sets consisting of 3 muscles. The

performance of both neural network architectures with varying input sets is analysed.

In this way, the behavior of each architecture can be observed by changing the input

information and the overall advantageous architecture can be determined.

The finding of this comparison is shown in the Results section. Subsequently,

LSTM is recruited which has higher accuracy results and much lower computational

cost.
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2.8 Five-Fold Cross Validation

Validation technique can have a substantial effect on the results [100, 101]. To

assess the generalizability of the proposed models, cross validation is applied to data

sets. The aim is to avoid the biases in the distribution of data set into training and

test data subsets. A more generalized solution to the stated problem of the study can

be achieved by applying cross validation.

There are various cross validation methods. One of them is k-fold cross valida-

tion which is a commonly used technique [102]. In k-fold cross validation, samples are

divided into k groups. Then the network is trained with k-1 groups and tested by one

group. This is repeated k times to evaluate the performance of the model with each

sample group separately. Finally, performance measures of each repetition are aver-

aged to obtain the most generalized solutions. k-fold cross validation uses all samples in

training and performance evaluation and there are not any overlapping samples in the

groups which helps avoiding bias. k = 5 is selected considering both generalizability

and computational cost.

2.9 Performance Evaluation

The accuracy in imitating a healthy gait cycle determines the success of such

an algorithm for a device. Two test statistics are used as a performance measure:

Root mean square error (RMSE) and Pearson′s correlation coefficient (ρ). Root mean

square error is the sum of squared differences between the predicted and the actual

outputs divided by the sample size. It is in units of degrees for position, and Nm/kg

for moment output. Pearson′s correlation coefficient is a statistical measure of the

linear association between the predictions and real values.

RMSE =

√√√√ n∑
t=1

(ŷt − yt)2
n

(2.12)
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where n is sample size and yt and ŷt denote the predicted and the actual output values

at time t, respectively.

ρ(Ŷ , Y ) =
cov(Ŷ , Y )

σŶ σY
(2.13)

where covariance cov is defined as

cov(Ŷ , Y ) =
1

N − 1

∑
(
Ŷt − µŶ

σŶ
)(
Yt − µY

σY
) (2.14)

Y and Ŷ denote a sample and the prediction of it, respectively. µ and σ are the mean

and standard deviations, respectively. N is the length of the sample.

For a control algorithm to be counted as successful, basically it should be func-

tional, but not make difficulties for the user. Real time tests on devices which targeted

users wear could also set better criteria on success. Yet there are some specifications on

performance evaluation in the literature for preliminary studies such as this thesis aim-

ing to lead to final devices. According to the literature, correlation coefficient of 0.90

between the predicted and the actual values of human joint behavior [21, 53, 103, 19].
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3. RESULTS

The final results for various scenarios are presented in this section. Distribution

of the data as training and test data sets is totally randomized to avoid possible biases

of handmade distribution.

3.1 The Comparison of TDNN and LSTM

The comparative results of both architectures with the 2-, 3- and 4-muscle com-

binations for position and moment estimations of stair ascending task are shown in

Figure 3.1 and Figure 3.2, respectively.

Figure 3.1 Box plot of stair ascending position prediction results of input sets with different number
of muscles for comparison of a) TDNN, b) LSTM.
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Figure 3.2 Box plot of stair ascending moment prediction results of input sets with different number
of muscles for comparison of a) TDNN, b) LSTM.

The results of input sets consisting of only 1 muscle is not given in Figure 3.1

and 3.2, because TDNN could not even get close to satisfactory results. Paired t-test is

conducted to assess the significance of the difference of TDNN and LSTM results. As

a result, LSTM accuracies are significantly higher than the ones of TDNN (p<0.001).

Considering with its superiority in performance and time consumption, the rest of

the study recruits LSTM. Therefore, the rest of the results given in this section were

obtained with LSTM models.

3.2 Stair Ascending

3.2.1 Position Estimation

The results for position estimation are presented in this section in a similar way

with the presentation of moment estimation results. The results are given in Figure

3.3. As the number of muscles in the input set increases, performance keeps increasing

for stair ascending position estimation.
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Figure 3.3 Box plot of position prediction results of input sets with different number of muscles for
stair ascending.

3.2.2 Moment Estimation

The box plots of moment prediction for stair ascending task representing the

shape of the performance distribution of each muscle set size are in Figure 3.4.

Unlike the position estimation, the accuracy does not significantly improve with

the increase in the number of muscles in the input set more than 3-4 muscles, in terms

of mean accuracy values. On the other hand, input sets of 6 muscles include the

combinations with the maximum performance for stair ascending.

Paired t-tests within each number-of-muscles group were conducted to assess

the relationship between position and moment estimation results. According to paired

t-tests, moment prediction accuracy results are significantly higher than position pre-

dictions (p<0.001) with the exception of 7-muscle combinations for stair ascending

(p>0.01).
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Figure 3.4 Box plot of moment prediction results of input sets with different number of muscles for
stair ascending.

3.3 Stair Descending

3.3.1 Position Estimation

The position estimation results for stair descending is shown in Figure 3.5.

Figure 3.5 Box plot of position prediction results of input sets with different number of muscles for
stair descending.
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Unlike the position prediction results of stair ascending task, performance does

not improve continuously while increasing the number of muscles in the input set.

3.3.2 Moment Estimation

Moment estimation results for stair descending is shown in Figure 3.6.

Figure 3.6 Box plot of moment prediction results of input sets with different number of muscles for
stair descending.

Similar to stair ascending, moment prediction results does not significantly im-

prove after some point. After 2- and 3-muscle combinations, increasing the number of

muscles in the input set does not seem effective.

According to paired t-tests, moment estimation results are significantly higher

than the position estimations (p<0.001) with the exception of the 1-muscle combina-

tions for stair descending (p>0.01). Further statistical tests indicate that the level of

the significance of the difference between stair ascent and descent varies. 1- and 2-

muscle combinations do not show a significant difference for both outputs (p>0.5). On

the other hand, for the remaining sets stair ascending accuracy results are significantly

higher than stair descending for moment prediction (p<0.005). Position prediction
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accuracies of muscle sets which are consisting more than 3 muscles for stair ascending

are also significantly higher than stair descending, but the significance level is lower

(p<0.1).

3.4 Best-Performing Variations

In this section, the muscle combinations with the best performance are pre-

sented.

In Table 3.1, there are the best position predictions among the results which

considered as sufficient. It can be seen that there is not any input set without TA

among 30 combinations with the highest accuracy for ankle position estimation. SOL

and MG are also frequent in Table 3.1.

Table 3.1
The 15 best position prediction results. Stair ascending on the left, stair descending on the right.

Stair Ascending Position Stair Descending Position

Muscle set ρ RMSE Muscle set ρ RMSE

TA, SOL, MG, PL, BF, GM 0.9114 2.608±1.3211 TA, SOL, MG, RF, VM 0.9126 2.6953±1.2551

TA, SOL, MG, PL, RF, BF, GM 0.9101 2.618±1.2905 TA, MG, PL, RF, BF 0.9124 2.4872±1.2276

TA, SOL, PL, BF 0.9078 2.5956±1.3406 TA, MG, RF, VM, BF 0.9117 2.8456±1.1641

TA, PL, RF, BF, GM 0.9068 2.5522±1.2182 TA, MG, PL, RF 0.9103 2.8267±1.2728

TA, SOL, PL, RF, BF 0.9051 2.7053±1.3573 TA, MG, BF 0.9102 3.0119±1.1593

TA, SOL, MG, GM 0.905 2.5892±1.3873 TA, SOL, PL, RF, VM, GM 0.9098 2.9346±1.1984

TA, MG, PL, BF 0.9049 2.5763±1.3507 TA, MG, VM, BF, GM 0.9091 2.9440±1.2013

TA, SOL, MG, PL, RF, GM 0.9038 2.5756±1.3079 TA, MG, VM 0.9083 3.0205±1.2073

TA, MG, BF, GM 0.9037 2.6553±1.4698 TA, SOL, PL 0.9075 3.0600±1.3524

TA, SOL, MG, PL, RF 0.9028 2.5771±1.3475 TA, SOL, MG, VM, GM 0.9075 3.0691±1.1228

TA, SOL, MG 0.9027 2.6108±1.3724 TA, SOL, MG, RF, VM, BF 0.9071 2.9296±0.9954

TA, SOL, MG, RF, BF, GM 0.9015 2.6062±1.3843 TA, SOL, PL, RF, VM, BF 0.9065 2.9543±1.0907

TA, SOL, PL, GM 0.9014 2.6578±1.3573 TA, PL, RF 0.9059 2.9924±1.0858

TA, SOL, MG, PL, VM, BF, GM 0.9012 2.6269±1.4471 TA, MG, RF 0.9057 3.0650±1.1314

TA, SOL, PL, RF, BF, GM 0.901 2.5517±1.3053 TA, MG, PL, VM 0.9055 2.9171±1.2732
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Table 3.2
The 15 best moment prediction results. Stair ascending on the left, stair descending on the right.

Stair Ascending Moment Stair Descending Moment

Muscle set ρ RMSE Muscle set ρ RMSE

SOL, MG, RF, VM, BF, GM 0.9365 0.0872±0.0533 MG, RF, BF 0.9324 0.1169±0.0701

TA, MG, PL, RF, GM 0.9348 0.0883±0.0508 TA, MG, VM 0.9296 0.1176±0.0711

TA, MG, RF, VM 0.9335 0.0876±0.0468 TA, MG, PL, RF, VM, BF 0.9289 0.1214±0.0698

TA, MG, PL, RF, VM, GM 0.9332 0.0930±0.0482 TA, SOL, MG, VM, BF 0.9263 0.1199±0.0691

TA, SOL, MG, RF 0.9326 0.0865±0.0481 MG, VM 0.9260 0.1188±0.0700

TA, SOL, VM 0.9324 0.0911±0.0499 MG, BF, GM 0.9250 0.1189±0.0692

SOL, MG, GM 0.9324 0.0922±0.0564 TA, MG 0.9239 0.1196±0.0702

SOL, MG, RF 0.9323 0.0868±0.0514 MG, BF 0.9237 0.1165±0.0698

TA, SOL, MG, PL, VM 0.9320 0.0904±0.0542 SOL, VM 0.9236 0.1202±0.0693

SOL, MG, PL, RF, VM, GM 0.9316 0.0860±0.0511 TA, MG, RF 0.9235 0.1173±0.0661

MG, PL, VM 0.9314 0.0911±0.0526 TA, SOL, MG, RF 0.9235 0.1170±0.0720

SOL, MG, VM 0.9312 0.0895±0.0547 TA, MG, PL, RF 0.9232 0.1165±0.0655

SOL, MG, PL, VM, GM 0.9308 0.0872±0.0522 SOL, MG, PL, RF, BF 0.9232 0.1232±0.0755

MG, PL, RF, VM 0.9303 0.0894±0.0508 TA, SOL, MG 0.9228 0.1184±0.0708

TA, MG, VM, BF, GM 0.9301 0.0888±0.0503 SOL, MG, RF, VM, BF 0.9228 0.1204±0.0740

The results for moment estimation with the greatest accuracy is shown in Table

3.2. Moment estimation accuracy around 93% is reached with various muscle sets for

both focused movement tasks. There is not any muscle combinations without either

SOL or MG in Table 3.2. There are more combinations including less muscles for the

moment estimation of stair descent compared to stair ascent.

In Figure 3.7 and 3.8, the comparison of the predictions of the models and the

actual values is shown. Lines represent mean values and the shaded areas show mean

values ±1 standard deviation. Although the mean values are close, the variations of

the actual values can be observed.
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Figure 3.7 Stair ascending predictions vs actual values of the best-performing muscle combination.

Figure 3.8 Stair descending predictions vs actual values of the best-performing muscle combination.
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4. DISCUSSION AND CONCLUSION

Estimation of ankle position and moment for stair ascending and descending

tasks makes four different objectives in this study. Despite the fact that all are a part

of stair ambulation, the differences in ascending and descending reflected into results.

Moment and position estimations also differed. As a result of the study, some models

achieved successful accuracy.

Feature selection for myoelectric signals is an interest of research. Despite being

similar in terms of the nature of muscles, the ideal feature sets representing myoelectric

signals vary in the literature. Therefore, an initial study to obtain an optimal set of

features was performed and it verified the statement mentioned in the last sentence.

Besides the selected features, the performances of other feature combinations are given

in the Appendix. Hopefully, it would be beneficial for the upcoming researches on

similar topics.

Even if there is not a gold standard for such human joint predictor design for

smart prostheses, a correlation coefficient (ρ) between the predicted and the actual

values of 0.9 and mean relative error (MRE) of 0.15 can be set as an acceptance limit

for human joint behavior predictors of smart prostheses which is considered reliable

and valid [21, 53, 103, 19]. Therefore, correlation coefficient of 0.9 was set as the

performance threshold for this study. Although there are studies that show results

lower than these limits yet experimented with sufficient performances [27, 104]. It is

still a convenient way to set performance limits in engineering studies to enhance the

work by doing it in a more challenging and less risky way. Consequently, correlation

coefficient of 0.90 between the predicted and the actual output values, instead of the

one used as 0.95 in Keles and Yucesoy [63].

At first, two neural network architectures were compared. TDNN was used in

Keles and Yucesoy. However, TDNN performance was not satisfactory for the data and
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tasks focused in this study. Considering computational time and efficiency, only 2-,3-

and 4-muscle combinations for stair ascending were examined for the comparison of the

two architectures. According to the results of Keles and Yucesoy, TDNN were more

successful with the input variations of more muscles. Since more muscles would mean

less difference, the input sets with less muscles were more essential in this selection [63].

Consequently, LSTM architecture resulted in greater overall accuracy than TDNN.

Although some input combinations for TDNN crossed the 0.90 correlation threshold

which was defined for this study, the performance distribution characteristics were

significantly below LSTM. The main reason for the lower performance of TDNN is

window length and time-delay restrictions. Also, the interpolated number of data

points affected. It could achieve higher accuracy results with increased number of

data points which may compete with LSTM performance for the specified problem

statement of this thesis study. The main behaviour in the lower performance of TDNN

was overfitting to training data sets. Prasertsakul et al. faced the overfitting problem

in a nonlinear autoregressive exogenous model (NARX) which is similar to TDNN

with a feedback loop that enables the use of the information from the past values of

the output [105]. The results show that more sensory information does not always

mean more accuracy as expected in the Methods section. The reason for this can also

be overfitting and multicollinearity problems. Additionally, TDNN required analysis

window length of at least 175 ms to produce some above-threshold results while LSTM

models were trained with 125 ms windows and even 75 ms window length gave successful

results which was not selected not to decrease overall accuracy.

Another difference of this study from Keles and Yucesoy is the number of muscles

which the data set includes. SOL, PL and VM are the additional muscles of the data

set used in this study [63]. EMG input set requirements for the best results differed for

each objective. It means the relationships between the muscle activations and ankle

kinetics and kinematics differs. Therefore, output-specific solutions should be applied

for the optimal results for each one. This means the target with the requirement of

the highest number of sEMG sensors would determine the mechanical and electronic

system design requirements.
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There are 239, 190, 16 and 27 above-threshold muscle sets for respectively stair

ascending moment, stair descending moment, stair ascending position and stair de-

scending position outputs. It is obvious that position prediction is harder that moment

prediction for the proposed networks.

For the use of minimum number of sensors aim which makes the prosthesis more

economic, TA and MG could be satisfactory for the all targets except position esti-

mation during stair ascending. For position of stair ascending, TA+MG combination

resulted with an accuracy of 0.8948 which is near to the threshold. According to the

results, the addition of PL and BF makes the combination sufficient for all tasks.

Lower leg muscles are the most frequently seen input components of the above-

threshold combinations. The differences in the nature of transtibial amputations can

affect the sufficiency of the EMG signal to be collected from the residual muscles.

Due to this variability, the use of upper leg muscles′ EMG signals could be more

preferred. On the other hand, the use of only lower leg muscles can be advantageous

for a prosthetic device that is worn only to the residual tissue of the body. It would

prevent the additional sensors on the sound parts of the user′s body. The study of

Au et al., 2008 shows that it is possible to use only lower leg muscles in ankle-foot

prosthesis [36].

Minimizing the use of the combinations lower leg muscles is an objective to

avoid signal collection from residual muscles. It can make the prosthesis more flexible

to the variations in the condition of the amputation. SOL or MG with the addition

of 1-2 upper limb muscles can form satisfactory combinations for moment estimations.

However, position estimations require at least 2 lower limb muscles. The ranking of

the performances can change with the initial weights of model training or due to the

variances in training/test data set distribution. Therefore, a single muscle combina-

tion is not put forward. Instead, there are various combinations with above-threshold

accuracy which can be considered further.
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Although the aforementioned muscles′ EMG signals are more effective overall,

the contributions of each muscle are more evenly distributed in moment prediction.

However, some muscles take a step forward overshadowing others in ankle position

prediction. TA plays a key role in the prediction of position values.

Although there are several input combinations that consist of only upper leg

muscles for moment estimation, position estimation results do not promise a successful

choice. From the observations for the data set used, it can be said that sensory input

from the lower leg is necessary for higher accuracy for ankle joint behavior estimation

during stair climbing.

It should be noted that the data set used in this study consists of single subjects′

gait measurements. Most of the available data presents between-subject average pro-

files including the data set of Keles and Yucesoy [106, 107]. There are few databases

providing single subject data, but they do not include EMG measurements [2, 108].

4.1 Future Works

The data of Lencioni et al. was collected from able-bodied subjects. However,

the controller is aimed to be designed for amputee people. According to the literature,

there are significant differences between the biomechanics of the lower extremities of

healthy and amputee people [12, 14]. On the other hand, the performance of the control

algorithm may not be strongly dependent on the amputation level on the subject, but

the user′s learning capability to control the prosthesis by practice [109]. Additionally,

available databases mostly do not provide stair climbing data [2]. An apparent comple-

mentary work to this study is the validation of the models with the gait data collected

from the people with transtibial amputation. If required, the models can be trained

with this data or improved by other methodologies. After that, other locomotion tasks

can be focused to widen the scope of study.
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This study uses and presents a systematic and generalized to some extent

methodology for development of artificial neural network models for the prediction

of human joint behaviour. Although model performances were optimized using several

techniques, further optimization can be performed, e.g. hyperparameter optimization.

Even if the main goal is to use only sEMG sensors, other sensor types can be introduced

to the system. The amount of input-output relations may vary by using different data

sets of other subjects or locomotion tasks. Therefore, the ideal model parameters and

input sets may change. Trials with other data sets would be beneficial for validation

of the proposed models.

The results show that it is possible to develop a controller for a powered an-

kle prosthesis being used in stair ambulation which is not a general scope of research.

Furthermore, the use of only sEMG sensors provides satisfactory results as a prelimi-

nary study. A high-level control structure consisting of low-level control algorithms for

various locomotion tasks and different outputs can be developed as a complementary

work. Although the main purpose is to develop control algorithms for a powered ankle

prosthesis, the studies on other assistive devices such as robotic lower limb exoskele-

tons can also benefit from this study. Further studies combining the controller with

a commercially available powered ankle prosthesis can demonstrate the performance

of the controller in real world applications. Moreover, possible challenges regarding

the real world environment can be assessed. With the advancements of the stepwise

work plan, design, development and manufacturing of a powered ankle prosthesis can

be aimed as an ultimate purpose.
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APPENDIX A. FEATURE EXTRACTION

A.1 Feature Definitions

Table A.1
The equations for some common time-domain features investigated in this study.

Feature Definition

Integrated EMG IEMG =
∑N

n=1 xn

Mean Absolute Value MAV = 1
N

∑N
n=1 xn

Modified Mean Absolute Value MMAV 1 = 1
N

∑N
n=1wnxn

Waveform Length WL =
∑N−1

n=1 xn+1 − xn

Willison’s Amplitude WAMP =
∑N−1

n=1 f(| xn − xn+1 |)

Mean Absolute Value Slope MAV Si =MAVi+1 −MAVi ; i = 1, 2, ...I − 1

Root Mean Square RMS =
√

1
N

∑N
n=1 x

2
n

Variance V AR = 1
N−1

∑N
n=1 x

2
n

Zero Crossing ZC =
∑N−1

n=1 [f(xn × xn+1) ∩ xn − xn+1) ≥ threshold]

Slope Sign Change SSC =
∑N−1

n=2 [f [(xn − xn−1)× (xn − xn+1)]]

f(x) =

1 x ≥ threshold

0 otherwise
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A.2 Feature Performances

Table A.2: The results of feature selection study.

Feature Set ρ RMSE

MAV, WAMP, RMS 0.9477 0.0786

WL, IEMG, RMS 0.9471 0.0788

WL, IEMG, RMS, VAR 0.9458 0.0818

WL, MMAV1, RMS, VAR 0.9446 0.0810

WL, MMAV1, IEMG, RMS, VAR 0.9446 0.0804

IEMG, RMS, VAR 0.9444 0.0822

MAV, WL, MMAV1, IEMG, RMS 0.9439 0.0802

WL, MMAV1, IEMG, RMS 0.9427 0.0767

MAV, MMAV1, IEMG, RMS 0.9426 0.0816

WL, IEMG, VAR 0.9421 0.0801

MAV, WL, MMAV1, RMS, VAR 0.9411 0.0812

MAV, RMS, VAR 0.9409 0.0889

MAV, WL, IEMG, RMS, VAR 0.9408 0.0796

MAV, WL, IEMG, RMS 0.9394 0.0828

MAV, WL, MMAV1, RMS 0.9391 0.0867

MAV, MMAV1, IEMG 0.9385 0.0832

WL, RMS, VAR 0.9383 0.0820

MAV, SSC, WL, WAMP, MMAV1, VAR 0.9379 0.0942

MAV, WL, IEMG, VAR 0.9379 0.0882

MMAV1, IEMG, RMS 0.9378 0.0855

MAV, WL, MMAV1 0.9375 0.0838

MAV, IEMG, VAR 0.9375 0.0840

MAV, RMS 0.9373 0.0856

WL, MMAV1, RMS 0.9372 0.0812

MAV, WL 0.9371 0.0826

WL, MMAV1, IEMG, VAR 0.9370 0.0829

MAV, IEMG, RMS, VAR 0.9367 0.0848

MMAV1, IEMG, RMS, VAR 0.9364 0.0903

WL, IEMG 0.9363 0.0821

MAV, WL, WAMP, RMS 0.9361 0.0867

MAV, SSC, WL, WAMP, IEMG, VAR 0.9359 0.0927

MAV, WL, MMAV1, IEMG, VAR 0.9358 0.0830

MAV, WL, RMS, VAR 0.9356 0.0816
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Table A.2 continued from previous page

Feature set ρ RMSE (mean)

MAV, WL, VAR 0.9353 0.0800

MAV, WL, IEMG 0.9353 0.0824

MAV, SSC, WAMP, MMAV1, VAR 0.9352 0.1000

WAMP, MMAV1, RMS, VAR 0.9349 0.0941

MMAV1, RMS 0.9348 0.0827

MAV, IEMG, RMS 0.9346 0.0812

SSC, WL, WAMP, MMAV1, IEMG, VAR 0.9343 0.1024

MAV, MMAV1, IEMG, VAR 0.9342 0.0843

MAV, SSC, WL, WAMP, MMAV1, IEMG, VAR 0.9337 0.1043

IEMG, RMS 0.9333 0.0862

MAV, WL, RMS 0.9332 0.0984

MAV, IEMG 0.9332 0.0816

WL, MMAV1, IEMG 0.9328 0.0812

MAV, SSC, RMS 0.9327 0.0976

RMS 0.9316 0.1031

IEMG, VAR 0.9315 0.0863

WAMP, RMS, VAR 0.9313 0.0958

MAV, MMAV1, VAR 0.9312 0.0850

WAMP, IEMG, RMS 0.9308 0.0921

MAV, SSC, WL, MMAV1, IEMG, RMS 0.9306 0.0942

MAV, SSC, WL, WAMP, MMAV1, IEMG, RMS, VAR 0.9305 0.0983

MAV, SSC, WL, WAMP, IEMG, RMS, VAR 0.9305 0.1024

SSC, WAMP, IEMG 0.9305 0.1052

WAMP, MMAV1, RMS 0.9303 0.0989
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APPENDIX B. DETAILED TEST RESULTS FOR EACH

OUTPUT

B.1 Stair Ascending Position

Table B.1: Stair ascending position estimation results with accu-

racy greater than 0.89.

Muscle set ρ RMSE

TA, SOL, MG, PL, BF, GM 0.9114 2.6080 ± 1.3211

TA, SOL, MG, PL, RF, BF, GM 0.9101 2.6180 ± 1.2905

TA, SOL, PL, BF 0.9078 2.5956 ± 1.3406

TA, PL, RF, BF, GM 0.9068 2.5522 ± 1.2182

TA, SOL, PL, RF, BF 0.9051 2.7053 ± 1.3573

TA, SOL, MG, GM 0.9050 2.5892 ± 1.3873

TA, MG, PL, BF 0.9049 2.5763 ± 1.3507

TA, SOL, MG, PL, RF, GM 0.9038 2.5756 ± 1.3079

TA, MG, BF, GM 0.9037 2.6553 ± 1.4698

TA, SOL, MG, PL, RF 0.9028 2.5771 ± 1.3475

TA, SOL, MG 0.9027 2.6108 ± 1.3724

TA, SOL, MG, RF, BF, GM 0.9015 2.6062 ± 1.3843

TA, SOL, PL, GM 0.9014 2.6578 ± 1.3573

TA, SOL, MG, PL, VM, BF, GM 0.9012 2.6269 ± 1.4471

TA, SOL, PL, RF, BF, GM 0.9010 2.5517 ± 1.3053

TA, SOL, PL, RF 0.9002 2.5878 ± 1.3170

TA, MG, RF, BF 0.8992 2.6646 ± 1.3586

SOL, MG, PL, RF, BF 0.8992 2.6766 ± 1.3473

TA, SOL, MG, RF, VM 0.8992 2.6041 ± 1.3989

TA, MG, RF, VM, BF, GM 0.8990 2.6536 ± 1.4090

TA, SOL, PL, RF, VM, BF 0.8986 2.6615 ± 1.3399

SOL, MG, BF, GM 0.8982 2.6537 ± 1.3997

TA, SOL, MG, RF, VM, GM 0.8982 2.6793 ± 1.4105

SOL, MG, PL, RF, BF, GM 0.8982 2.6655 ± 1.2927

TA, SOL, MG, VM, GM 0.8980 2.5821 ± 1.3635

SOL, VM, BF, GM 0.8975 2.6438 ± 1.3546
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Table B.1 continued from previous page

Muscle set ρ RMSE

TA, SOL, MG, VM 0.8974 2.6218 ± 1.3384

TA, SOL, MG, BF 0.8963 2.6550 ± 1.4300

TA, SOL, MG, PL, VM, BF 0.8960 2.6763 ± 1.4538

TA, SOL, MG, PL, RF, VM, BF, GM 0.8956 2.6735 ± 1.4020

SOL, PL, RF, BF, GM 0.8955 2.6180 ± 1.3377

SOL, PL, GM 0.8954 2.6239 ± 1.3282

MG, BF, GM 0.8954 2.5983 ± 1.3459

SOL, MG, RF, GM 0.8954 2.6940 ± 1.3496

TA, SOL, BF 0.8953 2.5662 ± 1.3131

TA, MG, PL, RF, BF, GM 0.8953 2.6763 ± 1.3041

TA, PL, RF, BF 0.8950 2.6055 ± 1.3720

TA, MG 0.8948 2.6068 ± 1.3575

SOL, MG, PL, VM, BF 0.8947 2.6207 ± 1.3580

TA, PL, BF, GM 0.8945 2.5807 ± 1.3251

SOL, PL, VM, BF, GM 0.8945 2.5636 ± 1.3187

TA, MG, RF 0.8943 2.5474 ± 1.2866

TA, MG, RF, GM 0.8943 2.5987 ± 1.3130

TA, SOL, MG, VM, BF 0.8943 2.6308 ± 1.3676

TA, SOL, PL 0.8942 2.6823 ± 1.3695

TA, MG, PL 0.8941 2.5442 ± 1.3056

MG, PL, RF, VM, BF, GM 0.8941 2.6391 ± 1.2631

TA, SOL, MG, PL, VM 0.8936 2.6394 ± 1.2528

TA, MG, PL, VM, GM 0.8934 2.6350 ± 1.2841

TA, SOL, PL, BF, GM 0.8931 2.6682 ± 1.3335

TA, SOL, BF, GM 0.8929 2.5772 ± 1.3717

TA, SOL, RF, BF 0.8927 2.7250 ± 1.3796

SOL, PL, RF, GM 0.8927 2.6341 ± 1.3338

SOL, PL, BF 0.8923 2.6607 ± 1.3287

MG, PL, RF, BF 0.8923 2.6459 ± 1.2999

SOL, PL, VM, BF 0.8922 2.5581 ± 1.3019

SOL, MG, RF, BF, GM 0.8922 2.6923 ± 1.3636

TA, SOL, MG, PL 0.8921 2.6980 ± 1.4394

TA, SOL, PL, VM, BF 0.8921 2.6792 ± 1.4103

TA, MG, BF 0.8920 2.5838 ± 1.3875

TA, SOL, MG, PL, GM 0.8916 2.6846 ± 1.4463
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Muscle set ρ RMSE

SOL, MG, RF, VM, BF, GM 0.8916 2.6129 ± 1.2958

TA, SOL, PL, RF, VM, BF, GM 0.8915 2.5916 ± 1.2670

TA, SOL 0.8914 2.6266 ± 1.3645

TA, MG, PL, RF, GM 0.8914 2.6457 ± 1.3517

TA, MG, VM, BF, GM 0.8913 2.5800 ± 1.2825

TA, MG, RF, BF, GM 0.8913 2.6454 ± 1.3806

TA, PL, GM 0.8911 2.5836 ± 1.2377

MG, PL, GM 0.8910 2.6908 ± 1.2510

TA, SOL, MG, PL, RF, VM, GM 0.8910 2.5946 ± 1.3552

TA, SOL, PL, VM, GM 0.8909 2.7514 ± 1.3492

TA, MG, PL, VM, BF, GM 0.8907 2.6303 ± 1.3064

TA, SOL, RF, VM, BF 0.8904 2.6003 ± 1.3369

TA, SOL, MG, PL, RF, VM, BF 0.8904 2.5647 ± 1.2747

B.2 Stair Ascending Moment

Table B.2: Stair ascending moment estimation results, the 100

best-performing input set.

Muscle set ρ RMSE

SOL, MG, RF, VM, BF, GM 0.9365 0.0872 ± 0.0533

TA, MG, PL, RF, GM 0.9348 0.0883 ± 0.0508

TA, MG, RF, VM 0.9335 0.0876 ± 0.0468

TA, MG, PL, RF, VM, GM 0.9332 0.0930 ± 0.0482

TA, SOL, MG, RF 0.9326 0.0865 ± 0.0481

TA, SOL, VM 0.9324 0.0911 ± 0.0499

SOL, MG, GM 0.9324 0.0922 ± 0.0564

SOL, MG, RF 0.9323 0.0868 ± 0.0514

TA, SOL, MG, PL, VM 0.9320 0.0904 ± 0.0542

SOL, MG, PL, RF, VM, GM 0.9316 0.0860 ± 0.0511

MG, PL, VM 0.9314 0.0911 ± 0.0526

SOL, MG, VM 0.9312 0.0895 ± 0.0547

SOL, MG, PL, VM, GM 0.9308 0.0872 ± 0.0522

MG, PL, RF, VM 0.9303 0.0894 ± 0.0508



50
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Muscle set ρ RMSE

TA, MG, VM, BF, GM 0.9301 0.0888 ± 0.0503

TA, SOL, MG, RF, VM 0.9301 0.0885 ± 0.0529

SOL, MG, PL, RF 0.9300 0.0867 ± 0.0510

TA, MG, VM, GM 0.9298 0.0933 ± 0.0557

MG, RF, VM 0.9296 0.0877 ± 0.0514

SOL, RF 0.9292 0.0912 ± 0.0507

TA, SOL, PL, RF, VM, BF 0.9289 0.0870 ± 0.0471

TA, SOL, MG, RF, VM, BF, GM 0.9288 0.0864 ± 0.0482

SOL, MG, PL, RF, VM 0.9286 0.0894 ± 0.0533

MG, RF, BF 0.9285 0.0908 ± 0.0534

TA, SOL, VM, GM 0.9283 0.0921 ± 0.0508

SOL, MG, RF, VM, GM 0.9281 0.0927 ± 0.0542

TA, SOL, MG, RF, VM, GM 0.9281 0.0913 ± 0.0498

TA, MG, PL, VM, BF 0.9280 0.0916 ± 0.0553

MG, PL, VM, BF 0.9278 0.0921 ± 0.0559

SOL, VM, GM 0.9278 0.0907 ± 0.0546

MG, PL, RF 0.9276 0.0933 ± 0.0535

SOL, MG, PL, VM, BF 0.9275 0.0909 ± 0.0546

TA, MG, VM 0.9274 0.0905 ± 0.0522

SOL, RF, VM 0.9274 0.0886 ± 0.0535

MG, RF 0.9273 0.0881 ± 0.0523

TA, SOL, PL 0.9272 0.0876 ± 0.0483

SOL, PL, VM, GM 0.9271 0.0941 ± 0.0562

MG, RF, GM 0.9270 0.0904 ± 0.0529

SOL, PL, RF, GM 0.9268 0.0900 ± 0.0510

TA, MG, PL, VM, BF, GM 0.9267 0.0909 ± 0.0516

MG, PL, RF, GM 0.9266 0.0925 ± 0.0514

SOL, MG, PL, BF 0.9264 0.0934 ± 0.0562

SOL, MG, VM, BF 0.9263 0.0919 ± 0.0564

SOL, PL, GM 0.9263 0.0895 ± 0.0515

TA, MG, RF, VM, BF, GM 0.9261 0.0870 ± 0.0492

TA, SOL, MG, PL, RF 0.9261 0.0906 ± 0.0526

SOL, PL, VM, BF, GM 0.9260 0.0908 ± 0.0535

SOL, RF, BF 0.9260 0.0898 ± 0.0506

TA, MG, PL, VM 0.9257 0.0896 ± 0.0494
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Muscle set ρ RMSE

TA, SOL, PL, VM, GM 0.9257 0.0904 ± 0.0480

SOL, MG, PL, RF, GM 0.9257 0.0870 ± 0.0483

MG, PL, RF, BF, GM 0.9255 0.0921 ± 0.0531

TA, SOL, PL, BF 0.9252 0.0941 ± 0.0541

SOL, RF, BF, GM 0.9251 0.0894 ± 0.0524

TA, SOL, MG, GM 0.9249 0.0916 ± 0.0470

TA, MG, PL, RF 0.9249 0.0878 ± 0.0472

TA, SOL, MG 0.9248 0.0912 ± 0.0498

TA, MG, PL, RF, BF, GM 0.9247 0.0862 ± 0.0481

MG, PL, VM, BF, GM 0.9247 0.0926 ± 0.0552

SOL, MG 0.9247 0.0909 ± 0.0540

SOL, RF, VM, GM 0.9247 0.0885 ± 0.0528

SOL, MG, RF, VM 0.9247 0.0896 ± 0.0497

TA, RF, VM, GM 0.9246 0.0975 ± 0.0547

MG, RF, VM, BF 0.9246 0.0914 ± 0.0539

TA, SOL, MG, PL, BF 0.9245 0.0883 ± 0.0502

MG, PL, RF, VM, BF, GM 0.9244 0.0905 ± 0.0553

MG, RF, BF, GM 0.9242 0.0887 ± 0.0546

MG, VM, BF, GM 0.9240 0.0918 ± 0.0569

TA, SOL, MG, VM, BF, GM 0.9239 0.0922 ± 0.0507

SOL, MG, PL, RF, BF, GM 0.9239 0.0898 ± 0.0472

SOL, PL, RF, VM, BF 0.9238 0.0905 ± 0.0539

TA, SOL, MG, PL, RF, VM, GM 0.9237 0.0896 ± 0.0522

TA, SOL, RF, BF 0.9235 0.0917 ± 0.0524

SOL, RF, VM, BF, GM 0.9233 0.0921 ± 0.0565

MG, PL, RF, VM, BF 0.9232 0.0898 ± 0.0493

TA, SOL, MG, PL 0.9231 0.0900 ± 0.0465

SOL, MG, PL 0.9231 0.0945 ± 0.0575

TA, MG, RF, GM 0.9229 0.0884 ± 0.0502

TA, SOL, PL, RF, VM 0.9229 0.0893 ± 0.0484

TA, MG, VM, BF 0.9229 0.0943 ± 0.0526

TA, SOL, RF, GM 0.9228 0.0882 ± 0.0464

TA, PL, VM 0.9227 0.0934 ± 0.0509

SOL, MG, PL, BF, GM 0.9226 0.0902 ± 0.0525

TA, SOL, MG, PL, VM, GM 0.9226 0.0893 ± 0.0511
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Muscle set ρ RMSE

TA, MG, RF, VM, GM 0.9226 0.0906 ± 0.0509

SOL, RF, VM, BF 0.9225 0.0903 ± 0.0598

TA, MG, RF, BF 0.9225 0.0924 ± 0.0507

SOL, MG, RF, BF 0.9223 0.0873 ± 0.0520

MG, VM 0.9223 0.0907 ± 0.0515

SOL, PL, RF, VM, GM 0.9223 0.0963 ± 0.0569

SOL, PL, RF, VM 0.9220 0.0910 ± 0.0567

SOL, PL, BF, GM 0.9217 0.0969 ± 0.0553

TA, SOL, PL, RF, VM, GM 0.9217 0.0922 ± 0.0527

TA, SOL, MG, PL, RF, VM, BF, GM 0.9217 0.0901 ± 0.0527

TA, SOL, MG, PL, RF, BF 0.9216 0.0894 ± 0.0499

SOL, MG, PL, VM 0.9215 0.0927 ± 0.0547

SOL, MG, VM, GM 0.9215 0.0946 ± 0.0586

SOL, GM 0.9215 0.0910 ± 0.0519

TA, SOL, MG, PL, VM, BF 0.9215 0.0895 ± 0.0484

TA, MG, PL, RF, VM 0.9214 0.0920 ± 0.0518

PL, GM 0.9214 0.0948 ± 0.0538

B.3 Stair Descending Position

Table B.3: Stair descending position estimation results with accu-

racy greater than 0.89.

Muscle set ρ RMSE

TA, SOL, MG, RF, VM 0.9126 2.6953 ± 1.2551

TA, MG, PL, RF, BF 0.9124 2.4872 ± 1.2276

TA, MG, RF, VM, BF 0.9117 2.8456 ± 1.1641

TA, MG, PL, RF 0.9103 2.8267 ± 1.2728

TA, MG, BF 0.9102 3.0119 ± 1.1593

TA, SOL, PL, RF, VM, GM 0.9098 2.9346 ± 1.1984

TA, MG, VM, BF, GM 0.9091 2.9440 ± 1.2013

TA, MG, VM 0.9083 3.0205 ± 1.2073

TA, SOL, PL 0.9075 3.0600 ± 1.3524

TA, SOL, MG, VM, GM 0.9075 3.0691 ± 1.1228
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Muscle set ρ RMSE

TA, SOL, MG, RF, VM, BF 0.9071 2.9296 ± 0.9954

TA, SOL, PL, RF, VM, BF 0.9065 2.9543 ± 1.0907

TA, PL, RF 0.9059 2.9924 ± 1.0858

TA, MG, RF 0.9057 3.0650 ± 1.1314

TA, MG, PL, VM 0.9055 2.9171 ± 1.2732

TA, MG, PL, BF, GM 0.9042 2.8126 ± 1.0478

TA, RF, VM, BF, GM 0.9036 2.9499 ± 0.9191

TA, MG, PL, VM, BF 0.9036 2.8373 ± 1.1226

TA, PL 0.9035 2.9562 ± 1.2874

TA, MG, RF, GM 0.9029 2.9579 ± 1.0320

TA, MG 0.9027 3.3542 ± 1.0458

TA, SOL, PL, VM 0.9023 3.0094 ± 1.2909

TA, SOL, MG, PL, RF, BF 0.9019 2.7601 ± 1.3837

TA, MG, RF, VM, BF, GM 0.9012 2.6184 ± 1.0612

TA, SOL, RF, BF, GM 0.9012 3.0295 ± 1.0974

TA, MG, PL 0.9011 3.0324 ± 1.3726

TA, SOL, PL, RF, BF 0.9003 2.6960 ± 1.4263

TA, RF, VM, BF 0.8998 2.8569 ± 1.0511

TA, SOL, RF, VM, BF 0.8998 2.9177 ± 1.2298

MG, VM, BF 0.8996 2.6231 ± 1.3871

TA, BF, GM 0.8985 3.1244 ± 1.1070

TA, PL, RF, BF, GM 0.8983 2.7249 ± 1.3455

MG, RF, VM, BF 0.8979 2.9925 ± 1.1047

TA, MG, VM, GM 0.8979 2.9859 ± 0.8162

TA, SOL, VM, BF 0.8977 3.0897 ± 1.1286

TA, MG, RF, BF 0.8976 3.2549 ± 1.0948

TA, MG, RF, VM 0.8973 2.7091 ± 1.2338

TA, MG, BF, GM 0.8971 2.8838 ± 1.1863

TA, PL, RF, VM, BF, GM 0.8971 3.1089 ± 1.0693

TA, MG, VM, BF 0.8970 2.7889 ± 1.3570

TA, VM, BF 0.8970 2.8624 ± 1.1875

MG, BF 0.8969 2.9639 ± 1.2641

MG, PL, VM, BF 0.8969 2.6761 ± 1.2628

TA, PL, RF, VM, GM 0.8963 2.9123 ± 1.0934

BF, GM 0.8963 3.0700 ± 1.1269
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Muscle set ρ RMSE

TA, RF 0.8961 3.2128 ± 1.2328

TA, RF, BF 0.8959 3.0444 ± 1.1740

TA, SOL, MG, PL, VM 0.8958 3.0465 ± 1.1189

TA, PL, GM 0.8955 3.2706 ± 1.0368

TA, SOL, MG, PL, BF, GM 0.8953 2.7451 ± 1.2572

TA, RF, VM, GM 0.8952 2.8639 ± 1.3405

PL, VM, BF 0.8951 2.8822 ± 1.3001

TA, MG, PL, RF, VM, BF 0.8948 2.7071 ± 1.4021

TA, PL, RF, VM, BF 0.8944 2.7171 ± 1.1923

TA, PL, VM, GM 0.8944 3.1350 ± 1.0623

TA, SOL, VM, GM 0.8943 2.9415 ± 1.3257

TA, MG, PL, GM 0.8937 3.1676 ± 1.1457

TA, RF, VM 0.8935 3.2011 ± 0.9741

MG, PL, GM 0.8935 3.1062 ± 1.1827

TA, PL, VM, BF, GM 0.8935 2.9731 ± 1.4603

TA, SOL, PL, BF 0.8933 3.1518 ± 1.2523

TA, SOL, RF 0.8931 3.3521 ± 1.1247

TA, MG, RF, BF, GM 0.8930 2.7179 ± 1.0718

TA, SOL 0.8924 3.3331 ± 1.3718

MG, GM 0.8922 3.1574 ± 1.1553

TA, SOL, PL, RF, GM 0.8920 3.1655 ± 1.1350

TA, RF, BF, GM 0.8916 2.7946 ± 1.1151

TA, MG, PL, RF, VM 0.8915 2.9670 ± 1.3066

TA, SOL, GM 0.8913 3.4376 ± 1.1013

TA, SOL, MG, RF, GM 0.8913 3.0813 ± 1.1126

TA, SOL, BF 0.8913 3.2689 ± 1.1939

PL, BF, GM 0.8909 3.0592 ± 1.0762

TA, SOL, PL, BF, GM 0.8909 3.1176 ± 1.0523

TA, SOL, MG 0.8909 3.2178 ± 1.2631

TA, SOL, PL, VM, BF 0.8907 2.9390 ± 1.2770

TA, SOL, MG, VM 0.8905 2.8886 ± 1.2785

MG, PL, BF 0.8900 3.1762 ± 1.2239
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B.4 Stair Descending Moment

Table B.4: Stair descending moment estimation results, the 100

best-performing input set.

Muscle set ρ RMSE

MG, RF, BF 0.9324 0.1169 ± 0.0701

TA, MG, VM 0.9296 0.1176 ± 0.0711

TA, MG, PL, RF, VM, BF 0.9289 0.1214 ± 0.0698

TA, SOL, MG, VM, BF 0.9263 0.1199 ± 0.0691

MG, VM 0.9260 0.1188 ± 0.0700

MG, BF, GM 0.9250 0.1189 ± 0.0692

TA, MG 0.9239 0.1196 ± 0.0702

MG, BF 0.9237 0.1165 ± 0.0698

SOL, VM 0.9236 0.1202 ± 0.0693

TA, MG, RF 0.9235 0.1173 ± 0.0661

TA, SOL, MG, RF 0.9235 0.1170 ± 0.0720

TA, MG, PL, RF 0.9232 0.1165 ± 0.0655

SOL, MG, PL, RF, BF 0.9232 0.1232 ± 0.0755

TA, SOL, MG 0.9228 0.1184 ± 0.0708

SOL, MG, RF, VM, BF 0.9228 0.1204 ± 0.0740

MG, RF 0.9225 0.1200 ± 0.0713

TA, SOL, RF 0.9224 0.1174 ± 0.0690

TA, MG, RF, BF 0.9221 0.1172 ± 0.0679

MG, PL, BF, GM 0.9221 0.1198 ± 0.0719

TA, SOL, MG, PL, VM 0.9220 0.1205 ± 0.0721

MG, RF, BF, GM 0.9219 0.1162 ± 0.0699

TA, SOL, MG, RF, VM, GM 0.9213 0.1186 ± 0.0668

MG 0.9209 0.1200 ± 0.0732

MG, GM 0.9208 0.1153 ± 0.0716

MG, PL, BF 0.9206 0.1189 ± 0.0710

MG, PL, RF, GM 0.9201 0.1207 ± 0.0712

MG, PL, GM 0.9198 0.1184 ± 0.0723

TA, MG, PL 0.9194 0.1146 ± 0.0662

TA, SOL, MG, PL, BF 0.9193 0.1202 ± 0.0691

MG, PL, RF, VM, BF 0.9193 0.1233 ± 0.0741

TA, SOL, VM, GM 0.9191 0.1221 ± 0.0712

TA, SOL, VM, BF 0.9190 0.1209 ± 0.0691
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Muscle set ρ RMSE

SOL, MG, BF, GM 0.9189 0.1183 ± 0.0753

SOL, RF, BF, GM 0.9189 0.1225 ± 0.0720

TA, MG, RF, GM 0.9189 0.1161 ± 0.0694

TA, SOL, PL, GM 0.9187 0.1229 ± 0.0713

TA, MG, VM, BF, GM 0.9187 0.1204 ± 0.0687

TA, SOL, MG, PL, RF, VM 0.9187 0.1191 ± 0.0697

SOL, VM, BF, GM 0.9187 0.1217 ± 0.0752

MG, PL, VM, BF, GM 0.9186 0.1238 ± 0.0701

TA, VM 0.9183 0.1258 ± 0.0730

TA, MG, PL, VM 0.9183 0.1250 ± 0.0691

TA, MG, RF, VM, BF 0.9182 0.1196 ± 0.0695

MG, PL, RF, BF 0.9179 0.1220 ± 0.0730

SOL, MG, VM, BF, GM 0.9177 0.1217 ± 0.0758

MG, PL, VM, GM 0.9172 0.1208 ± 0.0746

TA, MG, RF, VM, BF, GM 0.9172 0.1190 ± 0.0670

TA, SOL, MG, VM 0.9171 0.1211 ± 0.0674

TA, MG, VM, GM 0.9168 0.1246 ± 0.0665

TA, SOL, MG, VM, GM 0.9167 0.1179 ± 0.0683

TA, SOL, MG, PL, RF 0.9167 0.1205 ± 0.0640

TA, SOL, MG, PL, RF, BF 0.9166 0.1193 ± 0.0696

TA, MG, BF, GM 0.9166 0.1212 ± 0.0691

SOL, MG, VM, BF 0.9166 0.1196 ± 0.0709

TA, MG, PL, VM, BF 0.9164 0.1236 ± 0.0697

TA, SOL, VM, BF, GM 0.9163 0.1220 ± 0.0736

TA, SOL, VM 0.9161 0.1183 ± 0.0704

TA, MG, VM, BF 0.9160 0.1203 ± 0.0681

SOL, MG, RF, BF 0.9158 0.1173 ± 0.0703

TA, SOL, MG, RF, VM 0.9158 0.1207 ± 0.0648

TA, SOL, PL, RF 0.9155 0.1180 ± 0.0684

SOL, GM 0.9154 0.1188 ± 0.0715

TA, MG, PL, GM 0.9153 0.1185 ± 0.0696

SOL, BF, GM 0.9153 0.1222 ± 0.0737

PL 0.9152 0.1227 ± 0.0710

SOL, VM, GM 0.9151 0.1213 ± 0.0737

SOL, MG, BF 0.9151 0.1192 ± 0.0728
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Muscle set ρ RMSE

TA, MG, PL, RF, BF, GM 0.9150 0.1218 ± 0.0695

MG, RF, VM 0.9148 0.1243 ± 0.0717

SOL, VM, BF 0.9148 0.1218 ± 0.0720

MG, PL 0.9147 0.1213 ± 0.0690

MG, VM, BF, GM 0.9145 0.1226 ± 0.0732

BF 0.9144 0.1264 ± 0.0717

SOL, MG 0.9142 0.1217 ± 0.0726

PL, VM, BF 0.9142 0.1278 ± 0.0730

TA, SOL, MG, VM, BF, GM 0.9141 0.1157 ± 0.0678

VM, BF, GM 0.9138 0.1266 ± 0.0764

RF 0.9137 0.1233 ± 0.0740

SOL, PL, RF, BF, GM 0.9136 0.1214 ± 0.0733

TA, SOL, PL 0.9136 0.1179 ± 0.0658

TA, BF, GM 0.9135 0.1281 ± 0.0774

SOL, MG, RF, GM 0.9134 0.1156 ± 0.0713

TA, PL, RF, GM 0.9134 0.1257 ± 0.0733

MG, VM, GM 0.9133 0.1229 ± 0.0734

MG, RF, VM, BF 0.9132 0.1197 ± 0.0723

PL, GM 0.9130 0.1245 ± 0.0718

MG, PL, RF, BF, GM 0.9123 0.1231 ± 0.0733

SOL, MG, RF, VM, BF, GM 0.9123 0.1204 ± 0.0724

SOL, PL, VM, BF 0.9123 0.1265 ± 0.0741

SOL 0.9122 0.1194 ± 0.0686

TA, MG, PL, BF 0.9121 0.1178 ± 0.0670

MG, PL, VM, BF 0.9117 0.1212 ± 0.0708

SOL, MG, PL, RF, VM, BF 0.9116 0.1237 ± 0.0728

SOL, MG, VM 0.9114 0.1225 ± 0.0698

TA, SOL, RF, VM, BF 0.9113 0.1209 ± 0.0709

PL, VM, GM 0.9113 0.1268 ± 0.0731

TA, SOL, MG, PL, VM, GM 0.9111 0.1165 ± 0.0680

TA, SOL, MG, BF 0.9110 0.1202 ± 0.0705

TA, MG, PL, VM, BF, GM 0.9110 0.1224 ± 0.0675

RF, VM, BF 0.9109 0.1269 ± 0.0744
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