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Thesis Abstract
Mehmet Zeki Onal, “An Aggregated Information Technology Checklist for Operational

Risk Management”

This paper develops an aggregated information technology (1T) checklist in order
to manage the operational risksin an organization, especially those caused by the
information systems and technology infrastructure. The study addresses the issue of the
IT Governance frameworks and standards (information control models) that respond to
different level s of operational risks and need to be harmonized. The definition of risk,
operational risk, and risk management are discussed, a requirement analysis regarding
Basdl Il is conducted, a gap analysis between the information control models (ICMs) is
performed, and the aggregated I T checklist for operational risk management (ORM) is
proposed by mapping the control objectivesin ICMsto the operational risk categories
described in Basel 11 asloss event types. The validity and reliability of the study is based
on the focus group assessment of the mappings. The managerial impacts of the checklist

are discussed, considering the audit implications of the checklist.



Tez Ozeti
Mehmet Zeki Onal, “Operasyond Risk Y 6netimi icin Bitinlestirilmis Bilgi

Teknolojileri Kontrol Listesi”

Bu makale, bir organizasyonda 6zellikle bilgi sistemleri ve teknol ojileri
altyapisandan kaynaklanan operasyone riskleri yonetebilmek amaciyla biittinlestirilmis
bir bilgi teknolojileri (BT) kontrol listesi gelistirmektedir. Calisma, BT Y 6netisim
cerceves ve standartlarinin (bilgi kontrol modelleri) farkli seviyelerdeki operasyonel
risklere cevap vermeleri ve birlestirilmeleri gerekti gini sorununu vurgulamaktadir. Risk,
operasyonel risk ve risk yonetimi tanimlan tartisilmis, Basel 11 baglaminda bir
gereksinim analizi yapilms, bilgi kontrol modelleri (BKM) arasinda bir farklilik analizi
gerceklestirilmis ve Basel 11I'de zarar olay tipleri olarak agiklanan operasyonel risk
kategorilerinin BKM'’ lerdeki kontrol hedeflerine eslestirilmesi ile operasyonel risk
yonetimi (ORY) icin bitnlestirilmis BT kontrol listesi dnerilmistir. Cal ismanin
gegerliligi ve guvenilirligi, eslestirmeler Gizerinde yapilmis olan grup degerlendirmesine
dayandirilmigtir. Kontrol listesinin yonetimsel etkileri, kontrol listesinin denetime

etkileri g6z 6niinde bulundurularak tartisilmistir.
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CHAPTER ONE

INTRODUCTION

The business environment is becoming more technologically powered and complex at
each heartbeat. New risks and threats are being faced, the needs must be managed, and
new opportunities are waiting to be tapped.

Operational risk is one of the most significant risks that businesses face in
today’ s complex global economy (Samad-Khan, 2005). For most of the world’ s leading
ingtitutions it has become more than apparent that implementing an effective operational
risk management (ORM) program can help reduce losses, lower costs associated with
fixing problems and increase customer and empl oyee satisfaction, thereby improving
financial performance and enhancing shareholder value.

Thus, all these changes require and produce new regulations for framing and
controlling the environment, such as Basel 11 capital allocation framework, which
requires many actions at different levelsin an organization. Basel 11 may have forced
banks to review their approach to managing operational risk since it has been effective
from 1 January 2007 in European countries. In addition, the Banking Regulation and
Supervision Agency (BRSA) in Turkey announced in May 2005 that Basel 11 regulations
for the Turkish banking sector would be effective beginning from 1 January 2008 within
an ongoing process.

Basdl 11 defines principles and sets rules for companies. Since Basel |1 requires a
supervisory review process including the assessment of the control environment, it is

also required that supervisors should consider the quality of the bank’s management



information reporting and systems, the manner in which business risks and activities are
aggregated, and the management’ s record in responding to emerging or changing risks
(Basel Committee, 2004, p.751). In addition, Basel 11 requires that the bank should have
clear and effective policies, procedures, and information systems to monitor compliance
with ... (Basel Committee, 2004, p.496), that each supervisor will develop detailed
review procedures to ensure that banks systems and controls are adequate to serve ...
(Basel Commiittee, 2004, p.6 & p.389), and that management must also ensure, on an
ongoing basis, that the rating system is operating properly (Basel Committee, 2004,
p.439) in different sections.

However, the methodol ogies, frameworks, or standardsto be referred to as
baseline during the supervisory review process on the effectiveness of the above
mentioned systems have not been discussed in Basel |1. Basel 11 and other regulations
such as Sarbanes-Oxley, Law for Security Exchange Commission (SEC) inthe USA,
and European Directives do not prescribe actua technologies to use for compliance.
Instead, most companies adopt internal control frameworks as models of best practice
for compliance where the most common element of all regulationsis a strong set of
internal controls (Davidson, 2006).

On the other hand, the Information Technology Governance Institute (ITGI)
published a draft document entitled Information Technology (IT) Control Objectives for
Basdl Il on 9 May 2007 (2007b). ITGI (2007b) is taking the proactive step of addressing
risk in financial service organizations considering that information risk and information
technology have become decisive factors in shaping modern business, and many
financial service organizations have undergone a fundamental transformation in terms of

IT infrastructures, applications, and IT related interna controls. Since I T related



components such as applications, infrastructure elements and controls are all defined as
parts of operational risk, ITGI (2007b) maps Basel |1 principles for operational risk
against information technology risk. Therefore, ITGI (2007b) defines a set of ten
guiding principles for information risk management, where these guiding principles
correspond to the principles of ORM as set down in Basel 1.

However, ITGI (2007b) refers only to the Control Objectives for Information and
related Technology (CobiT) framework at the sub-domain level. Therefore, the aim of
this paper isto assess whether IT Governance frameworks and standards (information
control models) are appropriate at the control objective level for controlling the
operational risks, and to integrate and harmonize them in order to project an aggregated
IT checklist for ORM. In the thesis, the control objectives in information control models
(ICMs) have been evaluated and mapped to the operational risk categories in Basel |1,
rather than bridging the Basel |1 principles and CobiT principles, so that the ICMs can
be compared against the Basel 11 requi rements fulfillment.

For such an assessment, Cobi T, Information Technology Infrastructure Library
(ITIL), BS7799, 1SO27001, and Committee of Sponsoring Organizations (COSO) have
been assessed regarding the Basel |1 requirements related to ORM. In order to be able to
propose a sophisticated IT checklist, the following sections discuss the various
definitions of risk, control, operationa risk, risk management and measurement, and
ORM, in thelights of Basel 1| ORM requirements and other US and European
regulations. Then, many ICMsin the literature are listed and some proposed risk
management models referring to these ICMs are evaluated. Basel |1 operational risk

categories and control objectivesin the ICMs are mapped, and the mappings are



evaluated by afocus group. Lastly, the aggregated IT checklist for ORM is proposed,

which is abest practices approach based on Cobi T and structured on COSO.



CHAPTER TWO

BACKGROUND

Definition of Risk

Theterm risk isused universally, but different audiences often attach slightly different
meanings to it (Kloman, 1990). Although there are many variationsin how risk is
defined, the following definition succinctly captures its essence: risk is the possibility of
suffering loss (Dorofee, 1996). This definition includes two key aspects of risk: (1) some
loss must be possible and (2) there must be uncertainty associated with that |oss.

Thus, risk issubdivided into two types: speculative risks and hazard risks
(Young & Tippins, 2001). With speculative risk, you can realize a gain, improving your
current situation relative to the status quo. At the same time, you have the potentia to
experience aloss. In contrast, hazard risk only has potential losses associated with it and
provides no opportunity to improve the current situation. Thus, Young & Tippins (2001)
classify arisk as speculative or hazard based on its type, but upon the context in which it

Isviewed. Figure 1 illustrates the differences between these two categories.



Speculative Hazard
Risk Risk

Zain

Status Quo

Loss

Figure 1. Speculative and hazard risks

Shortreed, Hicks & Craig (2003) define risk as the combination of the probability of an
event and its consequences. However, Marshall (2001) associates risk with change by
defining risk as the potentia for events or ongoing trends to cause future losses of
fluctuations in future income. Thornhill (1990) defines risk as a measure of the
possibility or deviation from the expected by listing some elements. (1) Possibility of
loss or exposure to loss. (2) Probability or chance of loss. (3) Peril which may cause
loss. (4) Hazard or condition, which increases the likely frequency or severity of loss. (5)
Property or person exposed to loss. (6) Potential dollar amount of loss. (7) Variationsin
actual losses. (8) Probability that actual losses will vary from expected losses. (9)
Psychological uncertainty concerning loss.

All forms of risk comprise common elements (Alberts, 2006). Figure 2 presents
these four basic components of risk as: (1) context, (2) action, (3) conditions, and (4)
consequence. Context is the background, situation, or environment in which risk is being
viewed and defines which actions and conditions are relevant to that situation. The
action isthe act or occurrence that triggers risk. Whereas the action is the active

component of risk, conditions constitute risk’s passive element. They are defined asthe



current state or the set of circumstances that can lead to risk. Conditions, when
combined with a specific triggering action, can produce a set of consequences, or
outcomes. Conseguences, the final element of risk, are the potential results or effects of

an action in combination with a specific condition(s).

Context

. . could lead to
Action + Conditions *  Consequences

(ie., uncerainty) (i.e., gains or losses)

Figure 2: The four elements of risk

Categorization of Risk

There are various categorizations of risk, according to different point of views. Severa
risk categorizations have been discussed as follows.

Smith, Mc Keen & Staples (2001) categorize the risk concept under financial,
technology, security, information, people, business process, management, and external
risk classes. Filipovic & Rost (2006) comprise these classes into market, credit,
insurance, operational, intra-group risk classes. However, the most known risk
categorization is done by Group of Thirty (1993), referred by King (1998), Marshall
(2001), and Brag & Wedefelt (2004), and regulated by Basel Committee (2004): market,
credit, and operational risk. On the other hand, Carey & Stulz (2005) remodel this

categorization as follows: market, credit, and operational; liquidity, strategic, and



business risk; model risk and systemic risk. Baki, Ragjczy & Temesvari (2004) present a

more detailed and sophisticated risk categorization, as shown in Table 1.

Table 1: An Approach for Risk Categorization

Risk Class Risk Category Risk Type
Counterparty

Obligor

Supplier

Settlement

Interest Rate

Currency

Market Equity

Commodity

Behavioral

Hedging

Liquidity Funding

Cash Management
Reporting

Monitoring
Organizationa

Planning

Research & Development
Business Product Design

Market Dynamics
Strategic Market Structure
Business Relationships
Economic

Reputationa

People Interpersonal Relationships
Compliance Breakdown
Control Breakdown
Hardware

Software
Telecommunications
Networks
Catastrophic/Event
Client/Counterparty/V endor
External Security Breach
Supervisory

Systems

Credit

Financial

Management

Process

System

Operationa




Finally, Aktolun (2002) lists all risk types, risk categories, and risk classes, and the

relationships among them in Table 2.

Table 2: An Approach for Risk Classification

Risk Class

Risk Category

Risk Type

Strategic

Stakeholder

Sharehol der

Business Partner

Customer

Government

Supplier

Governance

Ethics

Strategic Planning

Resource Allocation

Corporate Monitoring

Reputation

Market

Competition

Market Dynamics

Country

Economic

Transaction

Operationa

Process

Support Processes

Production & Delivery

Marketing & Selling

New Product / Service Devel opment

Physical Asset

Plant, Property, etc.

Other Tangibles

People & Culture

Learning Organi zation

Human Resources

Legd

Legislative & Regulatory

Contract

Liability

Information

Systems

Hardware

Software

Networks

Information Management

Planning & Development

Operations

Organization & Monitoring

Intellectua Property

Intangible Assets

Knowledge Management

Information

Financia

Market

Commodity

Interest Rate

Foreign Exchange

Liquidity & Credit

Collectibles




Cash Management
Hedging

Funding

Tax

Reporting Accounting

Regulatory & Compliance
Equity

Debt

Capitd

Definition of Operational Risk

Managers in every organization deal with risk on many levels. Upper management
focuses on the speculative nature of risk. Management balances the risk of investing
organizational capital against the potential return on that investment and strategically
manages risk across the organization’s portfolio of activities and investments. However,
at the operational levels of an organization, staff and management focus on managing a
form of hazard risk called operational risk. As staff and management execute work
processes, operational risks begin to emerge. The deficiencies inherent in processes can
lead to inefficiencies and problems during operations, which can adversely affect the
organization’s chances for success.

Thereis no universally accepted definition of the term operational risk but there
IS some consensus among practitioners that operational risk is produced because of a
failure or breakdown in operational processes (Blacker, 1998). The first definitions were
mostly based on an exclusion principle, such as every type of non-quantifiable risk, or
all risks but market and credit risk (Miirmann & Oktem, 2002). King (2001) defines
operational risk as the risk not related to the way afirm finances its business, but rather
to the way afirm operates its business. He also offers an alternative definition:

operational risk isameasure of the link between a firm’'s business activities and the

10



variation in its business results. When the Bankers Trust began its study of operational
risksin the early nineties, their definition of operational risks was more or less
everything that is not market or credit risk (Marshall, 2001 & Hoffman, 2002). They
decided to define some risk classes as follows:

e People Risk: therisk of loss caused intentionally or unintentionally by an
employee (e.g. employee error or employee misdeed) or involving employees
such as in employment disputes.

e Relationship Risk: Non-proprietary losses of afirm generated through the
relationship or contract that a firm has with its clients, shareholders, third parties,
or regulators

e Technology and Processing Risk: Therisk of loss by failure, breakdown or other
disruption in technology and/or processing. It aso includes loss from the piracy
or theft of data or information and loss from technology that fails to meet its
intended business needs.

e Physica Risk: Therisk of loss through damage to the firm’s properties or loss of
physical property or assets for which the firm is responsible.

e Other Externa Risk: Therisk of loss caused by the actions of externa parties
such asin the perpetration of fraud, or in the case of regulators the promul gation
of change that would ater the firm’s ability to continue operating in certain

markets.

Loewenton (2003) categorizes these factors as people, systems, processes, and external

reasons as Crouhy, Galai & Mark (2000) classify them under people, process (including

11



model, transaction, and operational control), and technology risk. Saunders (2000)
advocates that the internal sources of the operational risk are employees, technology,
customer relationships and capital assets destruction, as the external sources are mainly
fraud and natura disasters. Culp (2001) notes that the operational risk examplesin the
dataentry form of the British Banker’s Association Operational Risk and Loss Database
include failed securities trades, settlement errors in funds transfers, stolen or damaged
physical assets, damages awarded in court proceedings, penalties and fines assessed by
member associations or regulators, irrecoverable or erroneous funds and asset transfers,
unbudgeted personnel costs, and negligence or fraud. These examplesinclude legal risk
but exclude reputational and strategic risk (Harris, 2002a) becausethey are so difficult to
quantify and since the focus of the Basel Committee is so much on the measurement
side.

Operational risk is defined as the risk of loss resulting from inadequate or failed
interna processes, people and systems, or from external events, in an industry study
performed by the British Bankers' Association, the International Swaps and Derivatives
Association, Risk Management Association, and PricewaterhouseCoopersin 1999
(BBA, ISDA, RMA & PwC, 1999), as affirmed in Basdl 11 (Basdl Committee, 2004) and
referred by Netter & Poulsen (2005). Beyond the rules and the modeling requirements
for measuring the regulatory capital required to cover operational risk properly, the
Basel Committee pays particular attention to the management of thisrisk by illustrating
this concern in the document entitled Sound Practices for the Management and
Supervision of Operationa Risk (Basel Committee, 2003a and Chapelle, 2005b).

In addition, BRSA (2001) describes operational risk as the risk of loss arising

from errors and omissions caused by breakdowns in the interna controls of the bank, the

12



failure of the bank management and personnel to perform in atimely manner, or

mi stakes made by the bank management, or breakdowns and failuresin the IT system,
and events such asa major earthquake, major fire or flood. As seen in the definition, the
operational risk is detailed by BRSA considering the possible effects of IT on the
business operations and the trigger effect of the operationa risk on other risks such as
business risks. BRSA (20064) lists examples such as AT& T's amain switch problem in
1998 where many credit cards were out of function for over eighteen hours, and Imar
Bank’s fraudulent double booking system in 2003, for the operational failures and frauds
based on IT. BRSA (2006b) has also published the Regulation on Information Systems
Assurance in the Banks for the assurance of the information systems. The regulation
refers (BRSA, 2006b, p.19) to the Control Objectives for Information and related
Technology (CobiT) framework while assuring the IT infrastructure of the banks, and
requires that the periodic IT audits including the IT based applications controls within
the banking business processes are performed beginning from 2007.

The definition of operational risk in Basel 11 focuses on risk stemming from the
execution of work process. However, it does not account for a second, equally important
aspect of risk that can occur during operations: the risk associated with the expected
outcome of a process, e.g. mission risk. As aresult, Alberts (2006) defines a new form
of risk called mission risk. His proposed definition for mission risk isthe possibility that
amission might not be successfully achieved. In addition, the mission of awork process
defines the context in which operational risk is viewed.

Kuritzkes (2002) suggests that operational risk is anon-financial risk that has
three sources. Thefirst isinternal risk such asrisk of rogue traders. The second is

external event risk, which is an uncontrollable external event such as aterrorist attack or

13



weather destruction. The third is business event risk, which captures many things such as
price wars or stock market downturn. Kuritzkes (2002) argues that businessrisk isthe
most important but isignored in the Basel 11 since minimum capital requirement is
calculated over credit, market and operational risk (Basel Committee, 2004).

Figure 3 illustrates how the four elements of risk are transated to operational risk
and shows the relationships between controls and triggers, vulnerabilities, and impacts
(Alberts, 2006). Thetrigger isthe act or event that, when combined with existing
vulnerabilities, leads to a range of potential losses. Vulnerabilities are flaws or
weaknesses that expose the process to those losses; impacts define the potential 1osses

resulting from arealized risk.

Mission
I____________________________________________________________I
! 1
Lo o could lead to |
i Trigger + Vulnerabilities - - * |mpact ]
i (i.e., uncertainty) (i.e. loss) !
[} J T L H
NN |
Controls Controls Controls

Figure 3: Operational risk elements and controls

Alberts (2006) factors one additional type of condition into the equation for operational
risk: controls. Controlsin this mission are the circumstances that propel a process
toward fulfilling its mission. They include the policies, procedures, practices, conditions,
and organizational structures designed to provide reasonable assurance that amission
will be achieved and that undesired events will be prevented, detected, and corrected

(ITGI, 2005). Preventive controls attempt to keep deviations from occurring in the first

14



place, detective controls attempt to detect deviations when they occur, so that necessary
actions can be taken in time, and corrective controls actually fix deviations (Panko,
2006).

Moreover, controls are divided into three types according to their scope:
company level controls, general controls, and application controls, as shown in Figure 4

(ASOSAI, 2003 & Perry, 2004).

Company-Level Controls L
Company-level contrals set Application Controls

the tone for the organization. Controls embedded in
business process

applications, designed to
achieve completeness,
accuracy, validity, and
recording assertions, are
commoanly referred

Examples include Enterprise Management
- Systems planning

- Operating style

- Enterprise policies

- Gavernance

- Collaboration ﬁ ﬁ w ﬁ E to as application controls.
- Information sharing E y E E 8y 8
- Codes of conduct w & 9 :G'E 5 E o Examples include
= 5 [ L 8 -
- Fraud prevention E (= E £ E E g - r’-‘-uthr;:rlzlatlons
" mE & W - Approvals
=
& & @ = - Tolerance Levels
- Reconcilliations
- Input edits
IT Services

05/ Data/Telecom/Continuity Metworks

General Controls
Controls embedded in shared
services from general controls.

Examples include

- Systerns maintenence

- Disaster recovery

- Physical and logical security
- Data management

- Incident response

Figure4: Control framework in an enterprise

ITGI (2004 & 2006b) adds new examples to each category: strategies and plans, policies

and procedures, risk assessment activities, training and education, quality assurance, and
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internal audit for company level controls; validity, completeness, accuracy, existence,
presentation and disclosure, and segregation of duties for application controls; and
program development, program changes, computer operations, access to programs and
datafor general controls. Controls can help reduce risk by eliminating a triggering event,
monitoring for the occurrence of atrigger and implementing contingency plans when
appropriate, reducing vulnerability, and reducing potentia impacts. ITGI (200b) aso
refersto the Public Company Accounting Oversight Board (PCAOB), describing IT
general controls as having a pervasive effect over al internal controls.

Triggers and vulnerabilities are classified as threats by Alberts (2006). A threat is
acircumstance or event that produces risk (Alberts & Dorofee, 2005), comprises a
trigger and one or more vulnerabilities, because together these elements define the
circumstances that create the potential for harm or loss. Sources of operational risk build
on the concept of threat by examining the five categories of threat that produce
operational risk. Moreover, some people are prone to confusing operational risks with
problems and often view them as interchangeable (Alberts & Dorofee, 2005). However,
operational risk looks into the future, focusing on problems and failures that have not yet
occurred, while a problem describes a situation that is presently taking place.

Past research at the Software Engineering Institute (SEI) examined operational
risk in various settings, including software development (Dorofee et a., 1996 and
Williams et al., 1999), system acquisition (Gallagher, 1999), and operational security
(Alberts & Dorofee, 2002). SEI’ s research in these areas shows similarities and patterns
among the types of threats, sources of operational risks that lead to operational risk. SEI
research examines these domains to identify a common structure for classifying sources

of operational risk (Alberts & Dorofee, 2005). The key to identifying this common

16



structure is to decompose awork process into its core e ements. A work processisa

collection of interrelated work tasks that achieves a specific result and its mission

defines the set of the objectives pursued when executing that process (Sharp & Mc

Dermott, 2001). There are two structural elementsin awork process. mission and

process design, and there are three operational €lements:. activity management,

operational environment, and event management.

Table 3: Elements of Operational Threats

Threat Category Trigger Vulnerability
Mission Threat Process execution A fundamental flaw, or weakness, in the purpose and
scope of awork process
Design Threat Process execution | An inherent weakness in the layout of awork process
Activity Threat Process execution A flaw, or weaknesses, arising from the manner in which

activities are managed and performed

Environment Threat

Process execution

An inherent constraint, weakness, or flaw in the
overarching operational environment in which aprocess
is conducted

Event Threat

Event

Specific vulnerabilities that, when combined with the
triggering event, place amission at risk

Thefive basic categories of operational threat uniquely map the five work process

elements featured previously as discussed by Alberts & Dorofee (2005) by referring to

Alberts & Dorofee (2002), Carr et a. (1993), Charette (1989) and Haimes (2004). Table

3 highlights the trigger and vulnerability associated with each category of threat. The

table explicitly highlights the fundamental difference between event threats and the other

four categories. Whereas an event threat is triggered by an unpredictable occurrence,

threats from the other four categories are triggered whenever awork process is executed;

no external trigger or occurrence is needed to produce risk.
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Of the five categories of threat, event threats stand out as being fundamentally
different from the others. The operational risk produced by an event threat is called
extrinsic risk because its underlying trigger (i.e., the occurrence of an event) occurs
outside of expected or predictable operational conditions. By contrast, threats from the
other four categories (mission, design, activity, and environment) do not require an
external trigger to produce operational risk. The risk generated by these four categories
iscaled intrinsic risk becauseit is an inherent part of process execution. The
characteristics of intrinsic risk are quite different from those of extrinsic risk (Alberts &
Dorofee, 2005). For example, intrinsic risks are often more likely to occur than extrinsic
risks because the stimulus needed to produce intrinsic risks (i.e., process execution) is
always present. In addition, while extrinsic risk often produces catastrophic
consequences, experience shows that intrinsic risks can cause a variety of impacts,
ranging from negligible to very high. Catastrophic impacts triggered by a specific source

of intrinsic risk, although possible, arerare.

Operational Risk Management

The attention has shifted towards the risk management of operational risk because
events resulting from operational risk can have a devastating impact on the operations of
banks. Famous cases are Barings' insolvency and the Allied Irish Banks' loss of 750
million dollars due to rogue trading, the 2 billion dollars settlement of the class action
lawsuit against Prudential Insurance due to fraudulent sales practices for over 13 years

(Mirmann & Oktem, 2002).
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Thus, operational risk has become an important part of financial institution risk
management efforts partly because it was highlighted by the Basel Committee and
Section 404 of Sarbanes-Oxley, and partly because of the disruptions associated with the
September 11 attacks. Though some still doubt whether it is material or even can be
measured, financial institutions increasingly allocate capital to operational risk. For
instance, asurvey by Risk Waters Group and SAS found that one of five financial
companies still does not have arisk management program, yet 90% of these companies
loose morethan 10 million dollarsa year because of poor risk control practices
(Marshall & Heffes, 2003). In addition, a survey by Oliver Wyman and Company of ten
large international banks found that they allocate 53% of their economic capital to credit
risk, 21% to market risk and asset-liability rate risks, and 26% to operationa and other
risks (Carey & Stulz, 2005).

Hiwatashi (2002) argues that banks have already begun to consider operational
risk because of advances in information technology, deregulation, and increased
international competition. Similarly, the increase in the number of large mergers and
acquisitions, where the combined firm must integrate the systems of the merged firms,
can lead to increased operational risk. Cumming & Hirtle (2001) discuss the analysis of
comprehensive risk management in financial institutions. A conference at the Federa
Reserve Bank of Boston (2001) provides several examples of the differing approachesto
operational risk management that have been suggested by various banks and consulting
firms. Cagan (2001), and Nash, Nakada & Johnston (2002) offer specific suggestions for
institutions preparing for the implementation of Basel 11.

Hiwatashi (2002) reports severa reasons why banks try to measure operational

risk. Firstly, by measuring operational risk banks are able to develop objective criteriain
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analyzing the adequacy of internal risk control measures. Secondly, banks have long
established risk management systems to analyze whether they have adequate economic
capital to deal with market and credit risk. Harris (2002a) notes that proper management
can improve bottom line earnings by reducing exposure to low frequency but high
impact losses. In addition, proper risk management can reduce insurance premiums and
lower capital requirements, especially when Basel 11 is fully implemented. Donnelly
(2001) takes thisfinal point further and argues that proper operational risk management
needs to provide audit committee members with information on the methodology used in
risk assessment, identification of issues, and resolution and tracking mechanisms.
Rosengren (2002) also argues that financial organizations should manage operational
risk because of the significant potential costs of operational risk losses. King (2001)
discusses some examples (and provides data on 89 cases) where financial service firms
suffered large | osses because managers did not monitor and control the risk of
operational processes. In addition, Buchanan, Arnold & Nail (2002) analyze the
corporate governance failures that led to the collapse of Australia’ s second largest
insurer, and Buchanan & Netter (2002) analyze the money laundering scandal of the
Bank of New Y ork.

Thornhill (1990) defines risk management as a management discipline whose
goal isto protect the assets and profits of an organization by reducing the potential for
loss before it occurs, and financing through insurance and other means, potential
exposures to catastrophic loss. Loewenton (2003) lists the building blocks of ORM as

shownin Figure5.
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Loss Data Collection

Key Risk Indicators
External Loss Data

Scorecard/Capital
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Scenario Analysis
Loss Data
Distribution
Business Continuity
Plannin

Figure 5: The building blocks for operational risk management

Loewenton (2003) offers aternatives for ORM, such as transferring the risks to a third
party company or appropriate insurance, mitigating the risks by reducing the likelihood
of or theimpact, accepting the risks within adefined risk tolerance, or eliminating the
risks. In addition, Information Systems and Control Association (ISACA) (2006) notes
that effective risk management begins with a clear understanding of the organization’s
appetite for risk. Having defined risk appetite, and identified risk exposure, strategies for
managing risk can be set and responsibilities clarified. Dependent on the type of risk and
its significance to business, management and the board may choose to:

e Avoid, i.e. where feasible choosing not to implement certain activities and

processesthat would incur greater risk.

e Mitigate, i.e. define and implement controls to protect the IT infrastructure.

e Transfer, i.e. sharerisk with partners or transfer to insurance coverage.

e Accept, i.e. formally acknowledge the existence of the risk and monitor it.

e Eliminate, i.e. where possible, remove the source of the risk.
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Mitigating operational risk requires an investment of resources; therefore, it isimportant
to understand exactly how much you should spend in order to keep risk at an acceptable
level. Operational risk tolerance is the maximum overall exposure to operational risk
that will be accepted, given the costs and benefits involved. Alberts & Dorofee (2005)
illustrate the concept of operational risk tolerance in Operational Risk Tolerance Matrix
as shown in Figure 6. Before any mitigation action is taken, the operational risk in the
figure must exceed management’ s tolerance. Management must be willing to invest

resources to reduceit.
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Figure 6: Operational risk tolerance

Unlessall IT systems or processes pose a high risk to the financial statements, not all IT

systems or processes need to be included or evaluated to the same extent. In performing
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arisk assessment, consideration needs to be given to inherent risk rather than residual
risk, which isthe risk left over after considering the impact of controls (ITGI, 2006b).

Managers are finding it extraordinarily difficult to deal with the degree of
operational risk confronting them on adaily basis. Although many factors contribute to
this problem, two are especially influential. First, some risks are not communicated
effectively to people who are in the best position to manage them. The secondreason is
the inability to manage process and technological complexity effectively, making it
difficult to establish accurate risk profiles.

Keeping operational risk within tolerance minimizes problems during operations
and enables the management to handle any problems that occur more easily, while
directing most of its effort toward achieving the mission at hand. Three fundamental
tactics for achieving mission assurance are aso illustrated in Mission Assurance

Strategy in Figure 7 by Alberts & Dorofee (2005).

Mission Assurance Strategy

Reduce operational risk to an Resolve problems
acceptable level. that occur.

Mitigate operational risk when Centinually manage operational  Resolve problems that occur
designing processes. risk during operations. during operations.

Figure 7: Mission assurance grategy
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Operational Risk Measurement

Risk measurement methodol ogies emphasi ze the importance of internal |oss data,
guantification and measurement is only possible if we attach loss estimates to particul ar
risk events and a probability of such an event to occur. The first step into quantifying
risksis to categorize different types of operationa risks according to the existing
categorizations. Then one method for quantifying risks is applied. There are two ways of
measuring operational risks (Hiwatashi, 2002):
e Top down approaches:. estimating on a macro basis without identifying events or
causes of losses. Thistype of approach calculates a capital charge at firm level.
e Bottom up approaches. measuring based on identified events (using aloss event
database) and per business line and the calculation is done at that level.

o0 Statistical measurement: the maximum loss of operational risk is
measured based on events and on frequency and severity using an
analytical solution

0 Scenario anaysis: losses are estimated based on scenario (with reference
to external data and events which occurred in other banks or to variation

of datain the internal 1oss database)

Operational risk encompasses events with very different frequencies and possibly

patterns of occurrence and severities. Asafirst step in determining the applicability of

statistical analysis, it seems appropriate to first qualitatively categorize potential
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incidents into a frequency severity matrix based on scorings or possi bility (Loewenton,

2003). Figure 8 presents afrequency severity matrix based on scorings.

severity 4
high
2 1
low 4 3
>
low high frequency

Figure 8: Frequency severity matrix based on scorings

Thisfrequency severity matrix additionally gives first guidance in prioritization of
events. Risk managersshould pay great attention to high frequency & high severity (area
1) and relatively less attention to low frequency & low severity (area4) events.
Unfortunately, the low frequency of these eventsimplies very few data points. The
estimation of probabilities and loss distribution will thus only produce highly unreliable
results. Risk management decisions based solely on those statistical outcomes may |lead
to consequences that are as devastating as the ones to which the analysis has been
applied. The advantage of high frequency eventsis the possibility of creating large
databases on which statistical analysis can be accurately based. It is the concern of risk

managers that the qualitative matrix above is actually not accurate or stable and that low

severity events actually turn out to be high severity events.
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Loewenton (2003) refers to the monograph by Embrechts, Klueppelberg &
Mikosch (1997) and the references therein for a concise overview on the extreme value
theory. A major drawback of that approach, however, is that risk measures (Herring,
2002) such asthe Vaue at Risk (VaR) or Risk Adjusted Return of Capital (RAROC)
depending on the overall loss distribution are very sensitive to the chosen threshold level
that separates the empirical from the fitted fat-tail distribution in Figure 9. A concept has
not been developed yet that defines optimality in terms of the threshold level. Diebold,
Schuermann & Stroughair (2000) critically review the applicability of the extreme value

theory to risk management.

density
function

empirical distribution

fat-tail distribution

-
|

"'\—\.\_\____\_\_\_
|
threshold loss severity

Figure9: Fat tail distribution

Alexander (2003) states that arisk cannot be measured, arisk is not like alength of
hosepipe than can be checked with a measuring tape. A risk is about the future, it can

only be assessed by using some model, some hypothetical representation of possible
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future realization, it is presumptuous to imagine that operational risks will one day be
measured with accuracy; it is much more realistic to believe that there will be afine
mixture of assessment, estimation and measurement.

Harris (2002a) provides abasic overview of what advanced financial
organizations are doing to address operational risk that summarizes the implementation
of operational risk management. He identifies this pattern: recognizing operational risk
as a separate discipline, restructuring the organizational hierarchy, defining a
management process, creating measurement tools, devel oping monitoring systems.
Harris (2002b) also outlines the role of an operational risk manager in afirm. Therole
includes: document risk management policy, ensure senior management buys into
policy, establish reporting and metrics, promote capital data management systems,
develop loss tracking methods, and map to business line by proxy (such as net income).
Alexander (2003) presents some statistical models for operational loss, he discusses the
loss distribution approach, and Cruz (2002) describes a variety of statistical techniques
to model operational risks and stochastic and causal models that can be used to measure
and manage risks. In a Chartis (2006) research document, ORM systems are presented as

shown in Figure 10.
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Figure 10: Spectrum for operational risk management systems

Risk Management in Practice

Chapelle (2005b) presents his approach to the structure of risk management in four

dimensions, from the most static one to the most proactive one, each of them being an

input for the following. The four dimensions are the following:

1.

Incident Reporting: Static analysis. It gives a cartography of past events, their

nature and their cause.

Dashboard: Dynamic analysis. It describesthe evolution of operational events by

activity or by department, providing a dynamic representation of the losses.

Key Risks Indicators (KRIs) / Key Performance Indicators (KPIs):

Benchmarking analysis. It allows a comparison of the dashboards to predefined

standards and an assessment of the evolution of the risk.
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4. Risk and Control Self Assessment (RCSA): Proactive analysis. It provides a
prospective view of the potential risk based on the collection of information by

expertsin thefield.

Near-Miss Concept

Miirmann & Oktem (2002) propose the risk management concept Near-Misswhich is
used in the chemical, health and airline industries. They consider Near-Misses as weak
signals, some of which contain a genetic signature of a serious adverse effect.
Analogously, major operationa losses in the banking industry have their predecessor in
the form of small abnormalities that do not necessarily cause any losses. Since Near-
Misses provide insight into potential major adverse conditions and business disruptions,
addressing Near-Misses timely and properly discourages major problems from
flourishing (Jones, Kirchsteiger & Bjerke, 1999). Near-Misses are defined in avariety of
ways by different authors (Barach & Small, 2000, and Phimister et al, 2001b). While
some definitions are very focused and based on the extent of the potential negative
consequences, such as that Near-Missis an undesired event or sequence of events with
the potential to cause serious damage, Mirmann & Oktem (2002) prefer the following
definition: Near-Miss is an event, a sequence of events, or an observation of unusua
occurrences that possesses the potentia of improving a system’s operability by reducing
the risk of upsets, some of which could eventually cause serious damage. Along the lines
of the Near-Miss system that has been devel oped for chemical process industries by
Phimister et al. (2001a), Miirmann & Oktem (2002) propose the following eight-step

ORM processfor financia institutions:
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1. Identification (recognition) of a Near-Miss.

2. Disclosure (reporting) of the identified information/incident.

3. Prioritization and Classification of the information for future actions.

4. Distribution of theright level of information to the proper channels.

5. Anayzing Causes of the problem.

6. Identifying Solutions (remedial actions).

7. Dissemination of actions to the implementers and (optional) general
information to alarger group for their knowledge.

8. Resolution (wrap-up) of all open actions and completion of reports.

This structure of incidents is commonly accepted in process industries and represented
by the safety pyramid (Bird & Germain, 1996) in Figure 11. Near-Misses represent the
lower portion of the pyramid. Therefore, the Near-Miss system fits into the total quality
management principles for operational risk as mentioned in Marshall (2001) and

Hoffman (2002).
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Figure 11. Safety pyramid
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Other Measurement Methods

Theideaof trying to apply operational research methods to optimize operational risks
arose upon the realization that operational research isusually aimed at optimizing
something. Loewenton’s (2003) proposal is to use graph theory with a set of nodes and a
set of directed arcs, each arc connecting one or more nodes together. On each node and
on each edge, avalue (a weight) indicates the probability of failure (of the process
represented). The idea behind thisisto cal culate alower bound for each workflow,
which would indicate what the minimum risk that each activity bearsis. Thenitisa
matter of strategy to determine how much more the bank is accepting to put at risk for
each business activity.

The Federal Reserve Bank of Chicago has devel oped e ght components for
examinersto use in evauating operational risk (Kvistad & Donnelly, 2001). Each of
these indicates a potential for operational risk losses. Thefirst is growth and
consolidation, arapidly growing bank, or recently consolidated banksthat have a greater
potential for operational risk losses. The second is the quality of the information
systems. Thethird isthe quality, training, and morale of the employees. The fourth isthe
transaction volume and complexity of the transactions of the bank. The fifth is the bank
offering new products and services. The next is the ripple effect, what would be the
indirect effect of an operational disruption. The seventh is the facilities and geographical
dispersion of the bank. The final component of operational risk is electronic delivery,

with its complexity and security challenges.
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Regulation on Operational Risk Management

In response to the problems related to the risk management methods mentioned above,
the banking industry called for regulatory bodies to address operational risk. Therefore,
regulators set out a framework on capital requirements, Basel Accord, involving
methods of risk quantification. Beginning with the initial Basel Accord in 1988, known
asBasdl |, based on amodel to measure the capital, risk was based across exposure
groups and not the individual elements of credit worthiness within these groups, by the
Basel Committee on Banking Supervision (the Basel Committee) structured under the
Bank for International Settlements (BIS) which isthe world’s oldest international
financial institution (Basel Committee, 2002c). Various market devel opments since 1988
in terms of product innovation, deal structuring, risk mitigation techniques and the use of
increasingly sophisticated derivative instruments led to a need for a more sophisticated
way of allocating capital to risks. Therefore, BIS published arevised Basel Accord in

June 2004, known as Basel 11.

Supervisory
Framew rark

Pillar 1 Pillar 2 Pillar 3
Minimum Supervisory Market
Capital Review Discipline

Requirement

Figure 12: Thethree pillars of Basdl 11
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The fundamental objective of the Basel Committeein revising the 1988 Basel Accord
and publishing the revised Basel 11 has been defined as developing a framework that
would further strengthen the soundness and stability of the international banking system
while maintaining sufficient consistency that capital adequacy regulation will not be a
significant source of competitive inequality among internationally active banks (Basel
Committee, 2004, p.4). Since the purpose of Basel 11 was to enhance the way banks
cover and manage their risks, it is based on three pillars. minimum capital requirements,
supervisory review, and market discipline (Basel Committee, 2002a, 2002b, 2004).
Figure 12 from Cruz (2002) shows how crucia the three pillars are for maintaining the

edifice of Basdl |I.

Thefirst pillar, presented asthe minimum capital requirements, requiresthe calculation
of the total minimum capital requirements for credit, market, and operational risk (Basd
Committee, 2004, p.40). Measurement techniques for operational risks remain in an
early development stage in most banking and financial institutions. Therefore, until
further and better methodol ogies are proposed, the Basel Committee proposed that
operational risk follows three types of approaches for assessing capital against risks
(Basel Committee, 2004):
e BasicIndicator Approach (BI): Thisisthe simplest approach. Capital required
for operational risk is equal to a percentage (today 15%) of the Gross Income of

the institution, under the hypothesisthat risk is related to size. Grossincome is
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the sum of the interest margin, the fee income, and the other revenues. This most
simple approach is only available to local banks.

Standardized Approach (SA): It isamore complex approach based on the Basic
Indicator Approach. The capital charge required for operational risk is calculated
for each business line (Retail Banking, Investment Banking, Asset Management,
etc.). For each business line, the capital required for operational risk isequal to a
percentage (between 12% for the least risky business lines such as Retall
Banking, Retail Brokerage, Asset Management and 18% for the riskiest ones
such as Corporate Finance, Trading and Sales, Payment and Settlement) of the
average Gross Income of the last three years. The capital required for operational
risk is equal to a percentage with an intermediate level at 15% of grossincome
for Commercia Banking, Agency Services, etc.

Advanced Measurement Approach (AMA): An advanced approach where the
bank calculatesits required capital by incorporating into the calculation its
interna loss data, with a confidence interval of 99.9%. This approach requires
that the bank aggregate its |oss data using the business lines/event types grid
provided by the Basel Committee. This sophisticated approach is strongly
recommended for banks that are internationally active. In order to adopt the
AMA, banks have to comply with numerous quantitative and qualitative criteria
regarding their risk management tools, techniques, involvement and expertise in

the field of operational risk.



To qualify to use the AMA approach to calcul ate operational risk capital under Basdl 11,
the Basel Committee (2004, p.665) states that a bank’ s measurement system must also
be capable of supporting an allocation of economic capital for operational risk across
business linesin amanner that creates incentives to improve business line operational
risk management. Thisimplies acommitment to continuous improvement of ORM, and
associated ORM processes, across the organization. In addition, a bank must meet
stringent qualitative standards, in summary (Basel Committee, 2004, p.666):

e Anindependent operational risk management function.

e Anoperationa risk measurement system that is closely integrated into the day-
to-day risk management processes of the bank.

e Regular reporting of operational risk exposures to business units, senior
management, and the Board, with procedures for appropriate action.

e An operational risk management system that is well documented.

e Regular reviews of the operational risk management processes/systems by
internal and/or external auditors.

e Validation of the operational risk measurement system by external auditors
and/or supervisory authorities, in particular, making sure that dataflows and
processes are transparent and accessible. In raising the bar on how ORM systems
must be documented, the Basel Committee (2004, p.666) statesthat it is
necessary that auditors and supervisory authorities are in a position to have easy
access, whenever they judge it necessary and under appropriate procedures, to

the ORM system’ s specifications and parameters.
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The second pillar presented as the supervisory review process (Basel Committee, 2004),
requires each bank to have a mechanism to identify and assess their risk and to have a
rigorous control environment that will monitor, control and even mitigate the risks.
Supervisors should review capital adequacy assessments and should take appropriate
measures in case the result is not considered as satisfactory, they should ensure that
regulatory capital never falls below acertain limit and if so should take all action to
restore the capital charge above this limit.

Thethird pillar, presented as market discipline (Basel Committee, 2004),
requiresthat the banks should publicly and timely disclose regulatory capital alocation
per business line, description of the measurement approach used to cal culate capital
allocation, detailed information about the process used to manage and control their
operational risks (including the organization of its risk management function and its
policy for hedging and mitigating risks).

On the other hand, Kane (2001) argues that international regulatory standards are
inferior to competition among national regulatory systems, especialy in strengthening
the banking systems in developing countries. Petrou (2002) notes that regulatory actions
can make economic cycles more volatile. Goldstein (2001) is much more positive about
the potentia for value-increasing international regulatory standards, especialy if
flexibility is built into the standards and if the international standards do not reach down
into all aspects of the financia system. Barth, Caprio & Levine (20013, 2001b, and
2002), however, empirically examine the relation between regulatory restrictions and
bank performance. They find that greater restrictions are associated with higher
probability of magor banking crises, lower bank efficiency, and have no countervailing

positive effects.
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There are also some critiques on Basdl 11, beginning from the proposa of Basel
I1. Kuritzkes (2002) thinks that BIS or any other regulatory authority cannot come up
with any rules for how much capital banks can hold against operational risk since the
first line of defense for such risk isinterna controls. Mirmann (2002) notes that
operational risk is bank specific and thus regulatory capital requirements are not
appropriate. ISDA (2000) argues that the capital requirements are unworkable and can
lead to distorted actions, such as attempts to avoid control rather than mitigate risk, but
stresses the importance of strong supervision and market discipline. Netter & Poulsen
(2005) ask severa questions which include: (1) What are the key challengesin
guantifying operational risksin banks? (2) What will be the requirements for banks to
qualify for the AMA in determining capital requirements? (3) To what extent should
firms differentiate between regulatory capita requirements and economic capital needs?
(4) To what extent can firms integrate the three areas of risk — credit, market and
operational? (5) Are there differing bank characteristics that suggest different
approaches to risk management? How does a firm determine its best practicesrelative to
its competitors?

In addition to the Basel Accords, the Basel Committee (2003a) published the
document entitled Sound Practices for the Management and Supervision of Operational
Risk, which describes through a set of ten principles how to manage operational risks
efficiently. Loewenton (2003) summarizes these principles as follows:

1. Theboard of directors should be aware of the maor aspects of the bank’s
operational risks and review the work done regularly.
2. Theboard of directors should ensure that the operational risk is under internal

audit by independent and competent staff.
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3. Senior Management should have the responsibility for implementing the
operational risk management framework in a coherent and coordinated manner
for the entire company.

4. Thebank should identify and assess the operational risk in all activities,
processes and systems.

5. A process for regularly monitoring operational risk profile and exposure to losses
should be implemented.

6. Banks should have palicies, processes and procedures to control and mitigate
operational risks.

7. Banks should have in place contingency and business continuity plans.

8. Banking supervisors should require banks to have a framework in place for
identifying, assessing and monitoring operational risks.

9. Supervisors should conduct regular evaluations of the bank’s poalicies,
procedures and practices.

10. Banks should make sufficient public disclosure of their approach to operational

risk management.

In addition to Basdl 11, the European Commission has welcomed the signing by the
European Council and the European Parliament of the Capital Requirements Directive
(CRD) for credit ingtitutions and investment firms (EU, 2006@). The CRD introduces an
updated supervisory framework in the European Union (EU), which reflects the Basel |1
rules on capital standards agreed at G-10 level since Basdl 11 does not have aregulatory
status. Moreover, Statutory Audit Directive (SAD) refersto Sarbanes-Oxley (USC,

2002) and is known as EuroSox (EU, 2006b).
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Loss Event Types and Loss Data

Thornhill (1990) details the definition of loss as the incidents that result in direct or
indirect economic or monetary loss.

For the purposes of internal ORM, the banks must identify all material
operational risk losses consistent with the scope of the definition of operational risk and
the loss event including those related to credit risk (Basel Committee, 2004, p.673). In
addition, the Basel Committee (2004, p.671) notes that internal loss datais most relevant
when it isclearly linked to a bank'’s current business activities, technological processes
and risk management procedures. Therefore, a bank must have documented procedures
to assessthe on-going relevance of historical loss data, including those situations in
which judgment overrides, scaling, or other adjustments may be used, to what extent
they may be used and who is authorized to make such decisions. Moreover, the Basel
Committee (2004, p.676) notes, in addition to using loss data, whether actual or
scenario-based, a bank’ s firm-wide risk assessment methodology must capture key
business environment and internal control factors that can change its operational risk
profile. These factors will make a bank’s risk assessments more forward-looking, more
directly reflect the quality of the bank’s control and operating environments, help align
capital assessments with risk management objectives, and recognize both improvements
and deterioration in operational risk profilesin a more immediate fashion.

Loewenton (2003) argues that collecting data and organizing the database
covering the size and frequency of particular loss typesis adifficult step in the process
of measurement of risks. In order to comply with the AMA, banks are required to have

an incident database of minimum three years' history at the Basel 11 implementation
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date. This means that they needed to have started to collect their loss data by January

2004 at the | atest.

Therefore, the Basel Committee defined seven loss event types for recording

internal loss data as shown in Table 4. Thislist is not exhaustive and banks are required

to work on defining more precisaly the type of risks that they are facing. There are also

different sources and consortiums to supplement internal datawith external data, such as

OpVantage, ORX, or the British Bankers Association's GOLD (Loewenton, 2003) and

MORE, FIRST, and DIPO (TBB, 2004). However, the difficulties linked to the optimal

mix of internal and external datato model the distribution are addressed in Frachot,

Georges & Roncalli (2001 and 2002), in Chapelle et al. (2004 and 2005a).

Table4: Loss Event Typesin Basdl |1

Level 1 Level 2 Definition Examples
Transactions not reported
Losses due to acts of atype
intended to defraud, Unauthorized transaction
Unauthorized misappropriate property or
activit circumvent regulations, thelaw | Mismarking of position
Internal Fraud g or company sglicy, excluding 9P
Theft & Fraud diversity/discrimination events, | Fraud, theft, extortion, embezzlement,
which involves at |east one robbery, malicious destruction of assets,
internal party check kitting, impersonation, insider
trading, etc.
Losses due to acts of atype -~
Theft & Fraud intended to defraud, rraud, theft, robbery, , check kitting,
External Fraud misappropriate property or orgery
Systems Security Ci rcumvent regulations by a Hacking damage, theft of information
third party
Compensation, benefit, termination
Employee .. issues
Employment Relations ?n%zsrﬁgéﬁtnv%i%o?mﬁ?ymmt
Practices & . health or safety laws or Organized labor activity
Workplace Safe Environment agreements, from payment of A
SHfer o eroonal in', rv cdlams. or from General liability, employee health and
y Diversity & P! 1a injury ctams, safety rules events
Lo diversity/discrimination events
Discrimination
All discrimination types
Clients, Products | Suitability, Losses arising from an Fiduciary breaches, guideline violations,
& Business Disclosure & unintentional or negligent suitability/disclosure issues, retail
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Practices Fiduciary failure to meet aprofessiond consumer disclosure violations, breach
obligation to specific clients of privacy misuse of confidential
Improper Business | (including fiduciary and information, lender liability
or Market Practices | suitability requirements) or
fromthe nature or design of a | Antitrust, improper trade/market
Product Flaws product practices, market manipulation, insider
trading, unlicensed activity, money
Selection, laundering
Sponsorship &
Exposure Product defects, model errors
Advisory Activity Failure to investigate client per
guidelines, exceeding client exposure
limits
Dispute over performance of advisory
activities
. Losses arising from loss or Natural disaster |osses (earthquakes, fire
Dﬁgﬁ f sseis g/':?ser and other damage to physical assets from | and floods) Human losses from external
phy natural disaster or other events | sources (terrorism, vandalism)
Business Losses arising from disruption Hardware, Software,
Disruption & Systems of business o? system fa'IEres Telecommunications, Utility
System Failures outage/disruptions
Miscommunication, data entry,
. maintenance or loading error, missed
Transaction

Execution,
Delivery

& Process
Management

Capture, Execution
& Maintenance

Monitoring &
Reporting

Customer Intake &
Documentation

Customer/Client
Account
Management

Trade
Counterparties

Vendors &
Suppliers

Losses arising from failed
transactions processing or
process management, from
relations with trade
counterparties and vendors

deadline or responsibility, model/system
mis-operation, accounting error/entry
error attribution, delivery failure,
collateral management failure, reference
data maintenance

Failed mandatory reporting obligation,
inaccurate external report

Clients permission missing, legal
documents missing/incomplete

Unapproved access given to accounts,
incorrect clients records, negligent loss
or damage of client assets

Non-client counterparty mis-
performance, misc. non-client
counterparty disputes
Outsourcing, vendor disputes

A comprehensive analysis of the overall operational risk loss experience in financial

institutions was conducted by the Risk Management Group (RMG) of the Basel

Committee (RMG, 2002). The RMG published the results of the second quantitative

impact study (QIS2) in 2002. QIS2 - Tranche 1 focused on internal capital allocation
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datafor operational risk and information about other exposure indicators. In QIS2 -
Tranche 2, the RMG gathered data on individual operational risk loss examples. The
datawas collected from thirty banks in eleven countries. The RM G collected the number
of loss events and gross loss amounts for el ght business lines. (1) corporate finance, (2)
trading and sales, (3) retail banking, (4) commercia banking, (5) payment and
settlement, (6) agency and custody services, (7) asset management, and (8) retail
brokerage. There were 27,371 loss events with atotal value of 2.6 billion Euros. Most of
the events and the largest Euro value of the losses were in retail banking (67% and 39%
of all events and losses respectively) and commercial banking (13% and 23%
respectively), which may reflect where the sample firms do most of their business.

The RMG report also compiled results on the distribution of the size of the loss
events. Most of the loss events were relatively small, only one percent of the sample was
events with losses of one million Euros or more. However, the large loss events
dominated the total value of the losses. Events with losses over one million Euros
accounted for amost three-fourths of the total losses. The RMG report also reports
recovery rates and percent of losses that were recovered, where recovery comes from
insurance and other sources.

The RMG reports that there are significant problems with these data but they do
show recovery in 12.2% of all events (36.1% of the greatest magnitude |oss events), with
recovery when it occurs averaging 81.6% of the loss. Table 5 represents the operational
risk loss information that the thirty contributing banks were able to supply according to

the loss event types defined in Basel 11. (Basel Committee, 2004, annex.7).
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Table 5: Frequency Severity Matrix for Basel |1 Loss Event Types

(in percentages)

Loss Event Type Event Number L oss Amount
Internal Fraud 2.72 10.66
External Fraud 36.39 20.32
Employment Practices and Workpl ace Safety 2.71 2.92
Clients, Products & Business Practices 6.39 2751
Damage to Physical Assets 4.48 3.02
Business Disruption and System Failures 5.32 0.82
Execution, Delivery & Process Management 41.99 34.75

Source: QIS2 Results (RMG, 2002)

Mazibas (2005) compounds the operational risk categories defined by Loewenton (2003)
and the loss event types categorized by the Basdl Committee (2004) under operational

risk data classification as follows in Table6.

Table 6: Operational Risk Data Classification

L oewenton’s Operationa Risk (Factors) Basel Committee' s Loss Events (Incidents)

Process Interna Fraud

System Externa Fraud

People Employment Practices and Workplace Safety
Clients, Products & Business Practices

External Damage to _Physi _cal Assets _
Business Disruption and System Failures
Execution, Delivery & Process Management

Information Technology Governance

These regulations, frameworks, definitions and attitudes published by USC, BIS, EU,
BRSA, and other stakeholders lead us to question whether current ICMs are applicable
for controlling the operational risks defined in Basel Il. The organizations are
increasingly exposed to various operational risks related to the use of IT, e.g. virus

attacks, unauthorized access to data, breakdown of infrastructure, system and



infrastructure contingency, and performance problems, since IT is a rapidly changing
areathat is accompanied by uncertainty and risk.

Asthe IT environment becomes more dynamic and complex, it is a difficult and
frustrating area to manage (Hardy, 2002 & Tyler, 2000). It might thus be expected that
IT governance, the corporate governance of IT, would be a significant concern of boards
(Musson & Jordan, 2004) since IT is now intrinsic to and pervasive within enterprises
(ISACA, 2006). In order to prevent such risks efficiently, the banks are forced to
identify, analyze and evaluate potential IT related operationa risks, and should
implement appropriate I'T Governance (Jochum, 2006). Consequently, dependency on IT
requires effective IT Governance from management in order to provide a controlled IT
framework to the business processes. Thus, IT Governance enables an organization to
attain three vital objectives: regulatory and legal compliance, operational excellence, and
risk optimization, especialy in light of the requirement that US companies must monitor
IT Governance as part of their compliance with the provisions of the Sarbanes-Oxley
(Hoffmann, 2003).

IT Governance is concerned about 1T’ s delivery of value to the business and
mitigation of IT risks (ITGI, 2003), and is considered to be part of corporate governance
(Ddllit, 2002 & Hamaker, 2003 & Machin, 2002). Under the responsibility of executives
and board members, governance activities must flow through various levels of the
enterprise (ITGI, 2003). IT Governance focuses on the strategic alignment of using IT to
achieve business goals and objectives, and has to provide the organizational structures
for the assurance that there are no IT investments in bad projects and that there are
adequate I T control mechanisms (Grembergen, 2000) to enable the creation of business

value through IT. The importance of IT Governance to corporate governanceis
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evidenced by an emerging understanding that the most significant IT issues for the near
future in both the private and the public sector are not technology-related, but
governance-related (Guldentops, 2002).

Organizations can ease their venture into 1T Governance, to ensure that the
enterprise’ s IT sustains and extends the organi zation’ s strategies and objectives (ITGI,
2005), by leveraging various industry standard frameworks since management’s goals
and objectivesin utilizing the technol ogy to support business processes include
confidentiality, integrity, availability, reliability, and compliance with legal and
regulatory requirements (ASOSAI, 2003). On the other hand, a survey conducted by
ITGI and PricewaterhouseCoopers in 2003 among top management, shows that 42% of
the respondents were not considering the implementation of an IT governance
solution/framework (ITGI & PwC, 2004). However, the survey conducted in 2005
shows that the share of companies that were not considering implementation was lower
than the 2003 results, 36% (ITGI & PwC, 2006).

IT control frameworks set out the best practices for IT actions, processes and
monitoring within organizations, and are believed to lead to more effective I'T
Governance (Warland & Ridley, 2005). Champbell (2003) categorizes over fifty ICMs
under control objectives communities, principles communities, capability maturity
communities, checklists, risk management frameworks, and taxonomies in his study.
Most frameworks provide requisite support materials in the form of roadmaps, guides,
templates, libraries, and samples. ICMs covered in his study are presented in atime

diagram in Figure 13.
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1980  Kraus
1082
1984 Perry & Wallich

1986

Wood's Checklist
1988 CAD Audit Guide

MNeumann & Parker Vallabhaneni
1990 Wood's Principles

1992 Meadows

1994 OECD SAC COs0
Levine CoCo
1996 CAPP  Garfinkel & Spafford

1998 ITCG Howard & Longstaff LfLO  PolO

FISCAM GASSP CONCT  BS7798 SSE-CMM  Common Criteria
2000 CobiT SysTrust  CIAD

OCTAVE  SSAC
2002 TA-CMM

Figure 13: Time diagram

Categorization of Information Control Moddls

Campbell (2003) categorizes ICMs under the following classes. control objectives
community, principle community, capability maturity community, and other models
such as proprietary models, checklists, and taxonomies. All these ICMs are influenced

by each other as shown in Figure 14.

OECD B5 7799 SAC COs0 SSE-CMM

FISCAM

r Eey:A—= B
SSAC means A influenced B

Figure 14: Influence diagram
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The control objectives community is based on the concept of control objective, which

means a statement of the desired result or purpose to be achieved by implementing

control proceduresin aparticular IT activity (ITGI, 2000). This community has the

following members:

BS7799: Information security management standard produced by the British
Standards Institute (BSI)

1SO27001: Information security management standard produced by the
International Organization of Standardization (1SO)

ASINZS 4444 Information security management standard produced by the
Australian/New Zealand Standard I nstitutes

CobiT: Control Objectives for Information and related Technology. IT
Governance framework produced by IT Governance Ingtitute (ITGI)

CoCo: Guidance on Control. Guidance for information assurance produced by
the Criteria of Control Board of The Canadian Institute of Chartered Accountants
(CICA)

COSO: Internal Control - Integrated Framework. Enterprise risk management
framework generated by the Committee of Sponsoring Organizations of the
Treadway Commission

FISCAM: Federa Information Systems Controls Audit Manual. Manud
produced by the Accounting and Information Management Division of the U. S.
Genera Accounting Office

ITCG: Information Technology Control Guidelines. Guideline devel oped by the

Canadian Institute of Chartered Accountants (CICA)
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e SysTrust: AICPA/CICA SysTrust Principles and Criteriafor System Reliability.
Principle developed by the American Institute of Chartered Public Accountants

(AICPA) and the Canadian Institute of Chartered Accountants (CICA)

The principles community is based on the notion of principles, such as accountability,
awareness, and ethics. Garfinkel & Spafford (1996), Allen (2001), Pipkin (2000), and
Wood (2001) expand sets of principles and practices. This community has the following
members:
e GAPP: Generally Accepted Principles and Practices. Set of principles devel oped
by the U. S. National Institute of Standards and Technology (NIST)
e GASSP: Generdly Accepted System Security Principles. Set of principles
produced by the International Information Security Foundation (IZSF)
e SSAG: System Self-Assessment Guide for Information Technology Systems.
Guidance developed by the U. S. National Institute of Standards and Technology

(NIST)

The capability maturity community is based on the notion of the maturity model. This
community has only one member:
e SSE-CMM: Systems Security Engineering Capability Maturity Model. Model
developed by the Software Engineering Institute (SEI) at Carnegie Mellon

University (CMU)



Other models include the security based proprietary models checklists, and attack
taxonomies. Amoroso (1994) defines attack taxonomy as any generalized categorization
of potential attacks that might occur on a given computer system. This community has
the following members:
e CIA model: Computer Security based on Confidentiaity, Integrity, and
Availability.
e Proprietary Models
0 ESA: Enterprise Security Architecture developed by
PricewaterhouseCoopers
o0 ISF: Information Security Framework developed by Arthur Anderson
e Checklists
o0 CIAO Practices: Practices for Securing Critical Information Assets
developed by the Critical Infrastructure Assurance Office
0 Garfinkd & Spafford Checklist: UNIX and Internet security checklist
0 Levine Checklist: Generic paper on auditing computer security
o Vallabhaneni Checklist: Security taxonomy based on directive,
preventive, detective, corrective and recovery actions
0 GAO Audit Guide: Audit guide developed by the U. S. General
Accounting Office
0 Wood's Comprehensive Controls Checklist: Comprehensive Security
Controls Checklist developed for the Los Alamos National Laboratories
o0 Krauss Guide: Audit and field evaluation guide related to security

0 system specific checklists
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e Principles

o

OECD Principle: Set of information security principles developed by the
Organization for Economic Cooperation and Development (OECD)
NIST’ s Engineering Principles for IT Security: Security principles
developed by the National Institute of Standards and Technology (NIST)
IFAC Principle: Principles for managing security of information
developed by the International Federation of Accountants

Wood' s Principles of Secure Information Systems Design

GAOQ's Learning from Leading Organizations: Executive Guide for
Information Security Management developed by the U. S. General
Accounting Office (GAO)

Gaston Security Principles: Security principles

Meadows Taxonomy: Taxonomy of Computer Security Research and

Development

e SAC: Systems Auditability and Control. Guideline devel oped by the Institute of

Internal Auditors Research Foundation

e Risk assessment methods

(0]

o

Control Self-Assessment (CSA): Risk assessment tool
OCTAVE: The Operationally Critical Threat, Asset, and Vulnerability
Evaluation. Risk assessment approach devel oped by Alberts & Dorofee

(2002)

e Common Criteria: IT security measures developed by seven countries
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e Attack taxonomies: Perry & Wallich (1984), Neumann & Parker (1989),
Bernstein et al. (1996), Lindgvist & Johnsson (1997), Benjamin, Gladman &
Randell (1998), Howard & Longstaff (1998), Schneider et al. (1999) proposed
attack taxonomies on information security, Internet security and network
security.

e Miscelaneous models

0 SAS5S

0 SAS78

o Cadbury

o Orange Book

o KonTraG

0 UNEDO and UN Guidelines

o ITIL IT Management Practices: IT Infrastructure Library
o IBAG Framework

o PCIE Model Framework

0 IFAC Internationa Information Technology Guidelines
0 Denmark Generally Accepted IT Management Practices
0 C& L Audit Guide SAPR/3

o IS0 IEC JTC1/SC27 Information Technology

o TicklT

0 ESP Basdine Control

0 PRINCEZ2
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0 Marion: French methodology for an in-depth analysis of operational IT

risksand IT security

On the other hand, ICMs are classified by Liu & Ridley (2006) into two distinct classes
by referring to Bae, Epps & Gwathmey (2003): the business focused control frameworks
and the more IT focused control frameworks. Business focused control frameworks
include COSO, SAS55, and SAS78. IT focused control frameworksinclude ITIL, and
1SO27001. Asit has become necessary for IT to become an integral part of business
(Lainhart, 2000), athird class of control frameworks, which align control over IT with
business objectives, is desirable. CobiT is the framework that focuses on the alignment
of IT control and the achievement of business goals (Bae, Epps & Gwathmey, 2003 &
Colbert & Bowen, 1996). Finally, Putnam (2004) aso classifies over eighty ICMs under

various sub-categories including their sources.

Information Control Modelsin the Aggregated Checklist

While these are not turn-key methodologies that will embed IT Governance into the
organization, the frameworks provide a foundation for creating a structured, risk based
and wel accepted governance structure. Therefore, the organizations are arguing for the
necessity to harmonize and integrate the leading frameworks to achieve greater
compatibility. The ICMs covered inthis study arelisted in Table 7, including their
sponsoring organi zations and the number of the control objectives in these ICMs. The
control objective numbers represent the numbers of the most detailed control objectives

inthe ICMs.
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Table 7: Information Control Models

Information

Control Sponsoring Organizations antrp l
Objective
Model
CobiT Information Systems Audit and Control Association (ISACA) 215
Information Technology Governance Institute (ITGI)
British Standards Institute (BSI)
BS7799 International Electrotechnical Commission (IEC) 127
United Kingdom Government’s Department of Trade and Industry (DTI)
International Electrotechnica Commission (IEC)
15027001 International Organization for Standardization (1SO) 133
ITIL Information Technology Service Management Forum (itSMF) 140
United Kingdom'’ s Office of Governance Commerce (OGC)
COSsO Committee of Sponsoring Organizations of the Treadway Commission (COSO) 39

CobiT (ITGI, 2005) is based on the notion of control adapted from COSO and the

control objective adapted from SAC where control objectiveis a statement of the desired

result or purpose to be achieved by implementing control proceduresin aparticular IT

activity (ITGI, 2000). CobiT has 215 control objectives under four domainsand thirty-

four sub-domains. The Cobi T framework is represented in Figure 15. Domainsin CobiT

are as follows:

e Plan & Organize (PO)

e Acquire & Implement (Al)

e Deliver & Support (DS)

e Monitor & Evauate (ME)
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Figure 15: CobiT framework
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Enterprise target 3—Processes are documented and communicated.
4—Processes are monitored and measured.
5—Good practices are followed and automated,

Enterprise current status

Figure 16: CobiT’s maturity model

Cobi T also requires the process owner to be able to incrementally benchmark against the
control objective and rate in amaturity model. This respondsto three needs: (1) A
relative measure of where the enterpriseis, (2) a manner to efficiently decide where to

go, and (3) atool for measuring progress against the goal. Maturity modelling for



management and control over I T processes is based on a method of evaluating the
organization, so it can evaluate itself from alevel of non-existent (0) to optimized (5) as
in Figure 16.

BS7799 (BSI, 1999) focuses on information security, which is constituted on
“BS7799-1:1999 Information security management - Part 1. Code of practice for
information security management” and “BS7799-2:1999 Information security
management - Part 2: Specification for information security management systems’.
BS7799 has 127 control objectives under ten domains. Domainsin BS7799 are as
follows:

e Security policy

e Security organization

e Asset classification and control

e Personnel security

e Physical and environmental security

e Communications and operations management
e Access control

e Systems development and maintenance

e Business continuity management

e Compliance

1SO27001 (1SO, 2005) focuses on information security and is based on BS7799.
1SO27001 has 133 control objectives under eleven domains. Domains in |SO27001 are

asfollows;
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e Security policy

e Organization of information security

e Asset management

e Human resources security

e Physical and environmental security

e Communications and operations management

e Access control

e Information systems acquisition, development and maintenance
e Information security incident management

e Business continuity management

e Compliance

ITIL (OGC, 2004) focuses on the best practice implementation for service management
In an organization under fifteen domains. The ITIL framework is shown in Figure 17.
ITIL has 140 control objectives under the following domains:

e Business Perspective

e Planning to Implement Service Management

e ICT Infrastructure Management

e Application Management

e Service Délivery: Service Level Management

e Service Delivery: Financia Management for IT Services

e Service Delivery: Capacity Management

e Service Ddivery: IT Service Continuity Management
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e Service Ddlivery: Availability Management
e Service Support: The Service Desk

e Service Support: Incident Management

e Service Support: Problem Management

e Service Support: Configuration Management
e Service Support: Change Management

e Service Support: Release Management

Planning to Implement Service Management

The
Business
Persp‘E"ctii.fe
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[nfrastructure
Management
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_ Support
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Figure 17: ITIL framework

COSO (COSO, 2004) emphasizes the responsibilities of management for control, and
the key principles for creating an effective risk management process, in order to help
businesses and other entities to assess and enhance their internal control systems in the
enterprise risk management (ERM) framework shown in Figure 18. The COSO ERM

framework has thirty-nine control objectives under eight components. Each control
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objective has questions as a checklist in order to ensure that management is aware of the
control framework. Componentsin the COSO ERM framework are as follows:

e Internal Environment

e Objective Setting

e Event Identification

e Risk Assessment

e Risk Response

e Control Activities

e Information and Communication

e Monitoring

Internal Environment

._3-_

Event Identjflcatmn

. Risk AssLssment l

Risk Respunse

| Control clivities

Information & Communication
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\X\a\

Monitoring

Figure 18: COSO ERM framework
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COSO had an interna control framework before the ERM framework, which is still in

use. Theinternal control framework is designed under five components: control

environment, risk assessment, control activities, information and communication, and

monitoring (COSO, 1992). Although many ICMs refer to the internal control

framework, the ERM framework has been considered in the thesisin order to be ableto

assess the risk management approach of COSO rather than itsinterna control structure.

Ames (2005) tabulates the COSO, ITIL, and Cobi T control structures asin

Tables 8, 9, and 10. The structure is based on strategic analysis and future actions, based

on the value of the business process, risks in the process, actions to be taken in order to

prevent risks, experience gained in order to prevent risks, future risks, and a prediction

about the risk.
Table 8: COSO Control Structure
Strategic Analysis Future Action
Vaue Clearly identify business objectives Trandlate objectivesinto policy
Risk Management policies and decisions are not Establish effective implementation and
ISKS carried through monitoring

Actions |dertify threets, opportunities, control Develop an effective control structure

weaknesses
Experience Poorly articul ated objectives and weak control | Monitor objectives effectiveness of

P structures lead to financial losses control structures

Future Contral structures deteriorate without Review and enhance control structures

mai ntenance regularly
Prediction Business success!mproveswnh effective risk Al of the abovel

management and interna control

Table9: ITIL Control Structure
Strategic Analysis Future Action

Business processes require specific services . .
Value and service levels Define service levels
Risks Services may hot be performed as required Establish effective metrics and monitoring
Acti Threats to service ddivery could impact the I dentify and address performance

ctions L

objectives problems

Experience | Poorly defined objectives and deficient Review objectives and improve processes

59




processes impact business performance

regularly

Ongoing improvement is required to maintain

Future performance Commit the continuous improvement
- Business success improves the effective
. . |
Prediction service delivery All of the above!
Table 10: CobiT Control Structure
Strategic Anaysis Future Action

Decrease probability of adverse consequences | Identify control objectives, document
Vaue N .

and limit impact on the business control statements
Risks Control objectives may not be met Define and monitor control practices
Actions Monitor effectiveness of control practices Monitor effectiveness of control practices

. Poorly defined control objectives and Review control objectives and improve

Experience | deficient processesimpact business oG reqularl

performance processes regularty

Control practices deteriorate without . . .
Future mai ntenance Commit the continuous improvement
Prediction Business success improves with effective All of the above!

management of IT controls

Finally, anew control structure for BS7799 and 1SO27001 is designed together since

they focus on security issues, considering the concept in Ames's (2005) control

dructures shown in Table 11.

Table11: BS7799 and 1SO27001 Control Structure

Strategic Anaysis

Future Action

Decrease probability of adverse consequences

Identify control objectives, document

Value and limit impact on the business by defining control statements
the security requirements
Risks Security incidents may affect the business Define and monitor control practices
Actions Monitor effectiveness of control practices Monitor effectiveness of control practices
Poorly defined control objectives and . _ .
Experience | deficient proc mpact business Review control objectives and improve
pert IC1ent processesimp. u processes regularly
performance
Future Co_ntrol practices deteriorate without Commit the continuous i mprovement
mai ntenance
Prediction Business success improves with effective Al of the abovel

management of | T security controls
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CHAPTER THREE

LITERATURE REVIEW

In order to manage operational risk, different tools, techniques and standards have been
proposed referring to ICMs that we have discussed in the previous chapters and to Basel
[1. Some of the proposed ORM models are summarized in order to formalize and assess
propositions and recommendations responding to operational riskswithin the context of

financial and banking industry.

A Practical Framework for Operational Risk Management

Loewenton (2003) proposed a practical framework for operational risk management that
would include the following topics:
e Risk Identification & Assessment: Thisis usually done through arisk and control
self-assessment (RCSA) program.
e Risk Quantification & Measurement: A quantitative method using the internal
loss datais applied to calculate the risk exposure.
e Risk Analysis, Monitor & Reporting: Analysis of risk, monitoring of risk
exposure, and action plans should be appropriate for various levels of ORM.
e Risk Capital Allocation: Operational regulatory capital is calculated for every
business line to protect from unexpected.

e Risk Management & Mitigation: Actions that plan arisk free environment
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Loewenton (2003) also suggests implementing knowledge management systemswithin
such aframework in order to manage the risk management process. Thus, banks are able
to document, to archive and to codify explicit and tacit knowledge (know-how and
expertise contained in people's heads). Thiswill reduce the loss of technical knowledge
and expertise and will also increase the chance of mitigating operational risks as the best
knowledge will be available at every place and time. Such a platform can be used to
handle the documentation of the different workflow, methods and procedures, to allow
easy access to specia handling processesin case of a system failure or incident (which
often causesa great deal of manual activitiesthat people tend to forget as they seldom
execute them), and to manage the business continuity plan and all other types of
information disseminated in the company. Another benefit of such a systemin an
operational risk management project is the possibility of usng al the information about
loss events whilst al figures and data useful for the quantification and measurement of

operational risk can be logged or fed automatically into a database.

Mission Assurance Analysis Protocol (MAAP)

Because conventional techniques proved to be inadequate for analyzing operational risk
in complex processes, Alberts & Dorofee (2005) have proposed anew approach. Their
development effort produced MAAP, which is specifically designed to analyze
operational risk in distributed work processes. Although MAAP was specifically
designed with distributed processes in mind, it can also be used to analyze the effects of

operational risk on simpler workflows.

62



MAAP defines a protocol for analyzing operational risk in work processes.

Alberts & Dorofee (2005) summarize the basic and fundamental principles underlying

the protocol. The following seven guidelines collectively form the foundation of MAAP:

1.

2.

Determine mission objectives.

Characterize all operations conducted in pursuit of the mission.
Definerisk evaluation criteriain relation to the mission objectives.
Identify potential failure modes.

Perform aroot cause analysis for each failure mode.

Develop an operational risk profile of the mission.

Ensure that operational risk iswithin tolerance.

Rather than designing MAAP to analyze risk in a specific type of work process, such as

a software development process or an operational security process, Alberts & Dorofee

(2005) chose to develop a generd risk analysis approach that is applicable across awide

variety of processes. In thisway, one risk analysis technique could be applied to

numerous operationa settings, obviating the need for multiple specialized assessment

techniques. The General Risk Analysis Approach illustrates the notion that MAAP

provides afoundation for analyzing risk in avariety of domains as shown in Figure 19.
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Figure 19: General risk analysis approach

Operational Risk Management Maturity Model (ORMMM)

Mc Connell (2005) proposed a starting point to devel op an Operational Risk
Management Maturity Model (ORMMM) by discussing and combining the COSO and
Capacity Maturity Model Integration (CMMI) (SEI, 2002) in order to measure the
operational risks using a capability maturity model based on the risk management
framework. In order to integrate the concept of risk management and the capability
maturity model, each key principle in COSO would have to be re-phrased in such away
that (instead of asimple Yes/No answer) compliance with a particular principle could be

evaluated on afive point scale. The proposed ORMMM levels are presented in Table 12.



Table 12: Proposed Operational Risk Management Maturity Model

Maturity Level Criteria Relevance of COSO
Management recognizes that ORM needs to be .
. addressed but there are no standardized processesin Thereisno awareness of the CO.SO .
1initial . L . framework or other comprehensive risk
place and operational risk issues (such as mgjor management models.
losses) are only addressed reactively. % '
Selected components of the COSO have
Management is aware of ORM issues, and selected Eﬁgnngleg?tigrﬁg:tsg@ed
2 Managed Eﬁgﬁ;ﬂg’eﬁgﬁiﬂgg Enag I!\r;";pégeﬂted, Assessment). ORM organizational
implemented across the oraani zation structures have been identified but not
P 9 ’ fully staffed. Management reactsto
Crises.
The COSO has been implemented across
: : those businesses with the most
Stand.arg.zed ORfM Process bargm plax?? ag(rjots;s tt he operational risk. ORM staffingis
3 Defined organization, performance IS being monitoreq bu complete. No consistent quantitative
root cause analysis of problemsis only occasionally measurements of performance arein
being applied. place and management actions are
initiated only to address critical issues.
Standar_dl zed processes are n place e_\nd All components of the COSO have been
responsibilities and process ownerships are clearly implemented across most busin
defllned. ORM processes are aligned with the Consistent monitoring isin place and
business strategy. Quantitative measurements, such | . formation fl 104l levels of
4 Quantitatively | asKey Risk Indicators (KRI), arein place for al Inrorm |ont clé\:(vts Oal ev tso
Managed processes and economic capital is being allocated management. External experts are
. employed to assess the operation of al
against these measures. However, there are no processes. Management actions are
continuous improvement programs in placeto aign initiated t'o reduce areas of significant
operational risk with the organization’s risk ational risk
appeite. operationa risk.
Best practice ORM processes are in place and are The full COSO framework isin place
closely aligned with business strategies. Costs and across the organi zation and being applied
5 Optimized benefits of operationa risk management are by all levels of management.

defined, are balanced against risks and are
communicated and applied across the whole
organi zation.

Management has funded plansto
improve the level of ORM maturity of al
businesses.

Mc Connell (2005) refers to Lainhart (2001) where he identifies some of the benefits of

taking a maturity model approach to process implementation and improvement in I T,

which can be generalized to other complex management processes. He notes that a

maturity model, such as CMMI:

e Providesascaethat lendsitself to pragmatic comparison between

implementations of the same processin different situations.
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e Provides a scale where differences can be easily measured.

e Isrecognizable as aprofile of the enterprise in relation to a particular process.

e Assistsin determining As-ls, Should-Be and To-Be positions relative to a
process and its maturity.

e Lendsitself to doing Gap Analysisto determine what needs To-Be done to
achieve a chosen maturity level for a particular process.

e Isnot industry specific or generally applicable since the nature of the business

will determine what the appropriate level is.

Mc Connell (2005) suggested that the numeric score for al key principles could then be
averaged (with some weighting of individual categoriesif necessary) to produce an
overal score for the ORM maturity of the business/organization being evaluated. A
colored heat map that summarizes the current state of ORM systems across an
organization, using the classification of business lines mandated by Basel |1 against the
high-level components of COSO is proposed to provide practical tools to assist

executive boards and management, in developing and improving their ORM.
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CHAPTER FOUR

METHODOLOGY

Basdl 11 Requirement Analysis

The improvement of banks' operational risk management frameworks concerns new
requirements addressed in Basdl 11 (Di Renzo & Bernard, 2005). The main sources are
the publications of the Basel Committee: Basel Il (Basel Committee, 2004), and a
document entitled Sound Practices for the Management and Supervision of Operational
Risk (Basel Committee, 2003a). Other important sources were the workshops organized
and the documents published by the Basel Committee (2001a, 2001b, 2001c, 2001d,
2002a, 2002b, 2002c, 2003a, 2003b, 2004) where supervisors described their
expectations form banks' ORM framework and the assessments' organizational
constraints. Then, the descriptions of ICMs and ORM methods and good practices,
including loss data analyses, were used. Finaly, the articles and case studies structured
on the operationa failures of the companies were read and interpreted.

As mentioned, three approaches are proposed in Basel 11 for the calculation of
minimum capita requirements for operational risk. So, the requirements were structured
along those three approaches. For instance, the requirement that as part of the bank’s
internal risk assessment system, the bank must systematically track relevant operational
risk dataincluding materia losses by business lines (Basel Committee, 2004, p.663) is
essential to the SA. Moreover, these approaches are ranked in increasing order of

sophistication. The more advanced approach encompasses the requirements of the less
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sophisticated approaches. This structure has been adopted for the definition of the
categories of requirements. For instance, if a bank adoptsan AMA, it will have to meet
the following requirement: Any internal risk measurement system must be consistent
with ... theloss event types ... (Basel Committee, 2004, p.669) in addition to the
requirement given above for the SA.

The structure of risk management activities can also be gathered from the
requirements. For instance, the requirement that the ORM function must be responsible
for developing strategies to identify, assess, monitor, and control/mitigate operational
risk (Basel Committee, 2004, p.663), indicates activities composing the management of
risks. In this example, the following activities are identified: Risk identification, Risk
assessment, Risk monitoring and Risk mitigation/control.

Some requirements refer to a clear assignment of responsibilities and authorities,
such as the requirement that the bank must have techniques for creating incentives to
improve the management of operational risk throughout the firm (Basel Committee,
2004, p.663). This example shows that financia and manageria incentives must be used
in order to ensure that each bank employee contributes to the improvement of the
operational risk management framework.

Since Basdl 11 requires a supervisory review process i ncluding the assessment of
the control environment, it isalso required that supervisors should consider the quality
of the bank’ s management information reporting and systems, the manner in which
business risks and activities are aggregated, and management’ s record in responding to
emerging or changing risks (Basel Committee, 2004, p.751). In addition, Basel |1
requires that the bank have clear and effective policies, procedures, and information

systems to monitor compliance with ... (Basel Committee, 2004, p.496), that each
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supervisor develop detailed review procedures to ensure that banks' systems and
controls are adequate to serve ... (Basel Committee, 2004, p.6 & p.389), and that
management must also ensure, on an ongoing basis, that the rating system is operating
properly (Basel Committee, 2004, p.439) in different sections.

In addition to Basel 11 itself, ITGI (2007b) published a draft document entitled IT
Control Objectivesfor Basel 11 on 9 May 2007. ITGI (2007b) istaking the proactive step
of addressing risk in financial service organizations, regarding that information risk and
information technology have become decisive factors in shaping modern business, and
many financial service organizations have undergone a fundamental transformation in
terms of IT infrastructures, applications, and IT related internal controls. Since IT related
components such as applications, infrastructure e ements and controls are all defined as
parts of operational risk, ITGI (2007b) maps Basel 11 principles for operationa risk
against information technology risk.

Therefore, ITGI (2007b) defines a set of ten guiding principles for information
risk management, where these guiding principles correspond to the principles of ORM
as set down in Basel 11, and where these risks are related to IT scenarios and controls.
Theten IT guiding principles (ITGP) developed by ITGI (2007b) are as follows:

1. ITGP1: Operationa Risk Awareness

2. ITGP2: Internal Audit Requirement

3. ITGP3: Management Policies, Processes, Procedures

4. 1TGPA4: Risk Assessment

5. ITGP5: Risk and Loss Monitoring

6. ITGP6: Control and Mitigation Policies, Processes, Procedures

7. ITGP7: Business Continuity Management
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8. ITGP8: Framework for Risk Control and Mitigation
9. ITGP9: Independent Evaluation

10. ITGP10: Disclosure

These ten principles are established on the ten Basel |1 principles and their IT relevance
and requirements by 1TGI (2007b). Thus, the requirementsin Basel Il and their impacts
on IT are evaluated and a RGC framework based on ITGPs is established. The core
Basel 11 principles are listed asfollows:
1. Board of directors should be aware of the need for an operational risk
management framework.
2. Operational risk management framework is subject to effective and
comprehensive internal audit.
3. Develop policies, processes and procedures for managing operational risk.
4. ldentify and assess the operational risk.
5. Regularly monitor operational risk profiles and material exposures to |osses.
6. Have policies, processes and procedures to control and/or mitigate materia
operational risks.
7. Have contingency and business continuity plans.
8. Have framework in place to identify, assess, monitor and control/ mitigate
material operational risks.
9. Conduct regular independent evaluation of a bank’s policies, procedures and
practices related to operational risks.

10. Sufficient public disclosure.
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ITGI (2007b) refers only to the Cobi T framework at sub-domain level by bridging the
Basel Il principles and CobiT principles, rather than to the control objective level. In
addition, ITGI (2007b) builds an ORM framework, which sets the principles and guides
the stakeholders rather than proposing anew ICM for ORM. However, ITGI (2007b)
brings the concepts of risk management, corporate and IT Governance, ICMs, and
related regulations, and highlights the importance of corporate governance, risk
management, and regulatory compliance (GRC). Therefore, the aim of this paper has
been to assess whether IT Governance frameworks and standards (information control
models) are appropriate at the control objective level for controlling the operational
risks, and to integrate and harmonize them in order to project an aggregated I T checklist
for ORM. In the following sections, the methodol ogy used while establishing the

aggregated I T checklist for ORM is detailed.

Mapping Information Control Models to Operational Risks

Each and every control objective in ICMs, which are covered in this study, have been
mapped to the seven loss event types defined in Basel 11 (Basel Committee, 2004,
annex.7), which are also operational risk categories (Basel Committee, 2004, p.669). In
the same way, each and every control objectivein ICMs have been mapped to the three
control types defined by ITGI (2005): preventive, detective, and corrective. In order to
be able to scale the contribution level of each ICM and the penetration level of each
control objective smoothly, one-to-one mapping has been performed. However, one-to-

one mapping caused an underestimation of the secondary mapping aternatives since
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control objectives may have an impact on other operational risk categories and
additionally on different control types.

While mapping the control objectives, their nature is considered. For example, a
control objective may be attained by applying preventive, detective or corrective control
at different levels and steps of a process. However, the goal of the control objectiveis
used as the motivation on which the mapping is based, e.g. if the control objectiveis
about monitoring a process, it is mapped to a detective control. In the same way, a
control objective may cover the internal fraud or external fraud risk. However, the prior
objective of the control objectiveis used as the motivation on which the mappingis
based, e.g. if the control objective is about access rights, it is mapped to internal fraud,
rather than considering the access rights of the third parties, since there are different
objectives related to relationships with third parties.

Therefore, the loss event type activities exampled in Basel 11 have been extended
in order to cover the context, domains, controls and IT based activities in ICMs so that a
guideline for mapping is prepared. For loss event types, the following activities have
been added:

e Internal Fraud: Roles and responsibilities, segregation of duties, data ownership,
user account and identity management, promotion to production, logging
mechanism.

e Externa Fraud: Contracted staff security, external network security, externa
network connections, exchange of data.

e Employment Practices and Workplace Safety: Organizational structure, staffing,

competencies, staff evaluation, training.
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e Clients, Products & Business Practices Policies, procedures and standards,
control environment, IT strategy and business practices alignment, IT risk
management, I T supervisory and advisory boards, IT budgeting, enterprise IT
models (business / technical requirements), portfolio management, value
management and delivery, resource management, database management, data
classification, data confidentiality.

e Damageto Physical Assets. Site selection and layout, externa facilities, offsite
storage, media library management, access to physical assets and sensitive
documents, disposal.

e Business Disruption and System Failures: Disaster Recovery Plan, Business
Continuity Plan, configuration, infrastructure, incident, problem and change
management, service desk, development activities, release and distribution,
update and upgrade, testing, back-up and recovery.

e Execution, Delivery & Process Management: Service Level Agreements,
performance monitoring, key personnel, scheduling, reporting, data integrity,

data processing.

Focus Group Assessment

While mapping the control objectives to the operational risk categories, we organized a

workshop in order to ensure the reliability of the study. External IT auditors from

consultancy services, internal auditors from the business world, and professionals from

academic institutions participated in the workshop and served as judges by assessing the
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proposed mappings between the control objectivesin Cobi T, operational risk categories
and control types. Since other ICMs have been mapped to Cobi T (ITGI, 2006aand
ITGI, 2007a), the focus group assessed only the Cobi T and Basel 11 mapping that |
proposed before the workshop, in the workshop. Thus, the focus group increased the
validity and reliability of the study since the mappings are based on subjective
appraisals.

In order to be able to assess the mappings, the focus group wasinformed about
the operational risk categories, the loss event type examples based on I T, and the control
types with an invitation letter. The letter included the basic concepts related to the ORM
and ICMs before the workshop and with a presentation during the workshop. Thus, the
focus group had a common understanding of the concepts covered in the aggregated I T
checklist.

During the workshop, the focus group discussed each control objectivein Cobi T
and accepted the mapping or rejected it and proposed a new mapping. The control
objectives were ordered according to the operational risk categories proposed, and
discussed in this order. Therefore, the participants had awider view of the context of
each operational risk category and a chance to comprehend and compare the control
objectivesin a specific operational risk category. Additionally, the participants were
requested to write down their choice of mappings on the set of documents as evidence.
The participants are listed in Appendix A.

Table 13 shows us the results of the deviation analysis between the proposed
mapping and the mapping performed during the workshop regarding the control
objectivesin CobiT. The detailed mappings are given in Appendix B. The number of

control objectives in the mapping category represents the numbers that the focus group
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decided on. The number of complied mapping regarding loss event type, control type,
and both represent the numbers of the control objectivesfor which the focus group has
affirmed the proposed mapping. The results show us that the proposed mappings were
relevant for 188 control objectives out of 215 control objectives regarding only loss
event type, for 182 control objectivesout of 215 control objectives regarding only
control type, and for 156 control objectives out of 215 control objectives regarding both,

that is with 87.44%, 84.65%, and 72.56% confidence levels respectively.

Table 13: Deviation Analysis between Proposed Mapping and Workshop Results

Number of Number of Number of | Number of
Control Complied Complied Complied
Maoping C Objectives Mapping M P! M P!
apping Category inthe (Loss Event apping apping
. (Loss Event (Control
Mapping Type and Type) Type)
Category | Control Type)
internal Fraud Detective 1 1 1 1
nternal Frau Preventive 11 7 7 11
External Fraud Detectlye L 1 1 1
Preventive 4 3 3 4
Employment Corrective 2 1 2 1
Practices and Detective 3 3 3 3
Workplace Safety Preventive 12 11 12 11
Clients, Products & Corrective S 3 3 3
Busi n&'ss Practices Detectlye ! > 6 6
Preventive 55 40 43 51
Damage to Physical :
ASSELS Preventive 11 10 11 10
Business Disruption Corrective 3 2 3 2
and System Failures Detectlye 5 3 5 3
Preventive 24 14 21 17
Execution, Delivery | Corrective 9 9 9 9
& Process Detective 28 22 26 24
Management Preventive 36 21 32 25
Grand Total 215 156 188 182
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Table 14 summarizes the differences between the proposed mappings and the focus
group assessment resultsin each operational risk category and control type where

applicable.

Table 14: Differences between Proposed Mappings and Workshop Results

Maopifg Catetor Focus Group Number of Proposed
apping Lategory Assessment Results Mapping

Internal Fraud Detectl\_/e = :

Preventive 11 10

Detective 1 1
External Fraud Preventive 4 3
Employment Practices gggt\ll\ée :2;, é
and Workplace Safety Preventive 12 14

. Corrective 3 6

Clients, Products & Detective 7 6
Business Practices -

Preventive 55 46
Damage to Physical Detective 0 1
Assets Preventive 11 10
Business Disruption and gc;g::/\ée 2 2
System Failures -

Preventive 24 24
Execution, Délivery & gc;g::,\ée 298 éi
Process Management Preventive 36 25
Grand Total 215 215

Table 15 presents the consensus within the focus group while mapping the control
objectivesin CobiT with the decision of the majority or unanimous agreement. The
detailed consensus results are given in Appendix B. The results show us that the focus
group generally reached a consensus, especially for the security related issues such as
internal fraud, external fraud and damage to physical assets. Since there was a discussion
onthe T activities regarding business continuity, whether it should be categorized under
business disruption and system failures or execution, delivery & process management,

the consensus on these areas are lower than the others. There are seventeen control
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objectives where the focus group made a majority decision, and 198 control objectives
where the focus group was unanimous in its decision while mapping the control

objectivesin CobiT.

Table 15: Workshop Consensus Results

Operationd Risk Category Workshop Results ConI:lrl(J)rlngf); gtive
Internal Fraud Dec!s!on W!th ma o.r It)./ 1
Decision with unanimity 11
External Fraud Dec!s_on Wl.th may o.r |t¥ 1
Decision with unanimity 4
Employment Practices and Decision with majority 2
Workplace Safety Decision with unanimity 15
Clients, Products & Business Decision with majority 2
Practices Decision with unanimity 63
Damage to Physi cal Assets Decision with unanimity 11
Business Disruption and System | Decision with mgjority 4
Failures Decision with unanimity 28
Execution, Delivery & Process Decision with majority 7
Management Decision with unanimity 66
Grand Tota 215
Gap Analysis

Using the mapping results for CobiT’ s control objectives, performed during the
workshop and mappings between CobiT and other ICMs (ITGI, 2006aand ITGI,
2007a), control objectivesin BS7799, 1SO27001, ITIL and COSO have been mapped to
the operational risk categories and control types. Asaresult, agap analysis between
ICMsis done by calculating the contribution and penetration levels of each ICM in each
operational risk category and control type.

The contribution level isthe percentage of the control objectivesin an ICM

dedicated to a specific operational risk category in Basal 11, considering al control
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objectivesin that ICM. The contribution level indicates how many control objectivesin
an ICM are covering which operational risk category in Basel 1. The penetration level is
the percentage of the control objectivesin an ICM, dedicated to a specific operational
risk category in Basel |1 and to a specific control type, considering all control objectives
in that ICM. The penetration level indicates how many control objectivesinan ICM are
covering which operationa risk category in Basel Il and in which nature. It is possible to
understand which ICM focuses on which operational risk category by interpreting the
contribution level. It is possible to understand which ICM focuses on which operational
risk category and in which nature of control by interpreting the penetration level.

After mapping the control objectivesin ICMsto the operational risk categories
and control types, the contribution level of each ICM for each operational risk category

has been calculated using the following formula:

CL cu=CO R/COT icm ¥ 100 as

CL 1cm: Contribution Level of ICM for the Operational Risk Category

CO r: Number of Control Objectivesin ICM mapped to the Operational Risk Category

COT icm: Total Number of Control Objectivesin ICM.

In the same way, the penetration level of each ICM for each operational risk category

and each control type has been calculated using the following formula:

PL icm = CORrt/ COT icm * 100 as
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PL icm: Penetration Level of ICM for the Operationa Risk Category and Control Type
CO rr: Number of Control Objectivesin ICM mapped to the Operational Risk Category

and Control Type

COT |cm: Total Number of Control Objectivesin ICM.
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CHAPTER HIVE

FINDINGS

Contribution and Penetration Leve s of Information Control Models

The contribution and penetration levels of each ICM are presented in Table 16. These
levels show us the characteristics of the control objectivesin ICMs considering the
operational risk categories and control types.

The table points out that the ICMs have mostly preventive control objectives
rather than detective and corrective control objectives, e.g. there are no corrective
controls for external fraud or damage to physical assets risk categories.

The table shows us that CobiT is the best practice regarding the Employment
Practices and Workplace Safety, Clients, Products & Business Practices, and Execution,
Delivery & Process Management operational risk categoriesif we consider that COSO is
arisk management framework rather than an IT Governance standard. |SO27001 isthe
best practice regarding the Interna Fraud and Damage to Physical Assets operational
risk categories. BS7799 is the best practice regarding External Fraud, and ITIL isthe
best practice regarding the Business Disruption and System Failures operational risk
category.

Asaresult, theresults are in line with the nature of ICM since BS7799 and
1SO27001 focus on security and ITIL focuses on change management, availability

management, and problem management.
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Table 16:; Contribution and Penetration Levels of Information Control Models

(in percentage)

Operationa Risks | Impact | Control Type | CobiT | BS7799 | 1SO27001 | ITIL | COSO
CL Tota 5.58 25.20 26.32 2.14 2.56
internal Fraud Preven_tive 5.12 22.05 23.31 2.14 2.56
PL Detective 0.47 2.36 2.26 0.00 0.00
Corrective 0.00 0.79 0.75 0.00 0.00
CL Tota 2.33 18.11 16.54 0.00 0.00
Externa Fraud Preven_tive 1.86 15.75 13.53 0.00 0.00
PL Detective 0.47 2.36 3.01 0.00 0.00
Corrective 0.00 0.00 0.00 0.00 0.00
Employment CL Tota . 7.91 3.15 3.01 214 | 10.26
Practices and Preveqtlve 5.58 2.36 2.26 2.14 | 10.26
Workplace Safety PL Detectlye 1.40 0.00 0.00 0.00 0.00
Corrective 0.93 0.79 0.75 0.00 0.00
Clients. Products CL Tota . 30.23 | 13.39 12.78 26.43 | 56.41
& BUSi ness Pra/eqtlve 25,58 | 11.02 10.53 20.00 | 56.41
Practices PL Detectlye 3.26 2.36 2.26 6.43 0.00
Corrective 1.40 0.00 0.00 0.00 0.00
CL Tota 5.12 15.75 15.79 0.71 0.00
Damage to Preventive 5.12 14.96 15.04 0.71 0.00
Physical Assets PL Detective 0.00 0.79 0.75 0.00 0.00
Corrective 0.00 0.00 0.00 0.00 0.00
. CL Totd 14.88 | 15.75 15.79 4143 | 15.38
Business -

. . Preventive 11.16 9.45 9.77 2571 | 5.3
Disruption and PL Detective 233 | 472 526 | 12.86 | 10.26
System Failures - : : : - .

Corrective 1.40 157 0.75 2.86 0.00
Execution, CL Totd 33.95 8.66 9.77 27.14 | 15.38
Delivery & Preventive 16.74 4.72 4.51 12.14 | 0.00
Process PL Detective 13.02 3.94 5.26 10.71 | 15.38
Management Corrective 4,19 0.00 0.00 4.29 0.00
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Asshown in Table 16, COSO concentrated on the business practices, process

management and business disruption. BS7799 and 1 SO27001 have similar contribution
and penetration levels since they are security standards, and 1SO27001 has been
developed using BS7799. Therefore, they have higher contribution and penetration
levels especidly for internal and external frauds, and damage to physical assets. In
addition, CobiT focuses on the employment practices, business practices and process
management, asit isan IT Governance framework and has control objectives designed

for support and delivery of IT services. ITIL concentrates on the business disruptions




since it has specific domains related to incident, problem, availability and change

management.

Best Practices Approach based on Cobi T

The gap analysis between the ICMs and the workshop results leads us to recommend an
aggregated I T checklist for ORM since the ICMs covered in this study contribute to the
operational risk categories at different levels and penetrate into them in different natures
considering the control types. Although theimportance of 1T controls is embedded in the
COSO internal control framework, IT management requires more examplesto help
identify, document and evaluate IT controls (ITGI, 2004). In addition, PCAOB, the
regulatory body established by US legislators to oversee companies (and auditors')
compliance with the Sarbanes-Oxley, recommends the COSO framework as a minimum
standard (Datardina, 2005). Therefore, we recommend that COSO to be implemented as
a starting point by each organization in order to enable the management of operational
risks, because COSO is arisk management framework, and companies are starting to
move away from considering their risks in isolation, and are looking beyond the
traditional hazard and financid risk towards strategic and operational risks (GIRO,

2002).

The COSO approach refers to ERM, which has been viewed as the management
of businessrisk, financia risk, operational risk and risk transfer to maximize afirm's
value to owners and customers (Norris & Young, 2005). Risk transfer is the exchange of

the unknown financial impact of specified events to athird party for a known financia
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cost through insurance or securitization (Dowd, 2001). Finally, COSO (2004) itself
defines ERM as a process, affected by an entity’s board of directors, management and
other personnel, applied in strategy setting and across the enterprise, designed to identify
potential events that may affect the entity, and manage risks to be within its risk appetite,

to provide reasonabl e assurance regarding the achievement of entity objectives.

In addition to COSO, the CobiT IT Governance framework is recommended as a
baseline since effective I'T Governance requires control over IT processes (Payne, 2003)
asin CobiT, considering that IT processes cover the setting of objectives, giving
directions on how to attain objectives and measuring performance in completing these
activities (Korac-Kakabadse & Kakabadse, 2001). To improve the overall performance
of IT and reduce the failure caused by inappropriate I T activities, there is a need for
careful design, planning, acquisition and implementation of IT to manage its various
activities and risks (Beaumaster, 2002 & Hardy, 2002). It is important to properly
manage I T resources through a set of IT processes that provide the information which
the enterprise needs to achieve its objectives (Payne, 2003). CobiT is based on
international best practicesfrom various countries, including the United States of
America, Europe, Australia, Canada and Japan; therefore, it serves as a more than
appropriate framework on which the comparative framework can be based (Bornman &
Labuschagne, 2006). Moreover, Cobi T has been regularly accepted and applied by the
Turkish banks since 2006 (BRSA, 2006b), and aligns with the spirit of the Sarbanes-
Oxley requirement that any framework used be open and generally acceptable (ITGI,

2004). As aresult, CobiT bridges the gaps between business risks, control needs, and
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technical issues, and we recommend that Cobi T to be a baseline although it is not best
practice for each operational risk category in Basel 1.

Therefore, we recommend additional control objectives of the best practices to
be added to CobiT for the operational risk categories in which it is not best practice. In
addition, referring to the proposal of CobiT, Hardy (1995) defines Cobi T as a common
framework, which is cumulative instead of exclusive and based on forty-one primary
reference materids. While determining the additional control objectives, control
objectives assigned to operational risk categories in CobiT have been mapped to the

control objectives in best practice. Thus, only different control objectives have been

added and the overlapping of control objectives has been avoided.

Table 17: Aggregated IT Checklist for Operational Risk Management

_ _ Best C_ontrol Con_trol _ Addit_i onal Control
Operational Risks Practice Qb] ectives Obj ectivesin Obj ectl\{eﬁfor
inCobi T Best Practice CobiT
Internal Fraud 1SO27001 12 35 27
External Fraud BS7799 5 23 15
Employment Practices and Workplace Safety Cobi T 17 17 N/A
Clients, Products & Business Practices CobiT 65 65 N/A
Damage to Physical Assets 1SO27001 11 21 12
Business Disruption and System Failures ITIL 32 58 29
Execution, Delivery & Process Management Cobi T 73 73 N/A

Table 17 shows us the structure of the aggregated IT checklist for ORM. Although

COSO is best practice considering the Employment Practices and Workplace Safety, and

Clients, Products & Business Practices operational risk categories, CobiT is considered

as best practicein these areas since COSO is recommended as a starting point of risk

management. For Employment Practices and Workplace Sefety, Clients, Products &

Business Practices and Execution, Delivery & Process Management, the control
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objectives of CobiT are appropriate to cover operational risksin these areas. Therefore,
thereis no need for additional control objectives. For Interna Fraud, twenty-seven
additional control objectives from 1SO27001 are required in order to able to cover
operational risksin this area. In the same way, for External Fraud, fifteen additional
control objectives from BS7799 are required, for Damage to Physical Assets, twelve
additional control objectives from 1SO27001 are required, and for Business Disruption
and System Failures, twenty-nine additional control objectives from ITIL are required.
The additional control objectivesfor each ICM are listed in Appendix C.

As aresult, COSO and CobiT serve as the starting point of the aggregated 1T
checklist for ORM since CobiT relates to COSO at a broad level and it is relatively
simple to combine COSO with CobiT at a conceptua level (Panko, 2006), as illustrated

in Figure 20.
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Figure 20: Best practices approach based on Cobi T

As shown in Figure 20, the assessment of the operational risks categorized inBasdl 11 is

performed using a maturity model, which is derived from CobiT. The control objectives
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in the aggregated IT checklist for ORM are assessed using the maturity levels detailed in

CobiT (ITGI, 2005) or in CMMI (SEl, 2002) as shown in Table 18.

Table 18: Maturity Levels

Maturity Level Cobi T CMMI
0 Non-existent N/A
1 Initial / Ad-hoc Initial
2 Repeatable but Intuitive Managed
3 Defined Process Defined
4 Managed and Measurable Quantitatively Managed
5 Optimized Optimized
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CHAPTER SIX

CONCULUSION

As explained above, an aggregated IT checklist for ORM is acombined ICM, whichis
based on COSO and Cobi T and expanded using the control objectives from BS7799,
1SO27001, and ITIL where they are best practices in specific operational risk category
defined in Basel 11. Since organizations may have different frequency and severity
matrices regarding each operational risk category, they have a chance to apply the
aggregated I T checklist asawhole or separately according to the evaluation of their loss
data history by comparing the QI S2 results (RMG, 2002) or later researches.

Accordingly, each organization should tailor an IT control approach suitable to
its size and complexity, considering the COSO ERM framework (ITGI, 2004), and
should develop its GRC (ITGI, 2007b). The aggregated IT checklist for ORM, whichis
actually a best practices approach based on Cobi T, respondsto Basel 1| ORM
requirements by comparing the ICMs at the control objective level regarding their
penetration and contribution levelsto ORM, rather than offering guidance for ORM
steps.

The managers and internal or external audit mechanisms can use this study as an
operational risk assessment tool by rating each control objectiveas Mc Connell (2005)
discusses such a measurement need. The assessment of the operational risks categorized
in Basel Il is performed using a maturity model, which is derived from Cobi T. The
control objectivesin the aggregated IT checklist for ORM are assessed using the

maturity levels detailed in Cobi T (ITGI, 2005) or in CMMI (SEI, 2002).
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For further research, a guideline for assessing the maturity levels of the control
objectives coming from Cobi T and other ICMs can be prepared in order to evaluate the
maturity level of each control objective and to assess the ORM in an organization as a
whole In addition, other ICMs might be evaluated according to the operational risk
categoriesin Basel 11, considering that different IT processes need the guidance of
various models specified in these areas. Sincethe ICMs discussed in this study are
updated according to the business world’ s requirements, such as new editions of CobiT,
where CobiT 4.1 has been published during the documentation of the study, and ITIL,
whereITIL 3.0is going to be published in the third quarter of 2007, the study should be
revised and updated accordingly.

With so much to do and so little time or resources, the operational risk managers
need to prioritizethe stepsin ORM and apply the 80/20 rule (Lanz, 2002). By focusing
on and assigning resources to high-priority risks and exposures, operational risk
managers can cost-effectively mitigate risk to an acceptable level for their enterprise.
Independently from the methods and models employed during the ORM process,
organizations should not forget Hoffman’s (2002) statement: all the risk management in

the world cannot compensate for a flawed corporate vision and culture.
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APPENDIX B

CONTROL OBJECTIVE MAPPING DETAILS

Table 19: Mapping Legend

Context Item Symbol
Interna Fraud

Externa Fraud

Employment Practices and Workpl ace Safety
Clients, Products & Business Practices
Damage to Physical Assets

Business Disruption and System Failures
Execution, Delivery & Process Management
Preventive

Control Types | Detective

Corrective

Operationa
Risk Categories

O|O|g|N|jo|u|Mw(N|(F-

Table 20: Mapping Results

Consensuson
Detailed Control Objective in Cobi T E/{gsglsﬁg ngj’n()p Mapping in the
Workshop
PO1.1 1T Vaue Management 4-p 4-p OK
PO1.2 Business-IT Alignment 4-p 4-p OK
PO1.3 Assessment of Current Performance 7-D 7-D OK
PO1.4IT Strategic Plan 4-P 4-P OK
PO1.5IT Tactica Plans 4-P 4-P OK
POL1.6 IT Portfolio Management 6-P 4-p OK
PO2.1 Enterprise Information Architecture Model 6-P 4-P OK
23265_ Enterprise Data Dictionary and Data Syntax 6-P 4-p OK
PO2.3 Data Classification Scheme 6-P 4-P OK
PO2.4 Integrity Management 6-P 4-P OK
PO3.1 Technological Direction Planning 6-P 4-p OK
PO3.2 Technological Infrastructure Plan 6-P 4-P OK
PO3.3 Monitoring of Future Trends and Regulations 7D 7-D OK
PO3.4 Technology Standards 4-P 4-P OK
PO3.5IT Architecture Board 4-p 4-p OK
PO4.1 1T Process Framework 4-p 4-p OK
PO4.2 IT Strategy Committee 4-p 4-p OK
PO4.3 IT Steering Committee 4-p 4-p OK
POA4.4 Organizational Placement of the IT Function 3-P 3-P OK
POA4.5 IT Organizational Structure 3-P 3-P OK
PO4.6 Roles and Responsibilities 1-P 1-P OK
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6 times 7-P,

PO4.7 Responsibility for IT Quality Assurance 7-D 7-P once 7-D
POA4.8 Responsibility for Risk, Security and
Compl s y y 4-P 1P OK
PO4.9 Data and System Ownership 4-P 1-P OK
PO4.10 Supervision 4-P 4-P OK
POA4.11 Segregation of Duties 1-P 1-P OK
PO4.12 IT Staffing 3D 3-P OK
PO4.13 Key IT Personnel 1-P 7-P OK
PO4.14 Contracted Staff Policies and Procedures 4P 2-p 6 times 2-P,
once 4-P
POA4.15 Relationships 3-P 3-P OK
PO5.1 Financial Management Framework 4-P 4-P OK
PO5.2 Prioritisation Within IT Budget 4-P 4-P OK
PO5.3 IT Budgeting Process 4D 4-D OK
PO5.4 Cost Management 4D 4-D OK
PO5.5 Benefit Management 4D 4-D OK
PO6.1 IT Policy and Control Environment 4-P 4-P OK
PO6.2 Enterprise I T Risk and Internal Control a-p a-p OK
Framework
PO6.3 IT Policies Management 4-P 4-P OK
PO6.4 Policy Rollout 4-P 4-P OK
PO6.5 Communication of IT Objectives and Direction 4D 4P 6times4-P,
once 4-D
PO7.1 Personnel Recruitment and Retention 3-P 3-P OK
PO7.2 Personnel Competencies 3D 3-D OK
PO7.3 Staffing of Roles 3-P 3-P OK
PO7.4 Personnel Training 3-P 3-P OK
PO7.5 Dependence Upon Individuals 3-P 3-P OK
PO7.6 Personnel Clearance Procedures 3-P 1-P OK
PO7.7 Employee Job Performance Eval uation 3D 3-C 4 times 3C3
times3-D
PO7.8 Job Change and Termination 1-P 1-P OK
PO8.1 Quality Management System 4D 4-D OK
PO8.2 IT Standards and Quality Practices 4-P 4-P OK
PO8.3 Devel opment and Acquisition Standards 4-P 4-P OK
PO8.4 Customer Focus 7-P 7-P OK
PO8.5 Continuous | mprovement 4-C 4-C OK
P0O8.6 Quality Measurement, Monitoring and Review 7-D 7-D OK
PO9.1 IT and Business Risk Management Alignment 4-P 4-P OK
PO9.2 Establishment of Risk Context 4-P 4-P OK
PO9.3 Event Identification 7-D 7-P OK
PO9.4 Risk Assessment 4-C 4-D OK
P09.5 Risk Response 4-C 4-C OK
Eloagﬁ Maintenance and Monitoring of aRisk Action 2D 7D OK
PO10.1 Programme Management Framework 6-P 4-P OK
PO10.2 Project Management Framework 4-P 4-P OK
P0O10.3 Project Management Approach 4-P 4-P OK
PO10.4 Stakeholder Commitment 7-D 4-P OK
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PO10.5 Project Scope Statement 4-P 4-P OK
PO10.6 Project Phase Initiation 4-P 4-P OK
PO10.7 Integrated Project Plan 4-P 4-P OK
. 4times3-P, 3
PO10.8 Project Resources 3-P 3-P times 7-P
PO10.9 Project Risk Management 7-P 7-D OK
PO10.10 Project Quality Plan 4-P 4-P OK
PO10.11 Project Change Control 7-D 7-P OK
P0O10.12 Project Planning of Assurance Methods 4-C 4-C OK
P010.13_Pro_Ject Performance Measurement, Reporting 7.D 7.D OK
and Monitoring
PO10.14 Project Closure 7-C 7-C 6times 7-C,
once 7-P
AI1.1.Definition and Maintenance of Business 4P 4P OK
Functiona and Technical Requirements
Al1.2 Risk Analysis Report 4D 4-D OK
Al1.3 Feasibility Study and Formulation of Alternative
Courses of Actizn g 4-C 4-P OK
Al 1.4 Requirements and Feasibility Decision and 4-C a-p OK
Approva
Al2.1 High-level Design 4-P 4-p OK
Al2.2 Detailed Design 4-P 4-p OK
Al2.3 Application Control and Auditability 7-P 7-P OK
Al2.4 Application Security and Availability 4-P 1-P OK
Al2.5 Configuration and Implementation of Acquired
Application Software &P &P OK
Al2.6 Maor Upgrades to Existing Systems 6-P 6-P OK
Al2.7 Development of Application Software 6-D 6-D OK
Al2.8 Software Quality Assurance 7-P 7-D OK
Al2.9 Applications Requirements Management 7-C 7-D OK
Al2.10 Application Software Maintenance 7-C 7-C Gtimes7-C,
once 7-P
Al3.1 Technological Infrastructure Acquisition Plan 6-P 4-P OK
Al 3._2 Ir_1f _rastructure Resource Protection and 6-P 6-P OK
Availahility
Al3.3 Infrastructure Maintenance 6-P 6-P OK
Al13.4 Feasibility Test Environment 1-P 6-P OK
Al4.1 Planning for Operational Solutions 4-P 7-P OK
Al4.2 Knowledge Transfer to Business Management 3-P 3-P OK
Al4.3 Knowledge Transfer to End Users 3-P 3-P OK
Al4.4 Knowledge Transfer to Operations and Support 3.p 7.p OK
Staff
Al5.1 Procurement Control 4-p 4-p Glimes4-P,
once 7-P
Al5.2 Supplier Contract Management 7-P 7-P OK
Al5.3 Supplier Selection 7-P 7-P OK
Al5.4 Software Acquisition 7-P 7-P OK
Al5.5 Acquisition of Development Resources 7-P 7-P OK
g:alsé'? eﬁgl\l/?;;n of Infrastructure, Facilities and 7.p 7.p OK
Al6.1 Change Standards and Procedures 4-P 4-P OK
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Al6.2 Impact Assessment, Prioritization and

Authorization 1P &P oK
6 times 1-P,
Al6.3 Emergency Changes 1-P 1-P once 6-P
Al6.4 Change Status Tracking and Reporting 1-D 7-D OK
Al6.5 Change Closure and Documentation 1-D 7-D OK
Al7.1 Training 3-P 3P OK
Al7.2 Test Plan 7-C 7-P OK
Al17.3 Implementation Plan 7-P 7-P OK
Al7.4 Test Environment 7-D 7-P OK
Al7.5 System and Data Conversion 6-P 6-P OK
. 5times 7-P,
Al7.6 Testing of Changes 7-C 7-P twice 7-C
) 5 times 7-P,
Al7.7 Final Acceptance Test 7-C 7-P twice 7-C
Al17.8 Promation to Production 1-P 1-P OK
6 times 6-P,
Al7.9 Software Release 6-C 6-P once 6-C
AI17.10 System Distribution 6-C 6-P OK
Al17.11 Recording and Tracking of Changes 1D 1-D OK
Al7.12 Post-implementation Review 7-C 7-C OK
DS1.1 Service Level Management Framework 7-P 7-P OK
DSL.2 Definition of Services 4P 7P 6 times 7-P,
once 4-P
DS1.3 Service Level Agreements 7-P 7-P OK
DS1.4 Operating Level Agreements 7-P 7-P OK
zfﬁl; lzln?;ttz” ng and Reporting of Service Level 2D 7D OK
85&?&23” ew of Service Level Agreements and 7.C 7.C OK
DS2.1 Identification of All Supplier Relationships 7-P 7-P OK
DS2.2 Supplier Relationship Management 7-P 7-P OK
DS2.3 Supplier Risk Management 7-D 7-P OK
DS2.4 Supplier Performance Monitoring 7-D 7-D OK
DS3.1 Performance and Capacity Planning 7-D 7-P OK
DS3.2 Current Capacity and Performance 7-C 7-D OK
DS3.3 Future Capacity and Performance 7-P 7-P OK
DS3.4 IT Resources Availability 6-P 6-P OK
DS3.5 Monitoring and Reporting 7-D 7-D OK
D341 1T Continuity Framework 6-P 6-P OK
DS4.2 IT Continuity Plans 6-P 6-P OK
D$4.3 Critical IT Resources 6-P 6-P OK
DS4.4 Maintenance of the IT Continuity Plan 6D 6-P Stimes6-P,
twice 6-D
D$A.5 Testing of the IT Continuity Plan 6-C 6-C OK
DS4.6 I T Continity Plan Training 3P 6P 6 times 6-P,
once 7-P
D$A.7 Distribution of the IT Continuity Plan 4-P 4-P OK
D34.8 IT Services Recovery and Resumption 7-C 7-P OK
D$4.9 Offsite Backup Storage 5-p 5-p OK
D$4.10 Post-resumption Review 6-P 6-C OK
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DS5.1 Management of I T Security 4-pP 4-P OK
DS5.2 IT Security Plan 4-pP 4-p OK
DS5.3 Identity Management 1-P 1-P OK
DS5.4 User Account Management 1-P 1-P OK
DS5.5 Security Testing, Surveillance and Monitoring 7-P 7-P OK
DS5.6 Security Incident Definition 6-P 6-P OK
DS5.7 Protection of Security Technology 5-P 5-P OK
DS5.8 Cryptographic Key Management 2-P 2-P OK
DS5.9 Malicious Software Prevention, Detection and 2D 2D OK
Correction
DS5.10 Network Security 2-p 2-P OK
DS5.11 Exchange of Sensitive Data 2-P 2-P OK
DS6.1 Definition of Services 7-D 7-D OK
DS6.2 IT Accounting 7-D 7-D OK
DS6.3 Cost Modelling and Charging 7-P 7-P OK
DS6.4 Cost Model Maintenance 7-C 7-C OK
DS7.1 Identification of Education and Training Needs 3D 3-D OK
DS7.2 Delivery of Training and Education 3-C 3-C OK
DS7.3 Evaluation of Training Received 3D 3-D OK
DS8.1 Service Desk 6-P 6-P OK
DS8.2 Registration of Customer Queries 6-P 6-P OK
DS8.3 Incident Escalation 6-C 6-P OK
. 6 times 6-D,
DS8.4 Incident Closure 6-C 6-D once 6-P
DS8.5 Trend Analysis 6-D 6-D OK
DS9.1 Configuration Repository and Baseline 6-D 6-P OK
:?esr?wsz I dentification and Maintenance of Configuration 6-C 6-P OK
DS9.3 Configuration Integrity Review 6-D 6-D OK
DS10.1 Identification and Classification of Problems 6-D 6-P OK
DS10.2 Problem Tracking and Resolution 6-C 6-C OK
DS10.3 Problem Closure 6-C 6-D OK
DS10.4 Integration of Change, Configuration and
Problem M?Fagement ) ) 6P 6P OK
DS11.1 Business Requirements for Data Management 4-P 4-P OK
DS11.2 Storage and Retention Arrangements 4-P 4-P OK
DS11.3 Media Library Management System 5-P 5-pP OK
DS11.4 Disposal 5-P 5-P OK
DS11.5 Backup and Restoration 6-P 6-P OK
DS11.6 Security Requirements for Data Management 4-P 4-P OK
DS12.1 Site Selection and Layout 5-P 5-P OK
DS12.2 Physical Security Measures 5-P 5-P OK
DS12.3 Physical Access 5-P 5-pP OK
DS12.4 Protection Against Environmenta Factors 5-p 5-p OK
DS12.5 Physical Facilities Management 5D 5-P OK
DS13.1 Operations Procedures and I nstructions 4-P 4-P OK
DS13.2 Job Scheduling 7-P 7-P OK
DS13.3IT Infrastructure Monitoring 7-D 7-D OK
DS13.4 Sensitive Documents and Output Devices 5-P 5-P OK
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DS13.5 Preventive Maintenance for Hardware 5-P 5-P OK
MEZ1.1 Monitoring Approach 7-P 7-P OK
MEZ1.2 Definition and Collection of Monitoring Data 7-P 7-P OK
MEZ1.3 Monitoring Method 7-P 7-P OK
ME1.4 Performance Assessment 7-D 7-D OK
MEL.5 Board and Executive Reporting 7-D 7-D OK
MEL.6 Remedia Actions 7-C 7-C OK
ME2.1 Monitoring of Internal Control Framework 7-D 7-D OK
ME2.2 Supervisory Review 7-D 7-D OK
MEZ2.3 Control Exceptions 7-D 7-D OK
ME2.4 Control Self-assessment 7-D 7-D OK
ME2.5 Assurance of Interna Control 7-D 7-D OK
MEZ2.6 Interna Control at Third Parties 7-D 7-D OK
ME2.7 Remedia Actions 7-C 7-C OK
ME3.11 ification of L Regulations Havin
Potenial mpactontT e 7D | 7R oK
M E3._2 Optimization of Response to Regulatory 7.C 7.C OK
Requirements
M ES..S Evaluation of Compliance With Regulatory 7D 7.D OK
Requirements
ME3.4 Positive Assurance of Compliance 7-P 7-P OK
MES3.5 Integrated Reporting 7-D 7-D OK
MEA4.1 Establishment of an IT Governance Framework 4-P 4-P OK
ME4.2 Strategic Alignment 4-P 4-P OK
ME4.3 Value Delivery 7-P 4-P OK
ME4.4 Resource Management 7-P 4-P OK
ME4.5 Risk Management 7-D 4-D OK
ME4.6 Performance M easurement 7-D 7-D OK
ME4.7 Independent Assurance 7-C 7-C 6 times 7-C,
once 7-D
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APPENDIX C

ADDITIONAL CONTROL OBJECTIVES FROM BEST PRACTICES

Table 21: Additional Control Objectives from Best Practices

Best Practice Control Objective in Best Practice Mapping
1SO27001 A.6.1.4 Authorization process for information processing facilities 1-P
1SO27001 A.8.3.2 Return of assets 1-P
1SO27001 A.9.2.7 Removal of property 1-P
1SO27001 A.10.1.4 Separation of development, test and operational facilities 1-P
1SO27001 A.10.6.2 Security of network services 1-P
1SO27001 A.10.7.3 Information handling procedures 1-P
1SO27001 A.10.7.4 Security of system documentation 1-P
1SO27001 A.10.10.1 Audit logging 1-D
1SO27001 A.10.10.3 Protection of log information 1-P
1SO27001 A.10.10.4 Administrator and operator logs 1-D
1SO27001 A.10.10.5 Fault logging 1-D
1SO27001 A.11.1.1 Access control policy 1-P
1SO27001 A.11.2.2 Privilege management 1-P
1SO27001 A.11.2.3 User password management 1-P
1SO27001 A.11.3.1 Password use 1-P
1SO27001 A.11.3.3 Clear desk and clear screen policy 1-P
1SO27001 A.11.4.5 Segregation in networks 1-P
1SO27001 A.11.4.6 Network connection control 1-P
1SO27001 A.11.4.7 Network routing control 1-P
1SO27001 A.11.5.1 Secure log-on procedures 1-P
1SO27001 A.11.5.3 Password management system 1-P
1SO27001 A.11.5.4 Use of system utilities 1-P
1SO27001 A.11.5.5 Session time-out 1-P
1SO27001 A.11.5.6 Limitation of connection time 1-P
| SO27001 A.11.6.1 Information access restriction 1-P
1SO27001 A.12.4.2 Protection of system test data 1-P
1SO27001 A.12.4.3 Access control to program source code 1-P
BS7799 4.6.7.2 Security of mediain transit 2-P
BS7799 4.6.7.3 Electronic commerce security 2-P
BS7799 4.6.7.4 Security of electronic mail 2-P
BS7799 4.6.7.6 Publicly available systems 2-P
BS7799 4.6.7.7 Other forms of information exchange 2-P
BS7799 4.7.4.2 Enforced path 2-D
BS7799 4.7.4.3 User authentication for external connections 2-P
BS7799 4.7.4.4 Node authentication 2-P
BS7799 4.7.4.5 Remote diagnostic port protection 2-P
BS7799 4.7.8.1 Mobile computing 2-P
BS7799 4.7.8.2 Teleworking 2-p
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BS7799 4.8.2.3 Message authentication 2-P
BS7799 4.8.3.2 Encryption 2-P
BS7799 4.8.3.3 Digital signatures 2-P
BS7799 4.10.1.6 Regulation of cryptographic controls 2-D
1SO27001 A.7.1.1 Inventory of assets 5-P
1SO27001 A.7.1.2 Ownership of assets 5P
1SO27001 A.7.1.3 Acceptable use of assets 5P
1SO27001 A.9.1.3 Securing offices, rooms and facilities 5-P
1SO27001 A.9.1.5 Working in secure areas 5-P
1SO27001 A.9.1.6 Public access, delivery and loading areas 5-P
1SO27001 A.9.2.2 Supporting utilities 5-P
1SO27001 A.9.2.3 Cabling security 5-P
1SO27001 A.9.2.5 Security of equipment offpremises 5P
1SO27001 A.11.3.2 Unattended user equipment 5-P
1SO27001 A.15.1.3 Protection of organizational records 5-P
1SO27001 A.15.3.2 Protection of information systems audit tools 5-P
ITIL Design and implement technical migration plans 6-P
ITIL Roll-out ICT solutions 6-P
ITIL Provide technica guidance and specialist support 6-P
ITIL Assess I T capabilities 6-D
ITIL Plan deployment 6-P
ITIL Plan handover and support 6-P
ITIL Maintain CMDB and CDB 6-P
ITIL Understand resource usage and workflow 6-D
ITIL Prepare and maintain capacity plan 6-P
ITIL Formulate availability and recovery design criteria 6-P
ITIL Review IT service and component availability 6-D
ITIL Consider security requirements 6-P
ITIL Improve availability within cost constraints 6-C
ITIL Plan and design service desk infrastructure 6-P
ITIL Specify targets and effectiveness metrics 6-P
ITIL Determine service desk functions 6-P
ITIL Resource and manage service desk effectively 6-P
ITIL Control problems 6-D
ITIL Assess infrastructure errors 6-D
ITIL Control errors 6-D
ITIL Undertake major problem reviews 6-C
ITIL Establish CMDB and DSL 6-P
ITIL Maintain and track Cl status 6-D
ITIL Verify and audit Cls against CM DB records 6-D
ITIL Maintain forward schedul e of change 6-D
ITIL Review change 6-P
ITIL Rel ease design, build and configuration 6-P
ITIL Roll-out planning 6-P
ITIL Release review 6-P
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