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ABSTRACT 

On the Nature of the Semantics-Pragmatics Distinction 

 

In linguistics and philosophy; syntax, semantics, and pragmatics are typically held to 

characterize some complementary yet distinct aspects (i.e. explanans) in a language 

with respect to some related significance (i.e. explanandum) such as meaning, 

language comprehension, communication, and cognition. In the last decades, the 

question of how to draw the semantics-pragmatics distinction in a principled way has 

become one of the most noteworthy, but equally most contentious, question in 

philosophy of language and in philosophy of linguistics. This dissertation questions 

the nature and the extent of the endeavors for drawing the distinction in a principled 

way in order that it outlines methodological warrants for a better understanding of 

the distinction. In this respect, the dissertation argues for the deflationary stance 

which contends that semantics and pragmatics are stipulative categories under which 

more fundamental theories underlying them are trivially abridged. For this matter, 

the dissertation critically analyzes the object-level interpretations of the distinction 

on the basis of some assumptions (derivativeness, integrity, autonomy, sharpness, 

and cursiveness) and the assumption schema (the Aspect Distinction Assumption) on 

which these object-level interpretations typically rest. Accordingly, the dissertation 

takes issue with the substantiality of the distinction by deflating its alleged 

significance in substantivizing some adopted explanandum about a given language.  
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ÖZET 

Anlambilim-Edimbilim  

 

Dilbilim ve felsefede; sözdizim, anlambilim ve edimbilim genellikle bir dilin anlam, 

bir teorik önemi (explanandum) ile ilgili 

olarak bu dilin farkl  explanans) karakterize etmek için 

, ilkeli, yani 

belirleyici, ; dil felsefesinde ve dilbilim felsefesinde 

en dikkat çekici ama  derecede lardan biri haline gel . Bu 

, anlambilim-edimbilim  daha iyi kavrayabilmemiz için gerekli 

metodolojik   bu 

sorgula . Bu amda; bu 

 temel olarak anlambilim ve edimbilim kategorilerinin

daha temel teorileri  önemsiz bir trivially

stipulative) kategoriler tmekteyken kuramsal 

önemini  

, yani nesne düzeyindeki,  

ilksel  (türevsellik, bütünlük, özerklik, keskinlik ve gidimlilik) ve 

  (Dilsel Yön  ) 

-  Sonuç 

 anlambilim-edimbilim ayr
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CHAPTER 1 

INTRODUCTION 

 

1.1 Theoretical background 

In linguistics and philosophy, the division of labor in language understanding is 

commonly schematized by the basic triad that consists of syntax, semantics, and 

pragmatics each of which stands for complementary yet distinct aspects of the 

language in question. These aspects, at face value, could provide us a methodological 

convenience by schematically representing the structure of a language with respect to 

diverse linguistic roles. Thus, the basic triad is often stipulated to show how natural 

and formal languages are, or are to be, analyzed in a schematic manner.  

 The aspects in the basic triad can be tentatively defined as follows: (i) syntax 

concerns with the formal body covering the code-to-code relations and the 

codification rules in a language; (ii) semantics works out the formal relations 

between codes and what content/information/meaning are encoded/denoted by them; 

(iii) pragmatics deals with the inter uses. 

The boundaries among the aspects might differ depending on what the aspects stand 

for and how they relate to each other. Such interpretative variations, at the bottom 

line, arise from some diversifying, and even competing, analyses of the following 

components: (i) codes (formal, natural, linguistic, non-linguistic, type-like, token-

like, abstract, concrete, implicit/explicit and etc.),  (ii) content (e.g. stable, unstable, 

literal, non-literal, representational, non-representational, propositional, non-

propositional, assertoric, non-assertoric, truth-conditional, non-truth-conditional and 

so on.),  (iii) relation (e.g. entailment,  implication, relevance, decoding, inferential, 

and etc.), (v) use (e.g. speech acts, competence, performance, contextual, non-
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contextual, conventional, conversational  and 

so on). Hence, the aspects of the basic triad might complement and relate to each 

other in varying manners depending on how a theory construes the above notions 

which are to characterize the boundaries amongst them. As a result, the boundaries 

among syntax, semantics, and pragmatics could be drawn in drastically diverse ways 

to the effect that the basic triad stands at the center of contentions. Hence, many 

philosophers and linguists have proposed differing characterizations of the division 

of labor in language understanding based on their disputes over the tentative 

characterization of the basic triad, along with its accompanying notions.  

Particularly, the question of how to draw the boundaries between semantics 

and pragmatics has become one of the most disputed questions in the last decades. 

Although how to delimit the boundaries between semantics and pragmatics varies 

from one theory to another, there are at least two main strands to delimit the 

semantics-pragmatics distinction, namely complementarism and reductionism. The 

complementarist views typically preserve the semantics-pragmatics distinction in one 

way or another whereas the reductionist views melt one aspect into another.1 These 

views engage with the question of how to draw the distinction through the first-order 

questions that pertain to the domains/domain-specific functions related to semantics 

and pragmatics.2 For that matter, endorsing the semantics-pragmatics distinction, in 

one way or another, already implicates certain assumptions on the division of labor 

in language understanding. Behind such a classificatory division, there are five 

underlying assumptions which I call the underlying cinquain or simply the cinquain.  

 

1 In addition to complementarism and reductionism
of pre-pragmatics by which she widens the basic triad. Thus, I label her treatment as expansionism.  
2 By domain-specific functions, I simply mean the adopted properties/processes/relations which are to 
define the domain of an aspect distinctively in a given language. 
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They can be listed as follows:  

 Derivativeness Assumption: Proposing distinct aspects derives from the 

conviction that natural language phenomena can be distinguished and classified 

in a substantive manner.  

 Integrity Assumption: The proposed aspects, as a whole, constitute an integrity to 

form a satisfactory language model accommodating with each natural language 

phenomenon.  

 Sharpness Assumption: The boundaries among the proposed aspects are sharply 

definitive so that there are no borderline/anomalous phenomena.  

 Autonomy Assumption: Each aspect entails a viable degree of autonomy in the 

sense that the proposed aspects have their own domains and/or domain-specific 

functions by which we can definitively distinguish one aspect from another. In 

this regard, each aspect has its own mark. 

 Cursiveness Assumption: The proposed aspects contribute to one another in a 

cursive manner (e.g. symmetrical or asymmetrical ) to the effect that 

all/most/some pragmatic phenomena rest on semantic components, all/most/some 

semantic phenomena rest on syntactic components and so on.  

Although how the boundaries are drawn might vary from one theory to another, these 

competing theories fall within the borders of the cinquain. At this level, discussions 

and elucidations on the semantics-pragmatics distinction center around providing a 

coherent account in terms of the cinquain and the accompanying theories such as a 

theory of meaning, a theory of reference, a theory of truth and so on. Nevertheless, 

these competing philosophical stances depend on some questions underlying the 

distinction in the first place: (i) Is there a substantial ground in language or human 

cognition to draw such a distinction in a principled way; (ii) If not, what reason or 
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reasons there should be to make the distinction in our methodology of linguistic 

analysis? From this perspective, the question of the distinction must be grounded in 

two levels, i.e. the object (first-order) level and the higher-order level. 

 

1.2 In defense of a deflationary account  

As mentioned above, there might be several ways of drawing the distinction based on 

the preceding analyses of some notions which are prior to endorsing that there are 

such and such aspects of a given language. At the object level of analysis, a theory 

describes the semantics-pragmatics distinction with respect to some explanatory 

significance (i.e. explanandum) related to some given language; moreover, how the 

theory describes it depends on other related notions and theories which characterize 

the domains and the ranges of the domain-specific functions of each aspect. Hence, 

the distinction is thought to be defined in a principled way only if a definition of the 

distinction is coherent and empirically plausible for satisfying this adopted 

explanatory significance in virtue of  the given language phenomena (e.g. natural 

language phenomena such as indexicals), the adopted notions (e.g. meaning, truth, 

position), criteria (e.g. context-sensitivity), theoretical commitments (e.g. the 

correspondence theory of truth, structured propositions) and such. In brief, the 

theories of the semantics-pragmatics distinction, at the object level of analysis, 

attempt to account for an adopted explanandum by means of some aspects which are 

claimed to satisfy this explanandum through their complementary, yet discernible,  

domains/domain-specific functions.  

In most theories, explaining the language understanding amounts to the 

explanatory significance/explanandum in question. In some other theories, this 

explanatory significance corresponds to a more particularized notion, i.e. meaning. 
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Nevertheless, the most prevalent theories of the distinction, satisfactory or not, rests 

on the same fundamental assumption which is subjected to some higher-order 

evaluation for the sake of meta-theoretical concerns and questions that are basic to 

any postulation of the alleged boundaries between semantics and pragmatics. 

Hereby, the fundamental assumption of the semantics-pragmatics distinction (which 

I call the Aspect Distinction Assumption) goes as follows: 

The Aspect Distinction Assumption (ADA): In a language L, there are 
distinguishable n-tuple aspects (i.e. explanans) of L-related significance (i.e. 
explanandum) if and only if there are respectively n-tuple domains/domain-
specific functions which have distinguishable ranges (outputs) that are 
substantial -to some degree or another- in accounting for L-related 
significance.  

 
As my literature survey will reveal later on, there are numerous ways to put forward 

the distinction based on ADA. To illustrate such variations, the language L can 

universally include both natural and formal languages although it can also be 

restricted to natural languages in terms of some universally shared properties and 

phenomena. On the other hand, these two variations do not exhaust all alternatives by 

virtue of languages. For instance, one can fairly reduce it to a particular system of a 

formal language such as the first-order standard deductive logic. Furthermore, 

theories can also go into divergent ways based on the notion of L-related 

significance. Linguistics, for instance, typically takes this significance as the 

systematicity in the study of natural languages so that the aspects are taken to stand 

for methodologically substantial fields in the study of language. On the other hand, 

the complementarist philosophers such as Carnap often interpret L-related 

significance to provide a well-grounded understanding of meaning, and this sort of 

interpretation leads them to consider the aspects in terms of the substantiality of their 

roles in grounding their adopted notion of meaning.  Finally, the domain-specific 

functions, per se, can vary with a theory although they are proposed to be discernable 
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at any rate. Most of the discussions amongst the complementarist views, along with 

their contentions with reductionist views, rely on how to define these domain-

specific functions in a distinguishable way by which they are substantial to L-related 

significance such as language comprehension, communication, and meaning.  

Regardless of how ADA can be interpreted at the object-level, there is one 

meta-theoretical question underlying each possible interpretation of ADA: What 

grounds the viability of ADA in terms of its general framework? There are at least 

three main strands to interpret this higher-order question: (i) Linguistic substantiality; 

(ii) Cognitive substantiality; (iii) Methodological convenience. According to the first 

two views, ADA, within its framework, is legitimate because there are substantial 

phenomena, processes, and facts to which these aspects correspond in the way that 

the framework of ADA stipulates. In other words, there are either linguistic or 

cognitive sorts of stuff (entities, features, properties, processes, and so on) that are 

substantial to drawing the distinction in terms of ADA.3 The first sort of 

substantiality view has been a mainstream stance in philosophy until 

contributions to intention-based communication modularity thesis, and 

Sperber & relevance theory.4 Moreover, the viability of ADA can be 

grounded in its methodological convenience when these aspects are taken as 

stipulative categories to provide a systematic model for a given L-related 

significance. Many theories in linguistics and meta-semantics stipulate these aspects 

for the sake of some methodological clarity and theoretical progress.  

3 Following Stojanovic (2014), I use the term stuff for not committing myself into a precise domain of 
discourse concerning with semantics or pragmatics. Here I have no intention commit myself into any 
technical use of the term as in stuff ontology.  
4 These discussions will be explicated in Chapters 4 and 5.  For now, it is worth mentioning that a 

theoretic account.  
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In addition to the above views, some further responses can be delivered by 

virtue of the question of what grounds the viability of ADA which commits one to 

characterize a language taxonomically. In my dissertation, I will defend one of these 

further responses which purport to deflate the notion of L-related significance to the 

effect that the semantics-pragmatics distinction has rather stipulative significance and 

methodological convenience at best.  

For one thing, ADA, at the object level, underdetermines a principled 

distinction between semantics and pragmatics. First, L-related significance (e.g. 

language understanding or linguistic meaning) inherently underdetermines how 

many aspects there can be. For instance, the conceptions of the same significance can 

result in varying interpretations based on distinct theories of meaning (e.g. meaning 

as use, internalist accounts of meaning, externalist accounts, behavioristic accounts, 

and so forth). Based on the adopted theory of meaning, there could be an indefinite 

number of ways to postulate a criterion or criteria for drawing the semantics-

pragmatics distinction. More importantly, these criteria are also derivative on how 

they are characterized in terms of selected notions such as context, truth, and 

conventional meaning. Thus, our taxonomy on the aspects of some significance in a 

language L is already the by-product of our theoretical notions that surround this 

significance and the adopted language itself. In this respect, if any given semantics-

pragmatics distinction is taken to be viable or substantial then the preceding theories 

which result in positing such a schematic distinction must be substantial in the first 

place.  

Still, what makes one account of the distinction preferable to another relies on 

its internal coherence and explanatory efficacy with respect to some linguistic 

phenomena that are relevant to the adopted notion of language in the preferred 



8 

account. Yet, I believe it is not the case that a robust or principled distinction 

between semantics and pragmatics leads to a robust theory of L-related significance 

such as a theory of meaning, but the other way around could be the case. Thus, the 

plausibility of ADA does not come from the substantiality which supposedly 

underwrites the given aspects and L-related significance but the substantiality of such 

empirical grounds or postulations rests on how we theorize L-related significance in 

the first place.  

 The semantics-pragmatics distinction, I believe, is rather stipulative in the 

face of ADA and the cinquain. Throughout my dissertation, I will posit some 

arguments for the deflationary interpretation of the semantics-pragmatics distinction 

although I also think that the distinction might have a great theoretical convenience 

for the analyses of many notions in philosophy of language. Yet, there are some 

other concerns to cast a doubt on the viability of the semantics-pragmatics 

distinction. First, the accounts of the distinction which entail to ADA form a 

taxonomy of somehow monotonic domains in terms of the cursiveness assumption 

and autonomy assumption in the cinquain. In other words, the ranges (outputs) of one 

domain-specific function are to be the inputs of the other domain-specific function to 

the effect tha input to semantics, which in 

014, p.2). Hence, the input-output 

relation between the aspects is often proposed to explain the relations between them 

while they constitute a substantial ground for the given L-related significance. 

Nevertheless, one does not have to endorse this monotonic model nor appeal to the 

input-output relation. Levinson (2000), here, remarks:  

There is every reason then to try and reconstrue the interaction between 
semantics and pragmatics as the intimate interlocking of distinct processes, 
rather than, as traditionally, in terms of the output of the one being the input 
of the other. (p. 242) 
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As ADA suggests, this input-output relation interconnects the defined aspects which 

have distinct n-tuple domains with distinguishable functions. In a model for any L-

related significance, one can prefer a different characterization of the aspects in terms 

of their inter-connections. Instead of taking these aspects as distinct n-tuple domains, 

one can rest her model on a continuum that involves phenomena which partake of 

particular characteristics (conventionality, truth-conditionality, and context-

sensitivity) in varying degrees. Then, the semantics-pragmatics distinction dissolves 

into surface problems depending on how to assign continuous degrees of 

characteristics and how to define them. Furthermore, one can also reject the input-

output relation by providing an intersectional model where some phenomena 

concerning with L-related significance becomes a matter of one aspect to some 

degree and becomes a matter of another aspect to another degree. François Nemo 

(1999) offers such a model where phenomena are distributed on a Cartesian plane in 

terms of their varying degrees of divergence and convergence. Again, how this 

distribution works out depends on some definitions of the relevant axis, namely 

semantics and pragmatics.  

Although I do not propose such models as the substantial ways to make the 

semantics-pragmatics distinction, they make my deflationary view tenable in the 

sense that the viability of the distinction is purely a matter of taxonomy and 

modeling. In this regard, I take the basic triad in its widest sense: Syntax concerns 

with linguistic codes, semantics concerns with encoded stuff (content, information, 

with them.  These aspects can be interrelated, distinguished or unified in a number of 

diverse but equally coherent ways; nevertheless, each one of these interpretations 
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remains stipulative in terms of some other notions and discussions prior to proposing 

the distinction. 

 

1.3 Dissertation structure 

In my dissertation, I particularly question how to ground the viability of the 

semantics-pragmatics distinction. In doing so, I will trace the distinction through two 

levels of interpretation, i.e. the object level and the higher-order level. In the first 

three chapters (Chapters 2-5), I will discuss the distinction at the object-level to 

derive some meta-theoretical conclusions from the object-level discussions in order 

for developing and discussing my deflationary account of the semantics-pragmatics 

distinction.  

In Chapter 2, the boundaries between semantics and pragmatics will be 

charted on the basic triad while outlining the underlying assumptions, i.e. the 

cinquain, which typically follow from accepting the classificatory division such as 

the basic triad. In doing so, I will show how and why any distinction between 

semantics and pragmatics can vary from one theory to another at the object level 

analysis of them. In addition to my discussion on the basic triad, the aspect of syntax 

will be mentioned to show the reason why it can be withheld in the face of the 

question at hand.  

In Chapter 3, I will survey how theorists typically draw the distinction and 

what stances they take on the distinction. In this respect, some stances will be 

renamed and re-grouped independently of some common depictions in the literature. 

Moreover, the question of why the distinction matters to philosophy will be 

explained and discussed in terms of the various appearances of the distinction in the 
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literature. Throughout the chapter, I will indicate why it seems contentious and why 

it is significant to seek out a clean-cut distinction between semantics and pragmatics. 

 The fourth chapter will survey common characteristics and the main types of 

criteria which are defended to delimit semantics and pragmatics. In this respect, I 

will survey the common dichotomies proposed for distinguishing these aspects. 

Moreover, the main types of criteria (conventionality vs. non-conventionality, 

context-sensitivity vs. context-insensitivity, truth-conditionality vs. non-truth-

conditionality) will be explored by explicating the accompanying notions such as 

literal meaning, context, pragmatic intrusion and semantic underdeterminacy. Again, 

many examples will be provided from natural language phenomena that constitute 

overt challenges to certain accounts. In this chapter, I will present the criteria in their 

generic outlines irrespective of presenting how certain philosophers particularly 

postulate or justify them in the literature. Finally, a higher-order analysis will be 

provided in terms of why these main types of criteria seem to be irreconcilable in the 

face of certain linguistic phenomena. Throughout the chapter, I will emphasize why 

and how arduous to settle on a single formula for the semantics-pragmatics 

distinction.  

In Chapter 5, I will complete the premise of Chapter 4 and represent what 

approaches are taken to draw the distinction by influential philosophers in the 

 Kaplan, Stalnaker, and Lewis) approach to 

the distinction. Furthermore, what is said and what is 

implicated will be discussed with specific respect to his notions such as natural 

meaning/non-natural meaning, implicatures, and tion. 

approach to the distinction will be illuminated in terms of his notion of impliciture, 
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propositional radical and pragmatic enrichment. Finally, the relevance-theoretic 

approach will be discussed as the cognitivist approach to the distinction. In this 

chapter, I will generally discuss the internal coherency and empirical plausibility of 

each approach although I relate each chapter with my analyses on the cinquain and 

the Aspect Distinction Assumption. 

In the concluding chapter, I will defend my deflationary position based on the 

assumptions and lessons drawn from earlier chapters. In doing so, ADA will be 

clarified in the face of philosophers  distinct object-level interpretations of the 

distinction. By analyzing ADA with respect to its elements and framework, I will 

argue that tackling the question of the semantics-pragmatics distinction has neither 

major nor primary import since making such a distinction ultimately hinges on some 

fundamental theories pertaining to the notions such as meaning, truth, context, 

communication, linguistic cognition and so on.  
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CHAPTER 2 

CHARTING THE BOUNDARIES 

 

2.1 The basic triad and the cinquain 

In linguistics and philosophy, formal models in the study of a language (a formal or 

natural one) are often schematized by the triadic division that consists of syntax, 

semantics, and pragmatics, each of which stands for complementary yet distinct 

aspects of the language in question.  Furthermore, the basic triadic division is often 

adopted to analyze how natural or formal languages can be or should be formed in a 

schematic manner; thereby, it might be stipulated in descriptive models as well as in 

prescriptive ones for the sake of given methodological convenience. The basic triadic 

model could be traced 1938) and Rudolf C 7, 

1942) formulations, and it is plainly articulated as follows: (a) syntax: the study of 

formal relations of one lexical code with another; (b) semantics:  the study of formal 

relations between lexical codes and what they encode; (c) pragmatics: the relations of 

lexical codes to their users and interpreters (Huang, 2014; Levinson, 1983).5  

Endorsing the basic triad entails that each aspect has its own autonomous 

field of study in the sense that the aspects in language understanding include self-

governing rules such as domain-specific functions/roles (i.e. a syntactic rule for using 

- How the boundaries amongst these 

aspects are demarcated and interfaced differ depending on various sorts of theoretical 

5 This interpretation of the basic triad is Carnapian in character. Although both Morris (1938) and 
Carnap (1937, 1942, 1988) put forward the basic triad as a significant model for a study of language, 
they differ in how to construe the explanatory significance of this study and thereby how to 
characterize the aspects in the basic triad.  By proposing the triadic model, Morris attempts to 
construct a conceptual framework for a general theory of signs, i.e. semiosis. Hereby, Morris employs 
a behavioristic un
us
discussions, see Chapter 5.  
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assumptions and arguments about a language (e.g. formal languages such as the 

standard deductive logic or natural languages such as English) and its accompanying 

components (such as linguistic, formal, content-laden and communicative ones). In 

this sense, the notion of a language which consists of three complementary aspects 

turns out to be a derivative notion that rests on preceding conceptions and theoretical 

discussions on the notion of language itself.  

Still, if a theorist endorses the complementarity of all these three aspects in 

the study of language then she requires to sharply form the defining roles and 

characteristics of each aspect to the effect that she can also explain how domain-

specific functions/roles of each aspect become relevant to the others in terms of 

linguistic understanding in general. In this respect, the theories, which endorse the 

basic triad, typically make a sharp and pertinent distinction amongst the aspects to be 

able to hold that each has its own subfield in a theory of language.  

Leaving aside the main discussions on the issue for a moment, a tentative 

characterization about syntax, semantics, and pragmatics can be worked out as 

follows: (i) syntax is the study of linguistic codes (e.g. words, sentences and so on) in 

virtue of their formal occurrences and arrangements; (ii) semantics is the study of 

meaning in virtue of what information syntactic components formally encode (e.g. 

literal meaning, propositions and such); (iii) pragmatics, at last, studies the use of 

semantic components in virtue of what linguistic acts are performed by making use 

of these semantic components on an occasion of use. This tentative characterization 

will not explain away the discussions on how to draw the boundaries in the basic 

triad, nonetheless, it looks adequate to point out how the proponents of the basic triad 

typically relate each aspect with another. As the tentative characterization suggests, 

there is a transitive yet asymmetric relation between one aspect to another in the 
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sense that syntax pr

As I will later discuss its distinct interpretations and 

implications in detail, the basic triad converges the notions of asymmetry and 

autonomy for being able to draw the boundaries of the aspects in a correlative yet 

distinct manner. In this regard, it is a standard conviction among the views on the 

basic triad that each aspect has its own autonomous domain and/or domain-specific 

function although an aspect retrieves their input from another aspect which is 

comparatively basic to it. Thus, the basic triad typically stands for a cursive model 

which suggests the asymmetrical division of labor in language understanding, even if 

each domain is recursive in itself for the sake of its autonomy.  

Understanding the theoretical convictions behind the basic triad plays an 

integral role in understanding the nature of the semantics-pragmatics distinction. So 

far, I have underlined some general assumptions that any view, which commits itself 

to the distinct aspects in a language, could endorse in one way or another.6 There are 

at least five general assumptions which can be summarized as follows:  

(1) Derivativeness Assumption: Positing distinct aspects derives from the 

conviction that natural language phenomena can be distinguished and 

classified in a substantive manner. This is a higher-order or 

methodological assumption, yet the basic triad is also derivative at the 

object level of analysis. As a classificatory model for language 

understanding, the proposed aspects also derive from a general theory 

of language which needs to include prior analyses on the notions by 

The above assumptions circumstantially accompany with some relatively minor presuppositions. 
Generally, they commit to the presence of universal semantics and pragmatics to the effect that every 
natural language more or less partakes of the same system of semantics and pragmatics. Moreover, the 

 characteristics in a 
linguistic exchange. 
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which the division of labor in language understanding is determined. It 

inherently implicates the idea that there are sound and coherent 

accounts of the subjects such as sentence, proposition, utterance and so 

on.  

(2) Integrity Assumption: The proposed aspects, as a whole, constitute an 

integrity to form a satisfactory language model accommodating with 

each natural language phenomenon. For that matter, the proposed 

aspects in such a model have no redundancy in accounting for the given 

linguistic explanandum.  

(3)  Sharpness Assumption: The boundaries among the proposed aspects 

are sharply definitive so that there are no anomalous/borderline 

phenomena. Any linguistic phenomena in a given language have the 

mark of at least one of the aspects depending on the criteria or criterion 

distinguishing one aspect from another. Thus, the aspect distinctions are 

modeled to exclude anomalous phenomena that do not conclusively 

belong to the domain/domain-specific functions of one aspect.  

(4) Autonomy Assumption: Each aspect entails a viable degree of 

autonomy. The proposed aspects have their own domains and/or 

domain-specific functions by which we can definitively distinguish one 

aspect from another. In this regard, each aspect has its own mark. 

(5) Cursiveness Assumption: The proposed aspects contribute to one 

another in a cursive manner (e.g. symmetrical or asymmetrical ) to the 

effect that all/most/some pragmatic phenomena rest on semantic 

components, all/most/some semantic phenomena rest on syntactic 

components and so on.  The basic triad, for instance,  constructs the 
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interfaces between syntax, semantics, and pragmatics in a cursive (e.g. 

asymmetrical) way: The domain of discourse concerning with each 

aspect impinges on each other in one-directional and cursive manner to 

the effect that all/most/some pragmatic phenomena rest on semantic 

components, all/most/some semantic phenomena rest on syntactic 

components and so on.  

Although these assumptions can be divided into more atomic parts or can be 

multiplied by adding more, they are sufficient for the sake of my argumentative 

progress. These assumptions, which I will revisit and scrutinize in the following 

chapters, can be called as the underlying cinquain for terminological convenience. It 

is important to notice that a theory of the semantics-pragmatics distinction does not 

have to commit itself to the entire cinquain. More importantly, many linguists and 

philosophers digress from others on how they particularly construe the assumptions 

(4) and (5) even if they also digress among themselves on the question of autonomy.7 

However, the assumptions (1)-(3) are commonly endorsed by the complementarist 

views even though they differ in construing the last two assumptions of the cinquain. 

Not wishing to commit myself to an essentialist definition, I could only feebly 

suggest that (1)-(3) might be considered as the necessary conditions for defending 

the basic triad while (4) and (5) amount to the sufficient conditions. After all, the 

assumptions (1)-(3) reflect what it methodologically takes to propose an n-tuple 

division of aspects. On the other hand, the assumptions (4)-(5) concerns with 

For different characterizations of the distinction, see Ariel (2010), Bach (1999b,2004a,2004b,2005, 
2006, 2012), Bianchi (2004), Borg (2004), Cap (2010),  Carnap (1942, 1988), Cappelen & Lepore 
(2003, 2005, 2007a, 2008), Carston (1999, 2002, 2007, 2008a, 2008b), Dever (2013), Gauker (2008, 
2012), Gillon (2008), Higginbotham (1985), Lewis (1975,1979,1980), Peregrin (1999), Putnam (1970, 
2013), Recanati (1989, 2002c, 2002e, 2010), Salmon (2005), Searle (1958, 1962, 1969, 1978), Stanley 
& Szabo (2006), Stalnaker (1970), Stojanovic (2014), Szabo (2006), Travis (2008).  
  



18 

interrelations amongst the given division of aspects. Moreover, it is also difficult to 

typify them under a certain sort of problematic because each assumption could be 

taken in a descriptive or prescriptive manner irrespective of each other.8 For instance, 

take the assumption (5). A formal semanticist in the ideal language tradition can 

regard it as a regimentation criterion by which she can discard anomalous 

phenomena that do not fit in its taxonomy. On the other hand, some other theorists 

could take the assumption (5) to accommodate with seemingly anomalous 

phenomenon to the effect that she can revise her taxonomy or she can devise a 

method of analysis to explain how the phenomena fit in one of the adopted sections 

of the triad.  

The underlying cinquain, I believe, gives us profound reasons to cast a doubt 

on the plausibility and substantiality of the entire enterprise of taxonomical 

representation of language understanding. Consequently, it enables us to doubt the 

very nature of the semantics-pragmatics distinction. As I ground my reasons in the 

next chapters, I shall frequently utilize these assumptions in the face of different 

theories on the semantics-pragmatics distinction. In what follows, I address and 

outline how theories draw the distinction. In doing so, I firstly focus on the analysis 

of syntax by considering its connection with the basic triad. More importantly, I 

mainly lead this analysis to the point where I can visit the common ground questions 

underwriting the distinction hat is the distinction  and hy does it 

matter?  

 

 

8 This could have coined as Gricean or Carnapian cinquain for the sake of how they comprehend the 
basic triad. Interestingly, both Carnap (1937, 1942, 1955, 1988) and Grice (1957, 1989) endorse each 
assumption of this cinquain although their conceptions of pragmatics evidently differ from each other 
in terms of what domain-specific functions belong to pragmatics.  
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2.2 Suspending the question of syntax 

In the basic triad, the boundaries of syntax generally draw less attention and less 

controversy in the literature although it does not mean that there will never be 

genuine and significant theoretical concerns as to how to define syntax. Nevertheless, 

there could be some plausible reasons why it pertains to comparatively deferable 

concerns.  

For one thing, syntax concerns with the lexicality of a language by delimiting 

(either by describing or prescribing) the configurational well-formedness of the 

relevant language in terms of what codification structures and codification rules 

underpin the codes in this language. Hence, it typically deals with the 

codificational/lexical bodies that we could pinpoint by observing some formal 

regularities and categorical similarities (or differentiations) which underlie beneath 

their actual or possible occurrences. In this respect, it is relatively easy to point out 

lexical bodies irrespective of their particular and typical connotations/denotations. 

All it takes is to abstract away any content (or extensional/intensional information) 

from lexical bodies.9 Thus, syntax, as contrasted with the other two aspects, is 

considered to have extensionally/intensionally less intriguing and less specifying 

subject-matter of linguistic comprehension due to the fact that syntax merely focuses 

on code-to-code relations irrespective of what information/content these codes and 

their relations convey in their typical or particular occurrences. 

Consequently, syntax might be regarded as the most peripheral aspect of a 

language -especially of natural languages- if the basic triad, as a whole, stands out to 

9 Here, I refrain myself from the discussions on the abstractness of syntax. As it is a matter of degree 
and perspective depending on what explanandum a theory of the aspect distinction attempts to meet. 
Philosophers such as Carnap (1988) hold syntax to be more abstract level of meaning with respect to 

 (1976, 2002) takes it to be a more abstract level 
of linguistic entities which are innate mental devices. My intention, on the other hand, is to indicate 
that syntax includes publicly comprehensible vehicles of linguistic significance.  
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explain what it takes to understand the relevant language in general. After all, a 

theory of language primarily aims to capture a model for general linguistic 

understanding in which language is taken to be a vehicle for informational processes 

and exchanges which hold amongst linguistically competent agents. In this fashion, 

syntax in the basic triad appears to play a peripheral role in answering the question of 

linguistic understanding.  

I do not want to argue for or against whether these assumptions on syntax are 

correct for different conceptions of syntax in the literature. Nevertheless, it is 

somewhat intuitive for the speakers of a natural language to consider syntax as a 

peripheral way of language understanding, especially at the public language level.10 

For non- , it is a common 

experience to have a sensible communication despite of their ungrammatical 

utterances (Szabo, 2006, pp.378-9). To enhance the commonsensical view on the 

status of syntax at the public language level, we can imagine a case in which 

someone overhears the following exchange between the interlocutors A and B in a 

comics convention:  

A: [ tters an ungrammatical sentence in Klingon ] 
B: [ tters a made-up string of sounds ] 
 

If publicly accessible syntactic components are taken to have an integral role in 

linguistic comprehension, then the case can by no means be taken as a sensible 

conversational exchange. In that case, it would be merely considered as temporally 

ordered noises from two dissimilar sources. Nevertheless, the above case can fairly 

10 Philosophers often appeal to a difference in the levels of linguistic comprehension. Carston (2008b), 
for instance, holds two distinct levels, i.e. personal and sub-personal levels. Linguistic comprehension, 
at personal level, includes conscious and publicly explicit processes. This level is also sometimes 
called as conscious level or public language level. Yet, linguistic comprehension, at sub-personal 
level, covers pre-reflective, automatic, and publicly implicit processes. Hence, this level is sometimes 
dubbed as unconscious level.  
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stand for a sensible conversation in which interlocutors exchange information with 

each other depending on their communicative intentions, background knowledge, 

pre-contextual inferences, and such. For instance, the interlocutor B might know 

Klingon and may make fun of even though B 

understands or conjectures what grammatical utterance A intends to articulate. Better 

yet, B might not know Klingon or how this language sounds but still she addresses 

her made-up expression to mock with A. Thus, language understanding, at the public 

language level, does not primarily rely on the disambiguation and delimiting the 

syntactic components.  

Besides, non-verbal communication and pre-sentential constructions in a 

language could take a part in sensible linguistic exchanges. Imagine a case where a 

philosopher takes part in a poetry contest and submits three sheets of paper on which 

have no writing except for the title A  on the first sheet. 

comment on how the early Wittgenstein 

construes the limits of language by excluding out the emotive or non-fact-stating 

expressions in natural languages. The philosopher, in this case, could have even 

to Wittgenstein (I

understanding cannot be cashed out by syntactic deconfiguration and analyses on 

how each code in the phrase stands in relation with other codes by virtue of some 

well-formedness rules in English. Thus, syntax at public language level concerns 

with a body of lexical vehicles that do not exhaust every means to convey 

information in a linguistic exchange or that do not fix every possible way to interpret 

the lexical bodies publicly apparent to the hearers or the addressees. It is an 
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unwarranted claim to hold that syntax at other levels of cognition does not play a 

genuine role in linguistic understanding. For now, it is sufficient to contend that 

syntax at the sub-personal level could function to constitute some expression 

schemas that are modularly embedded in the mind and causally connected with other 

modules that make possible the linguistic constructions and their decoding. 

Nonetheless, syntax at the public-language level appears to be a peripheral aspect of 

linguistic understanding. Thus, it is most likely one of the reasons why the 

philosophers of language and linguists have their focus on the semantics-pragmatics 

distinction. 
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CHAPTER 3 

DRAWING THE SEMANTICS-PRAGMATICS DISTINCTION 

 

3.1 What is the distinction? 

In the last decades, drawing the semantics-pragmatics distinction has progressively 

become one of the most noteworthy, but equally most contentious, question in 

philosophy of language and linguistics.11 Since it was first introduced on the basic 

triad by Morris (1938) in his book The Foundations of the Theory of Signs, the 

distinction has received a significant amount of attention amongst philosophers. 

Then, it has later become a central divergence point in the adversary between ideal 

language philosophy and ordinary language philosophy (Recanati, 2002c, 2002e).  

More recently, the discussions concerning with the semantics-pragmatics 

distinction have heavily focused on the philosophical and meta-philosophical 

concerns related to the underlying cinquain which I have mentioned earlier. With 

specific regard to the semantics-pragmatics distinction, these discussions have taken 

issue with the plausibility of either some assumptions or of all assumptions in the 

cinquain that result in the discussions on how to draw the distinction in a principled 

way. To take the opposition even further, one could also take issue with the entire 

cinquain in a linguistic study by means of a higher-order analysis. Any theory that 

purports to account for natural language understanding and communication faces the 

requirement that any proposed account of the semantics-pragmatics distinction must 

be profound. As the basic triad suggests, both semantics and pragmatics are proposed 

11 Ariel, 2010; Bach, 1999b,2004a, 2004b,2005,2007,2012; Bach & Bezuidenhout, 2002; Bianchi, 
2004; Borg, 2004; Cappelen & Lepore, 2005, 2007, 2008; Carston, 1999, 2002, 2007, 2008a, 2008b; 
Dever, 2013; Gauker, 2012; Gillon, 2008; Higginbotham, 1985; Jaszczolt, 2012; 2019; Katsos, 2008; 
King & Stanley, 2005; Nemo, 1999; Peregrin, 1999; Recanati, 1989, 1994, 2001, 2002a, 2002b, 
2002c, 2002d, 2002e; Salmon, 2005; Stalnaker, 1970; Stanley, 2005, 2007; Stojanovic, 2008, 2014; 
Szabo, 2006; Travis, 2008; Sperber & Wilson, 2002.  
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to have significant roles in general language understanding and thus drawing a 

plausible line between them becomes an explanatory goal in the language study even 

if this goal could be conceptualized or achieved differently (i.e. proving a 

complementarist model for natural languages or proving that all linguistic 

phenomena fall within the domain of pragmatics). The discussions and divergences 

on the distinction can be grouped under two main questions: (A) what is the 

semantics-pragmatics distinction? (B) why does the distinction matter in the first 

place? (Gillon, 2008; King & Stanley, 2005; Carston, 2008a). In this section, I will 

visit the first question leaving the second question to the next section.  

With respect to the first question, the divergences spring from the case that  

there seem to be several equally plausible criteria for distinguishing emantics  

from pragmatics  that converge often, but not always . In 

other words, the question of the distinction involves the criteria wars on two further 

questions: (A1) What criterion/criteria do distinctively mark linguistic components 

(phenomena, properties, structures, processes and so on) to be semantic, and in turn 

to be pragmatic? (A2) Is the proposed criterion/criteria plausible enough to meet with 

the borderline cases in natural languages? The literature on the semantics-pragmatics 

distinction, especially after Grice , has grown abundant with the 

discussions concerning with the distinctive marks of semantic and pragmatic in the 

face of some or other linguistic phenomena.  

Additionally, the philosophical discussions that surround the question (A) 

along with (A1) and (A2) fall within the parameters of what the cinquain contends. 

Here, the question (A1) is associated with making a theoretically coherent criterion 

with respect to the cinquain while the question (A2) is rather affiliated with making 

an empirically plausible criterion in accordance with natural language phenomena 
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(Stojanovic, 2008). In the next chapters, I will extensively address this issue while 

critically surveying the insights and analyses of some key philosophers in the 

literature. Nevertheless, it is worth illustrating how the first question can be linked 

with the discussions on the semantics-pragmatics distinction.  

For the sake of an argument, let someone take the distinction in the way that 

semantics concerns with what a sentence means while pragmatics concerns with 

what interlocutors mean by making use of a sentence. This tentative characterization 

might be introduced to hold a contrast between sentence meaning and speake

meaning to the effect that these features are taken to be the criteria which distinguish 

the semantic phenomenon from the pragmatic ones. As it generically occurs in the 

literature, one can tackle the criteria by proposing some borderline cases. For one 

thing, 

intentions into linguistic structures, namely sentences. Thus, someone can propose 

the 

extra-linguistic signs such as gestures or pre-sentential expressions.  

For the sake of brevity, one can consider the cases which I have laid out 

while discussing the role of syntax. The comics convention or the poetry contest 

cases do not even involve any sentence at all and yet the interlocutor, according to 

some interpretation of the cases, might still communicate some meaning to the 

addressee. Furthermore, the tentative characterization meets with the assumptions of 

the cinquain. To illustrate, this distinction is derivative in the sense that its viability is 

contingent on certain conceptions of sentence, meaning, communicative intentions 

and such. In this respect, if one accepts a theory of meaning such as meaning as use 

then she fairly steers her analysis of the tentative characterization with this adopted 

theory. In that case, she could argue against the given criterion for the semantics-
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pragmatics distinction by holding that s

meaning and thereby there is no need for a domain of semantics in language 

understanding. This point also underlines that such a challenge to the tentative 

characterization above makes a case against integrity, autonomy, and sharpness 

assumptions in the cinquain. It leads us to reduce the divisions of labor in language 

understanding by ruling out the tentative criterion for the distinction. To wrap up the 

analysis of the question (A) so far, it should be noted that the question urges us to 

find out a coherent and empirically plausible criterion/criteria for the semantics-

pragmatics distinction. It sticks to the explanatory goal in a study of language that 

indispensably rests on the analysis of the cinquain.  

From this standpoint, the question of how semantics and pragmatics differ 

from each other needs to be explained more directly for the sake of conceptual clarity 

and progress for answering the question (A). Here, it is better for clarity and progress 

to categorically outline the proposed definitions of the distinction in the literature. 

Instead of prematurely specifying the particular characteristics of the relevant 

theories on the semantics-pragmatics distinction, it is a more productive strategy to 

categorize these theories in two respects: (i) generic positions on how to interpret the 

status of the distinction- at the object level of analysis; (ii) generic properties 

(dichotomies, convictions and such) to outline the distinction.  

 Considering the theoretical positions on the semantics-pragmatics distinction 

in virtue of their interpretations of the cinquain, two opposing stances are often 

suggested in the literature: complementarism and reductionism (Leech, 1983; Huang, 

2014; Nemo, 1999).12  As explaining the basic triad in terms of the cinquain, the first 

12 Leech (1983), Nemo (1999) and Huang (2004) have an agreement on how they apply the terms 
rtheless, they differ in labelling the competing views 

subsumed under complementarism and reductionism.  
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view, complementarism, has been mentioned earlier. According to it, semantics and 

pragmatics are thought to be complementary and/or they hold a degree of autonomy 

with respect to their domains/domain-specific functions. To expand this 

characterization, it can be further added that complementarism considers each aspect 

as equally indispensable for theorizing linguistic understanding. Complementarist 

philosophers, as contrasted with reductionists, principally preserve the distinction 

between semantics and pragmatics although their interpretations of the distinction 

differ in one way or another.  

Due to such conflicts within complementarism, it forks in two further views:  

pro-semanticism and pro-pragmaticism.13 These extensions of complementarism 

conflict with each other considering the scopes of semantics and pragmatics. Thus, 

their conflict concerns with the comprehensiveness of the distinctive mark of each 

aspect in terms of the study of language in general. Based on this source of 

controversy, pro-semanticists argue that the major part of language study relates to 

semantics by virtue of its distinctive mark. Thus, pragmatics, according to pro-

semanticism, seems to provide subsidiary or secondary effects on language 

understanding. Treating pragmatics as merely a subsidiary aspect commits pro-

semanticists to the view which is known as pragmatic waste-basket notion. In the 

literature, several accounts of the semantics-pragmatics distinction embrace the 

pragmatic waste-basket notion. While Levinson (1983) overviews different 

13 - - -
divisions under complementarism are often associated w

do not clearly denote how such views evaluate the distinction in terms of their commitments to the 
aspect distinction d 

pragmatics or minimal semantics refer to reductionist views instead of complementarist views. Here, I 
prefer to associate the notion of radicality with the views which refuse either one aspect of the basic 
triad or the entire aspects in it.  
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definitions for pragmatics, he presents a clear-cut example of such a pro-semanticist 

notion in the formula all those aspects of meaning not 

captured in a semantic theory 12). In a similar vein, Gazdar (1979) lays out this 

 = Meaning - Truth-Conditions 2).  

On the other hand, pro-semanticist views differ in their interpretations of the 

pragmatic wastebasket when they endorse different criteria for making the 

semantics- -

conditionality as a distinctive mark of semantic phenomena and thereby he takes all 

non-truth-conditional effects on meaning to be subsidiary or minor content, i.e. 

pragmatic content. To illustrate more, the philosophers such as Montague and Bar-

Hillel hold indexicality/deixis to be the mark of pragmatics by claiming that 

pragmatic content only arises from indexical expressions and thus languages devoid 

of indexical expressions do not have any pragmatic aspect (King & Stanley, 2005). 

In this form of pro-semanticism, all indexical expressions receive a minor role in 

general language comprehension in comparison with what roles semantic 

components play. After all, there are infinitely many non-indexical roles and 

expressions in a language although indexicality includes a relatively restricted 

number of words in a language.  

  Standing in opposite poles with pro-semanticism, pro-pragmaticism becomes 

the second extension of complementarism, and it contends that semantics is 

subsidiary or minor to pragmatics. Many neo-Griceans (e.g. Levinson, 2000; Horn, 

2006) and philosophers (Searle,1989; Bach, 2005; Cappelen & Lepore, 2008) argue 

for pro-pragmaticism based on the conviction that much of the study of linguistic 

understanding is also attributed to pragmatic content and effects. In other words, pro-
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pragmaticism assumes that pragmatics inherits major or primary importance in 

language understanding and its analysis.  

Hereby, it is worth realizing two general points about pro-semanticism and 

pro-pragmaticism. Within complementarism, both views typically endorse that 

pragmatic content or semantic content, in some way or another, is some add-on 

content to what content linguistic expressions literally convey. In its connection with 

the cinquain, pro-semanticism interprets the cursive relation between semantics and 

pragmatics as asymmetrical relation in which pragmatic content does not intrude into 

the domain of semantics. On the other hand, pro-pragmaticism construes the relation 

between them in the way that pragmatic content not always but often intrudes into 

the domain of semantics.  

 Apart from complementarism, reductionism typically holds that the putative 

distinction between semantics and pragmatics in the basic triad should be downsized 

by reducing one of these aspects into another. Depending on the question of which 

aspect needs to be incorporated into another, the reductionist views could further 

split into two: radical semanticism and radical pragmaticism.  

According to the first extension, pragmatics could be entirely incorporated 

into semantics to the effect that there are only syntactic and semantic aspects of 

language study. Many formal semanticists such as Montague (1970) and Lewis 

(1980) describe this sort of reductionism exclusively for formal languages. Adopting 

radical semanticism for natural languages puts theorists under the burden of 

explaining some allegedly troublesome phenomena such as conversational 

implicatures, speech acts, communicative intentions, and so on. By contrast, radical 

pragmaticism holds that pragmatics includes all so-called semantic phenomena and 

domain-specific functions allegedly attributed to semantics. Its typical representation 
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can be  his notion 

. In this respect, radical pragmaticism faces the burden of explaining 

some allegedly semantic cases such as logical entailment, compositionality, truth-

conditionality, and so forth.  

Here, it is important to point out a couple of facts related to reductionism in 

terms of the cinquain and the semantics-pragmatics distinction. First, reductionism 

thereby denies a characteristic mark or a conclusive criterion to distinguish semantics 

from pragmatics, because it entails that semantic properties (phenomena, 

mechanisms, processes or whatever) are exhausted by pragmatic properties or vice 

versa. Nonetheless, it does not follow that reductionism purports to refuse syntax 

related interfaces such as syntax-semantics interfaces. For instance, radical 

semanticism could disperse the domain-specific functions which are abolished from 

pragmatics into syntax and semantics in one way or another. Secondly, reductionism 

stands in direct opposition to the basic triad itself and its underlying assumptions. For 

one thing, it refuses the assumptions on integrity, autonomy, cursive-ness, and 

sharpness although it could hold a commitment to the assumption that defining an 

aspect of language understanding is derivative on prior notions and analysis on 

meaning and such.  

 To sum up, there are at least two main strands (i.e. complementarism and 

reductionism) to understand the semantics-pragmatics distinction at the level of first-

order interpretations of the underlying cinquain. Nevertheless, they do not exhaust 

the other strands to understand the distinction at the meta-interpretative level of the 

underlying cinquain. There are more ways to tackle with the distinction by holding 

higher-order questions on the semantics-pragmatics interfaces with reference to the 

underlying assumptions. At the end of the chapter, I will posit and discuss the other 
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alternatives in my own terms and thereafter I will propose my deflationary notion of 

the semantics-pragmatics distinction.  

 In what follows, I will overview how semantics and pragmatics are 

correlatively defined in the literature. In doing so, I will determine what grounds the 

disputes on defining the distinction emerge from with reference to some adopted 

criteria and burdensome linguistic phenomena.  

 

3.2 Why the distinction matters 

As mentioned in the previous section, the question of why the distinction matters 

entails to the question of the distinction to the effect that it construes our pre-

theoretical reasons and motivations to pursue any query on the distinction itself. In 

terms of the object-level uses of the distinction, there are some prima facie reasons 

why the distinction matters to us.  

 First, the literature has been overflowing with a considerable number of 

competing characterizations of the distinction. In this respect, the distinction, at its 

face value, requires us to deliberate the correct assessment of the different attempts 

to draw it  (Carston, 2008a, p.321). Delimiting the semantics-pragmatics distinction 

might appear to be a significant query in order to settle the differing accounts for the 

sake of methodological simplicity and coherency in theories of language. Providing a 

robust distinction certainly illuminates methodological obscurities and discussions on 

them, nonetheless, this explanatory motivation in theories of language does not 

provide a genuine reason for believing that the distinction, at the meta-level analysis, 

is substantive and not a mere matter of terminological disagreement. In other words, 

the significance of the semantics-pragmatics distinction cannot be solely identified 

with its terminological role in the theoretical discussions in which it appears. The 
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distinction certainly leads to a large number of competing accounts, yet, it becomes 

significant by virtue of why we need such a distinction in the first place.  

 Furthermore, the question of the distinction, at object-level analysis, can be 

observed in a wide range of debates across philosophical disciplines (e.g. 

epistemology, ethics, logic, and metaphysics) appealing to a 

distinction between the semantic content of a sentence, and what a use of it 

endorse in a philosophical 

discussion (King & Stanley, 2005, p. 112). In ethics, it is easy to spot this strategy in 

the discussions concerning with the normative force of moral reasons. The internalist 

stance, hereby, holds that moral reasons contribute to the semantic content of a moral 

sentence and this semantic content thereby induces agents to take the relevant moral 

action. On the other hand, the externalist stance regards moral reasons as the effects 

and features pragmatically attached to the use of ethical sentences. This meta-ethical 

debate seems to rely on many discussions and assumptions which are also 

fundamental to the semantics-pragmatic distinction. For instance, it rests on the 

question of what counts as a semantic content conveyed by an utterance of an 

expression.  

Additionally, the semantics-pragmatics distinction also manifests itself in 

meta-ethics. In this respect, emotivism (non-cognitivism) contends that moral terms 

are merely expressive terms projecting non-cognitive states (emotive exclamations) 

towards facts, events, or actions in question. Thus, according to emotivism, moral 

terms have no semantic content to contribute to the sentences in which they are 

employed; however, they only function to invoke representational content which is 

purely expressive. Therefore, emotivism entails that moral sentences do not express a 

fully propositional/truth-conditional (so-called semantic) content. In this respect, 



33 

Again, emotivism also relies on a particular conception of the distinction between 

semantic content and pragmatic content.  

Similarly, the distinction takes place in several epistemological discussions. 

The most apparent case comes from the epistemological contextualism which applies 

a certain conception of the distinction to the ascriptions of knowledge. According to 

the epistemological contextualism, the truth-conditions of a knowledge ascription 

vary from one context to another depending on the contextual parameters relevant to 

this knowledge ascriptions.  

As King & Stanley (2005) point ou one theorist's semantic content is 

another theorist's merely pragmatic effect p. 112). In this respect, it is worth 

seeking a well-established distinction between semantics and pragmatics in order to 

assess the philosophical disagreements across many disciplines. In other words, the 

philosophical discussions which appeal to particular conceptions of the distinction 

can be appropriately assessed only if we have a well-grounded conception of the 

semantics-pragmatics distinction. Nevertheless, it is worth noticing that being well-

grounded at the object-level analysis does not necessarily follow from being well-

grounded at the meta-level analysis.  

 More relevantly, the distinction between semantics and pragmatics shows 

itself in various forms and degrees in philosophy of language. In one instance, 

Strawson (1950) which pick out 

things uniquely (e.g. proper names, definite descriptions, and indexicals). Hereby, 

Strawson contends that speakers can use indefinite descriptions to refer to things 

refer to things uniquely (p.327). 
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communicative intentions in contrast with conventional meaning. In theories of 

reference, it is quite common to observe how philosophers appeal to the distinction 

 

(1966) later discusses the distinct uses of denoting expressions by distinguishing 

referential uses (semantic reference/meaning) of them from attributive uses 

 

notion of denotation/reference is ambiguous. Here, Kripke (1977) further defends 

Russell 

notion by claiming his notion of reference (semantic reference) to be ambivalent 

between semantic reference and pragmatic reference.  

With respect to the theories of reference, some other uses of the distinction 

can be found in the debates over the referential status of empty names (i.e. proper 

names devoid of a referent). In this context, the direct referentialist accounts 

typically endorse that the semantic content/truth-conditional contribution of a proper 

name is its referent. Thus, the sentences which employ empty names (e.

) lack a truth-conditional/semantic content so that 

they are supposed to patently lack meaning or a truth-value. Nonetheless, it looks 

counter-intuitive to accept this conclusion since the sentences such as Santa Claus 

does not exist  seem to convey a complete semantic/truth-conditional content. At this 

point, philosophers such as Braun (1993), Adams & Fuller (2007) appeal to the 

semantics-pragmatics distinction to resolve the above problem in favor of the direct 

referentialist views. According to them, what is said by an empty name sentence 

lacks a complete truth-conditional (semantic) content yet these sentences 

pragmatically convey a complete truth-conditional content that is saturated by 
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on how pragmatic effects influence semantic content.14 

Leaving the theories of reference aside, Grice (1989) consistently appeals to 

his version of the distinction (what is said vs. what is implicated) while assessing 

several issues in philosophy. In one instance, he uses of the 

some so-called paradoxical statements 

cases is often canonized by the constraint Modified Oc  which simply 

states,   (von 

Heusinger & Turner, 2006, p.2)

the autonomy assumption in the sense that what is pragmatically implicated by an 

expression cannot intrude into what is conventionally said by an expression. Thus, 

Grice often appeals to the distinction in his analyses of various philosophical 

l implication and so on.  

It is possible to proliferate the philosophical debates in which the distinction 

is entertained in one way or another. Nevertheless, what makes the distinction 

significant for resolving and assessing these debates do not amount to what grounds 

the plausibility of making such a distinction in the first place. After all, the object-

level analysis of the distinction undoubtfully bears some significance to assess some 

philosophical discussions employing particular conceptions of the distinction. 

Nevertheless, they are still contingent on the meta-theoretical viability of proposing 

such a distinction (coherent or not). Even if the distinction turns out to be 

14 Adams & Fuller (2007) consider that what is conveyed by an empty name sentence is some sort of 
Gricean implicature (conventional or non-conventional). As Piccinini & Scott (2010) point out, this 

truth-conditional contents. Perhaps, their strategy should rest on other sorts of pragmatic inferences as 
in the cases o -down saturation.  
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unsubstantial and purely terminological one, it does not mean that it deflates the 

entire significance of these particular debates and notions which are conceptualized 

around the terms semantic and pragmatic. In that case, these terms would turn out as 

the ates, and theories 

are subsumed. As I will defend in my deflationary view, it is a matter of 

terminological convenience to claim that such and such discussion involves the 

semantics-pragmatics distinction. It is nothing more than saying that such and such 

discussion involves a distinction between some adopted aspects (of some related 

linguistic significance) in which a philosopher distinguishes them in terms of their 

adopted functions and roles with respect to the given linguistic significance.  

 

3.3 Concluding remarks 

In brief, I have outlined how theories, as they appear in the literature, draw the 

distinction at the object level. Moreover, I have presented two main strands (i.e. 

complementarism and reductionism) to present the semantics-pragmatics distinction 

at the object-level with respect to the underlying cinquain. On the other hand, the 

question of why the distinction matters have been discussed through surveying some 

of the philosophical discussions in which the distinction takes part. In this respect, I 

have also related the significance of the distinction to my meta-theoretical concern 

about the distinction. In what follows, I will discuss how to delimit the distinction by 

surveying several dichotomies and three main criteria.  
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CHAPTER 4 

DELIMITING THE DISTINCTION 

 

4.1 Delimiting the distinction by dichotomies  

To recapture some general points which I have made earlier, there are distinct 

formulations of the semantics-pragmatics distinction based on the following points: 

(i) what attitudes are taken towards the underlying cinquain, (ii) what criteria are 

adopted to make the distinction with respect to the cinquain, and (iii) how varying 

sorts of natural phenomena are countervailed in terms of the adopted criteria. In a 

similar vein, Levinson (1983), in his book Pragmatics, introduces more than ten 

possible definitions for the distinction by underlining what seems to be problematic 

for each definition with respect to the given criteria and borderline cases from natural 

languages. Not deciding on one of these definitions, he arrives at the conclusion that 

it is difficult to conclusively define pragmatics, in addition to semantics. Hereby, it is 

also important to recapture that the diversifying distinctions between semantics and 

pragmatics, at least for the complementarist views, implicate different systems of 

semantics, each of which comes along with their own system of pragmatics. Thus, 

the question is how we are supposed to define the distinction regardless of 

committing ourselves to one sort of semantics or pragmatics systems. Here, Mira 

Ariel (2010) makes a 

 For 

the sake of conceptual clarity, it is better to enlist such definitions categorically as 

they appear in the different theories.  
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Surveying the different conceptions of the distinction in the literature, the 

linguist François Nemo (1999), in alignment with the cinquain, makes the point that 

the semantics and/or other uses [semantic/pragmatic] are 

clearly dichotomous: what is pragmatic is what is not semantic and vice-versa  (p. 

346).15 The distinctive marks of each aspect, namely being semantic and being 

pragmatic, must be understood in parallel with the cinquain. Thus, it is no surprise 

that pragmatics and semantics are often portrayed as being distinguishable in 

character by dichotomous representations. In the similar fashion, Lyons (1987) and 

Huang (2014), along with Nemo (1999), catalog the dichotomic ways through which 

the semantics-pragmatics distinction is to be defined. In order to elucidate the 

distinction, the following dichotomies have been commonly proposed by 

philosophers and linguists (Bach,1999a; Carston, 2008b; Huang, 2014; Levinson, 

1983; Nemo, 1999):  

(1) sign/world relation vs. sign/users relation; (2) abstract vs. concrete; (3) 
direct vs. indirect; (4) meaning vs. use; (5) code vs. use; (6) language 
structure vs. language function; (7) conventional vs. non-conventional 
meaning; (8) literal/linguistic vs. non-literal/non-linguistic meaning; (9) 
linguistically encoded vs. non-linguistically encoded meaning; (10) 
competence vs. performance; (11) content vs. force; (12) meaning vs. force; 
(13) constative vs. performative; (14) proposition vs. speech acts; (15) 
locutionary vs. illocutionary; (16) truth vs. action; (17) truth-conditionality 
vs. non-truth conditionality; (18) sentence (or proposition) vs. utterance; (19) 
compositionality vs. non-compositionality; (20) type vs. token; (21) context 
independence vs. context dependence; (22) context invariance vs. context 
variance; (23) context insensitivity vs. context sensitivity; (24  
meaning vs. g; (25) saying vs. implicating; (26) what is said 
vs. what is communicated; (27) intention independence vs. intention 
dependence; (28) meaning vs. relevance; (29) explicit vs. implicit; (30) 
decoding processes vs. inferential processes 

 
In this respect, it can be first noticed that the enlisted dichotomies are provisional 

although each of them has been proposed by philosophers in accordance with their 

Here, Nemo (1999) adopts a higher order analysis of the distinction based on the question of how 
we decide on th address this 
point while discussing the higher order interpretation of the distinction. 
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theoretical commitments and arguments. Although the list looks comprehensive 

enough to envelop much of the proposed ways to delimit the distinction, it does not 

get through all the possible combinations such as any supposed dichotomy between 

 and speech acts. Moreover, the proposed dichotomies do not 

necessarily contradict with nor exclude each other in the sense that a philosopher can 

adopt more than one dichotomy to define the semantics-pragmatics distinction. For 

example, complementarist philosophers such as Carnap seem to hold the first four 

dichotomies together while Emma Borg (2004, 2005), pro-semanticist, stick to the 

literal/linguistic vs. non-literal/non-linguistic meaning -

sensitivity and context-  Moreover, the relevance theorists (i.e. Deidre 

Wilson & Dan Sperber, 2002; Robyn Carston, 2002, 2008b) amalgamate the 

dichotomies (26)-(30) by emphasizing gradual or partial contributions of each 

dichotomy into making the distinction. As I will later discuss, those who adopt the 

multiple criteria for distinguishing semantics and pragmatics often face the problem 

of internal coherency with respect to how these criteria can be interpreted in a 

coherent way in the face of some counter-examples from natural language 

phenomena.  

Additionally, it should be noted that some of the listed dichotomies might 

stand for unproblematically interchangeable terms for some accounts of the 

distinction. One might fairly hold that some of these dichotomies in the list are the 

same criterion and thus she might conclude that some of the dichotomies are 

redundant for the sake of terminological conciseness. To illustrate, some theorists -

for instance, Huang (2014)- might reckon that the dichotomies (21), (22) and (23) 

which center around the notion of context say the same thing with different terms. 

Again, similar remarks can be made about the dichotomies (7), (8) and (9) if a 
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theorist believes that being conventional, being literal and being lexically encoded 

say of the same features of an expression. Nevertheless, some other theorists might 

also beg the differ and imbue these terms with some subtle differences in terms of 

their theoretical interests. For instance, Gillon (2008), Cappelen & Lepore (2005), 

King & Stanley (2005) attribute distinct senses to the -

-  general idea that the context-sensitivity of what an 

utterance conveys does not necessarily amount to context varying interpretations of 

what the utterance conveys.  

 More importantly, the list is not only provisional in its entirety but also each 

dichotomy is rather broad to the effect that the given dichotomous terms do not 

capture how philosophers could conceptualize and account for each term in detail. In 

other words, it is not the case that the opposing terms have uncontroversial and 

ubiquitous meaning in each theory of language. Thus, how a philosopher interprets 

some dichotomous terms in the list might radically differ from another philosopher 

even though there is some degree of agreement on what dichotomy provides the best 

characterization of the semantics-pragmatics distinction. To illustrate, Bach, Carston, 

Grice, and  Recanati all agree on the significance of the dichotomy (26) what is said 

vs. what is communicated in virtue of making the semantics-pragmatics distinction; 

however, each philosopher assigns different ranges of semantic/pragmatic roles onto 

them. Bach, for instance, believes that what is said by an utterance of an expression 

typically consists of the lexically encoded representation, pre-sentential or complete, 

in addition to lexically governed resolutions of indexical/referential expressions such 

as pronouns, demonstratives and such. Thereby, for him, what is said by an utterance 

does not have to be fully sentential and fully truth-conditional given that sentences 

are truth-bearers in truth assignments. For Bach, lexical encoding sufficiently depicts 
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where the semantic boundaries extend. On the other hand, he further believes that 

what is communicated by an utterance of an expression typically includes 

enriched/additional propositions that are conveyed by this utterance; moreover, it 

falls within the boundaries of pragmatics. Unlike Bach, Grice puts forward a 

the former corresponds to a minimal, but complete, proposition carved out by 

lexically encoded meaning and/or disambiguating deictic/referential expressions. On 

the other hand, Grice believes that what is communicated by an utterance covers 

conventionally or conversationally inferred contents onto what is said. Thus, Grice, 

unlike Bach,  -levels of linguistic 

representation to the effect that pragmatics typically concerns with conventional and 

conversational implicatures in communication whereas semantics concerns with a 

complete thought which a sentence lexically conveys irrespective of its 

communicative implications.  

Philosophers adopt distinct conceptions of the same dichotomy due to their 

distinct conceptualization of the same terms. Hence, it can further be emphasized that 

each philosopher could construe each enlisted dichotomy in a restricted manner. 

Again, Bach provisionally agrees on the dichotomy (23) context-insensitivity vs. 

context-sensitivity by making a further distinction between narrow context and broad 

context. According to him, semantics also deals with context-sensitive expressions in 

the narrow sense of the term which allows for referential resolutions of indexicals 

and deictic expressions while semantics has nothing to do with context-sensitivity in 

the broad sense of the term which allows only for communicatively salient 

components in the environment of utterances in a communication. Hence, there could 

be subtle differentiations in the construal of the listed terms, and such differentiations 
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are quite common to encounter in the literature on the semantics-pragmatics 

distinction.  

Besides, the above dichotomies might be applied to pick out and to sort out 

various kinds of concepts that are thought to play a role in language understanding. 

In other words, the question is to what sorts of things constitute the domains of 

semantics and pragmatics. Deidre Wilson points out that there could be three 

approaches to the question of what pragmatics is, i.e. philosophical, linguistic, and 

cognitive approaches (Allott, 2010). For the sake of argument, these approaches can 

be embraced to delimit the application domain of the dichotomies. According to the 

philosophical approach, the listed dichotomies are taken to center around the notion 

of content/information/meaning. In this respect, the distinction between semantics 

and pragmatics is ascribed to distinct sorts of content. For instance, the dichotomy 

(29) explicit vs. implicit might be applied to content  exclusively by holding that 

what sentences mean correspond to more explicit content than what speakers mean 

by these sentences. On the other hand, if a theorist takes the linguistic approach to 

define the domains of semantics and pragmatics then she interprets the dichotomies 

by means of codified constituents and codificational rules so that she can interpret 

the dichotomy (27) intention independence vs. intention dependence in the sense that 

what a sentence encodes never depends on what a speaker intends to convey beyond 

the codified content and codificational rules of the sentence. Furthermore, if a 

theorist takes the cognitive approach in order to delimit the application domain of 

dichotomies then she typically adopts a dichotomy to differentiate distinct sorts of 

cognitive attitudes, processes, mechanisms, or rules. In other words, the cognitive 

approach equates the application domain of the dichotomies with cognitive 

determinants and functions which underwrite the language understanding and/or 
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communication. Sperber & Wilson (2002) account for the semantics-pragmatics 

distinction through associating each one of them with fundamentally distinct types of 

cognitive processes. According to them, semantics concerns with coding/decoding 

processes by which linguistic signs are linked with their meanings whereas 

n integrate this meaning 

with other information available from the context to arrive at the interpretation of an 

  Thus, a philosopher can take the above 

dichotomies to apply to the distinct sorts of stuff which might include content, 

information, meaning, linguistic codes, codificational rules, interpretational 

processes, cognitive mechanisms, and so on.  

 For the sake of brevity, it is difficult to define the semantics-pragmatics 

distinction since each attempt for defining it requires us to ground some prior notions 

and distinctions which precede the distinction as its antecedents. Therefore, it is also 

difficult to give the impartial representation of it regardless of committing ourselves 

to one type of definition or to some underlying notion beforehand. Based on the 

distinct representations in the literature, the semantics-pragmatics distinction can still 

be described circumstantially by cataloging some dichotomies that are commonly 

affiliated or identified with the distinction. Although this contingent and 

circumstantial description does not exhaust all interpretations of the distinction, it 

gives us a space to delimit how distinctly one can conceptualize and entertain the 

distinction in a theory. In what follows, I will discuss another way to delimit the 

range of what the distinction is between semantics and pragmatics. I will thereby 

visit some extensional or stipulative definition which purports to delimit the 

semantics-pragmatics distinction based on some natural language phenomena.  
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4.2 Delimiting the distinction by natural language phenomena  

As Ariel (2010) suggests, it is also common as a strategy to delimit the semantics-

with some linguistic phenomena (p.93-4). She considers that the source of such a 

strategy relies on the pragmatic wastebasket notion which some formal semanticists 

such as Gazdar, Bar-Hillel, and Stalnaker defend. As we have already mentioned, the 

notion simply contends that the domain of pragmatics, unlike the domain of 

semantics, has no intensional characteristic to distinguish, and thus it solely serves to 

be a domain for disposing of non-semantic phenomena. It is important to notice that 

pragmatics has no domain-specific functions to entertain any elements in its domain 

of discourse.  

In this respect, pragmatics, according to the proponents of pragmatic 

wastebasket notion, has no intensional definition yet it is merely a domain consisting 

of non-semantic elements. Therefore, pragmatics is considered to be exclusively 

extensional and some certain phenomena are deemed to be a primary subject matter 

of pragmatics. In this respect, some formal semanticists propose an extensional 

definition for the semantics-pragmatics distinction since they do not believe that any 

domain-specific function or distinguishing characteristic cannot be ascribed to 

pragmatics in the face of their definition of semantics. In this respect, Levinson 

(1983) formulates the following definition of pragmatics by crediting it to Stalnaker: 

Pragmatics is the study of deixis, implicature, presupposition, speech acts, and 

aspects of discourse structure  

First, it can be noticed that the extensional definition only delimits the 

extensional boundaries of pragmatics while it does not take any issue with the 

boundaries of semantics. Secondly, it restricts the extensional boundaries with a 
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limited number of phenomena that are taken to be canonized. Nonetheless, what 

makes these topics canonized for delimiting pragmatics depends on the conviction 

that the adopted system of semantics has no explanation or place for these topics. 

Thus, these topics are canonized due to some semantic theory even though we cannot 

be certain if this theory is warranted or not in the first place.  

How these canonized phenomena are picked out in the extension of a natural 

language is already laden with an unwarranted theory of semantics and therefore how 

they are enlisted to define pragmatics follows from a definition of semantics. In turn, 

this extensional definition gets into a vicious circle in the sense that the delimiting 

what phenomena fall under pragmatic analysis already presupposes a criterion to 

distinguish the domain of semantics from the domain of pragmatics. Thus, the list 

does not have to exhaust all possible linguistic phenomena which straddle our 

adopted definitions of semantics and pragmatics. If our definitions have no 

intensional character, then they do not signify a sharp distinction. Consequently, it is 

possible for us to face some linguistic cases which we can neither count as semantic 

nor count as pragmatic. Similarly, Levinson (1983) remarks: 

For in common with all extensional definitions, it provides no criteria for the 
inclusion or exclusion of further phenomena that may come to our attention; 
at best one can say that what warrants pragmatic treatment for some new 

to more familiar topics. (p.27) 
 

extensional definition for the semantics-pragmatics distinction if it cannot be 

characterized by an intensional definition that consists of necessary and sufficient 

conditions to mark each of these aspects in their own domain. Yet, as he also agrees, 

it is also a dead-end for any conception of the semantics-pragmatics distinction 

which is extensionally defined
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intransitive relation of partial overlapping amongst entities, but finding how one 

linguistic phenomenon overlaps with another in terms of their properties already 

presupposes that there must be some similar and some dissimilar properties in one 

way or another. Thus, our notions of what makes two linguistic aspects similar and 

dissimilar also require a principled way to define linguistic similarity and 

dissimilarity in the first place. In this respect, it is no surprise that the above 

definition does not contain some cases which also allegedly straddle the boundaries 

between many representations of the semantics-pragmatics distinction. For example; 

even though the aspects of discourse structure seem to include the cases such as 

metonymy, irony, understatement, loose use and so on, they do not include more 

troublesome cases such as unarticulated constituents which seem to override some 

common dichotomies such as - truth-

conditionality vs. non-truth-conditionality  

 From a more positive perspective, Bach (1999b) offers that one can still make 

use of extensional definitions as stipulative lists to sketch the gist of discussions on 

the semantics-pragmatics distinction. Surveying distinct troublesome cases for 

distinct definitions, Bach alternatively compiles some linguistic cases that 

philosophers and linguists often deal with as borderline cases straddling the adopted 

distinction between semantics and pragmatics. Adapting from Ariel (2010), Bach 

(1999b) and Levinson (1983); I can compile the following topics as the borderline 

cases for the alleged boundaries between semantics and pragmatics:  

ambiguity, anaphora, adjectival modification, attributive vs. referential use, 
counterfactual conditionals, co-text, deixis, deference, emotive verbs, empty 
concepts, empty names, factive verbs, lies, loose use,  implicatures, implicit 
arguments (unarticulated constituents), irony, overstatement, quantificational 
phrases, polysemy, presuppositions, reference, slips of the tongue, speech 
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acts, speech-act adverbials, understatement, vagueness, and so on and so 
forth.16  
 

In conclusion, the list has only a descriptive role or a pictorial value by which we can 

merely envisage how far the boundaries between semantics and pragmatics stretch 

out in terms of their extensions in natural languages. Nevertheless, the list is 

insufficient to define the distinction in the principled way that semantics, along with 

its extension, can be distinguished from pragmatics and its extension with respect to 

such and such distinctive properties and phenomena. Thus, the question of defining 

the distinction can fairly collapse into the question of delimiting the distinction. 

Nonetheless, how to delimit the distinction also might be stif

presuppositions on what makes a case relevant to the delimitation itself. As I have 

proposed in the last two sections, delimiting the semantics-pragmatics distinction 

seems to be legitimate only if it amounts to cataloging and thereby it is employed in 

a descriptive manner to compile distinct accounts of how to draw the distinction. 

Regarding the question of defining the distinction, Recanati, who favors a stance 

between pro-pragmatism and radical pragmatism, admits:  

futile to insist on providing an answer to the twin questions: What is 
the principled basis for the semantics/pragmatics distinction? Where does the 
boundary lie? Answers to these questions can still be given, but they have to 
rely on stipulation. (2002c, p.461) 
 

While discussing the higher-order interpretation of the distinction, I will later point 

out whether making the distinction by stipulative definitions is plausible or not. For 

now, it is worth noticing that the distinction seems to revolve around seemingly 

irreconcilable and piled-up controversies which rest on some competing criteria for 

16 Carston (2008b) puts such borderline cases under the following taxonomy:   
ngs (i.e. ambiguities); (2) indexical references; (3) missing constituents; (4) 

unspecified scope of elements; (5) underspecificity or weakness of encoded conceptual content; (6) 
ssible to put the above 

cases under these general categories, yet there seems to be no theory-laden way to put these cases 
-

pragmatics distinction while being perfectly possible for some other theory.  
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the distinction and their plausibility in relevance with natural language phenomena. 

Still, many philosophers and linguists in the literature often mention three 

predominant types of formulations for making the distinction in a principled way: 

context-insensitivity vs. context-sensitivity; conventional meaning vs. non-

conventional meaning; truth-conditionality vs. non-truth-conditionality.17 In what 

follows, I shall address these formulations in a relatively peripheral way in the sense 

that I am not going to put any special emphasis on their particular uses or 

presentations in the literature, which I  preserve them for further discussion. In doing 

so, I will also elucidate some key notions - i.e. context, context-sensitivity, truth-

conditionality, semantic underdeterminacy, lexicality, etc. - which have direct 

relevance to these formulations.  

 

4.3. A quest for criteria 

As discussed in the earlier sections, there are intractably divergent ways to make the 

semantics-pragmatics distinction in the literature so that delimiting the distinction 

becomes more convenient than defining it. Nevertheless, the question of whether it 

can be defined in any coherent and empirically plausible way has not been visited 

yet. In this respect, three main types of criteria, which have been commonly 

introduced in one way or another, can be proposed as an attempt to deal with this 

pending issue. Empirical plausibility here concerns with the extension of the domains 

of a given semantics-pragmatics distinction. On the other hand, the coherency 

question mostly concerns with how an account coherently theorizes the given 

17 See Bach, 1999b, 2004a, 2004b; Bach & Bezuidenhout, 2002; Bianchi, 2004; Carston, 1999, 2007, 
2008a; Gillon, 2008; Huang, 2014; Jaszczolt, 2012. Although the 

-  in their 
characterizations.  
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definition in terms of the adopted criteria or criterion. With respect to such 

theoretical virtues, three criteria, i.e. conventional/non-conventional meaning; 

context-sensitivity/context-insensitivity; truth-conditionality/non-truth-conditionality, 

could be analyzed.  

 

4.3.1 Conventionality vs. non-conventionality 

It will be recalled that semantics, as it appears in the basic triad, concerns with the 

relations between lexical codes and what they encode. In this characterization, what 

is semantic in a language amounts to some representations or content which are 

conventionally attached to given lexical codes in a stable manner in the typical uses 

of these given expressions. In other words, what semantics concerns is nothing other 

than any content/representation to which the expression type e in a language L 

attaches by some conventions in L. In that regard, many philosophers agree that any 

content or representation which is lexically encoded/decoded boils down to what the 

expression literally means in its typical occurrences in a language.  

Some pro-semanticists (e.g. Carnap, 1942, 1988; Montague, 1970, 1974; 

Katz, 1972, 1981; Borg, 2004, 2005) defend the similar interpretation of semantics 

which exclusively pertains to conventional or lexically encoded aspects of meaning 

to the effect that what is said by compound expressions such as sentences becomes 

the conventional meaning of the linguistic expressions employed in it. Holding the 

conventionality constraint on what semantics concerns, pragmatics, on the other 

hand, is thought to study how and why speakers communicate beyond the 

literal/conventional meaning which an expression type e lexically encodes. Thus, 

what speakers pragmatically convey might not be the representations derived from 

what linguistic expressions lexically encode in their typical occurrences. If semantic 
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representations derive from what lexical items encode in virtue of some conventions 

on assigning a representation onto a code, then pragmatic representations could be 

regarded as extra-linguistic, non-literal or non-conventional aspects of meaning. As 

one might recall from the cinquain, the above picture of semantics and pragmatics 

relies on the asymmetry to the effect that pragmatic content ensuingly cling onto 

semantic content or representations. Therefore, the notion of non-conventionality 

comprises non-literal meaning including what speakers mean post-semantically by 

using an expression. In this respect, the cases of metaphors or irony are often thought 

to reflect non-literal and non-conventional aspects of meaning that become salient 

post-semantically only when one figures out what this given expression linguistically 

encodes in the first place.  

Additionally, the conventionality criterion generally accompanies with 

further assumptions. The notion of conventionality is not only manifested in the 

question of what a code conventionally pairs with content or representation but also 

in the question of what rules or functions conventionally govern the relations 

amongst these code-representation pairs in a language. Generally, but not 

specifically, the proponents of this criterion extend the notion of conventionality, 

which involves stable contents, to the distinct types of stable rule-governed relations 

amongst expressions. For instance, the conventionality criterion can be construed to 

posit the relations between the literal meaning of a sentence and the meaning of its 

constituents. In other words, the conventionality criterion seems to implicate the 

principle of (semantic) compositionality which simply contends that the 

conventional/literal/linguistically encoded meaning of a compound expression is 

determined by the conventional/literal/linguistically encoded meanings of the 

linguistic constituents in the compound expression and the syntactic/semantic rules 
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holding them in the given structural order. Furthermore, the conventionality criterion 

appears to further include the rule-governed relations between linguistic expressions 

and what they denote as in the cases of reference and truth-making relations. For 

instance, Carnap (1988) defends that semantics studies the formal relations between 

words and what they denote while assuming an extensional link between language 

and the world. Drawing on Fregean two-layered aspects of meaning (i.e. sense and 

reference), the conventional meaning of an expression is generally considered to 

have two sorts of semantic properties (i.e. intensional and extensional properties); 

moreover, the former includes lexically encoded information about what is to be 

denoted while the latter stands for what is denoted (Carnap, 1988). In this regard, a 

proponent of the conventionality criterion can further implicate that semantics must 

also study the relations such as reference or denotation in the face of a multi-folded 

analysis of conventional meaning. From this perspective, pragmatics cannot be 

associated with any rule-governed relations which are salient at the semantic level. 

As pragmatics seemingly covers what is non-conventionally conveyed.  

 Moreover, there are some further suppositions that underwrite the 

conventionality criterion. First, the notion of conventionality implicates that literal 

meaning of an expression amounts to be a built-in content that philosophers often 

label as standing meaning or stable meaning & Stanley, 2005, pp.115-20). 

The question of stability primarily rests on how much stability a given 

conventionality criterion provides to linguistic expressions. For instance, proper 

names, number determiners and quantifier domain modifiers, logical connectives 

seem to have very stable meanings in terms of what content or functions they 

conventionally encode. In this respect, pragmatics, according to this implication, has 

a direct link with unstable content which we cannot attach to any linguistic 
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expression at the semantic level. In this respect, pragmatics, in a way, clings onto the 

semantic notion of stability.  

In addition to the assumption of stability, the conventionality criterion rests 

on a sort of linguistic competency 

knowledge about code- les 

determining these pairs. Consequently, pragmatic representation/content turns out to 

ances which are subsidiary to what 

competent speakers satisfactorily encodes/decodes by an expression based on their 

knowledge at the semantic level. Thus, pragmatics in a way concerns with the 

appropriateness conditions of performance while semantics concerns with the 

conditions of competence (Szabo, 2006).  

More obviously, the conventionality criterion further entails the thesis that 

expression types such as sentences determine what expression tokens such as 

utterances conventionally mean. According to the standard conception, a sentence is 

an expression type that consists of a well-formed string of words that are composed 

together by means of distinct sorts of well-formedness rules in a language. 

Combining this conception with the conventionality criteria, what a sentence literally 

distinct occasions of use. Here, one might appeal to the type-token distinction to the 

effect that the sentence types always correspond to the same stable (eternal) 

representations which amount to the composition of the conventional contents of the 

linguistic components entertained in the relevant sentence types. On the other hand, 

once a speaker utters a sentence type in the communicational discourse, she 

articulates a token of the given sentence and thereby she produces an utterance of a 

sentence that might be less stable depending on non-literal effects in 
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communicational discourse. Thus, an utterance of a sentence is an expression token 

that involves articulating a token of sentence type by a speaker in order for directing 

it to an addressee in a conversational exchange. In this respect, pragmatics is kept 

relevant to utterances although utterances as tokens of expression types owe their 

conventional meaning to sentence types to which semantics is thought to be relevant.  

 

4.3.2 Some challenges to the conventionality criterion  

Once one admits the conventionality criterion for drawing the distinction between 

semantics and pragmatics then she faces some prima facie troubles about the 

criterion and its accompanying assumptions. Firstly, possible semantic 

interpretations of deictic and ambiguous expressions put some explanatory burden on 

the proponents of the criterion. For one thing, the criterion contends that the 

interpretation of an expression at semantic level corresponds to decoding the 

representations which are encoded in the relevant expression type by some rule-

governed conventions. Hence, semantics seems to have no room for extra-linguistic 

elements or conventions which might enable speakers to disambiguate or to 

determine what is literally said by an expression type. Nonetheless, some natural 

language phenomena hereby pose a direct opposition to the conventionality criterion. 

Most natural cases of such an opposition involve the cases of lexical and structural 

ambiguity. Consider the following examples: 

(1)  The shop owner was arrested for selling contraband bats.  

(2) They are cooking vegetables. 

In the first example, there is a lexical ambiguity about the word bat  which encodes 

more than one content. Thus, it is ambiguous whether the owner was arrested for 

selling either contraband solid sticks like baseball bats or contraband animals 
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belonging to the class of Chiroptera. In the second example, there is a structural or 

syntactic ambiguity about what the sentence literally conveys. It is ambiguous in the 

sense that the sentence either says that there are at least two people who are in the act 

of cooking vegetables or says that there are vegetables in the process of being 

cooked. The cases above seem to encode more than one standing meaning and yet 

the interpretation of them at the semantic level does not enable us to disambiguate 

which one of these encoded representations is the case in the given utterances of 

them. Such worries on the conventionality criterion are often accounted for appealing 

to further distinctions such as type-token or sentence-utterance. In the cases of lexical 

and syntactic ambiguity, a proponent of the conventionality criterion can simply hold 

that the sentence (1), for instance, encodes two distinct types of conventional 

meaning and any utterance of this sentence depends on either one of these built-in 

meanings.  

More challenging cases for the conventionality criterion come from the deictic 

expressions by virtue of disambiguating their contents. In the case of deictic 

expressions, it is worth noticing that what a deictic expression, as an expression type, 

literally conveys seems to be unspecified if what an expression type means is what it 

linguistically encodes. The deictic expressions characteristically involve 

demonstratives (e.g. this, that), personal pronouns (e.g. I, you, yours), tense markers, 

some adverbs (e.g. here, yesterday), and some adjectives (e.g. local, present). As a 

defining feature, what representation/content a deictic expression conveys cannot be 

specified by what it linguistically conveys (Perry, 1997). In this respect, it is 

impossible to determine what specific content is built-in by a deictic expression and 

thereby it does not seem to have a stable meaning. Take the following examples: 

(3) I love that cat.  
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(4) You and you, but not you, get in the line.  

What the sentences above literally mean seem to change depending on different 

utterances of them on various occasions of use. The utterances of sentences will 

stand for distinct representations depending on who the speaker is or whom the 

speaker addresses to on the given occasions of use of these sentences. Nonetheless, 

there might still be room for dodging away from these concerns on the 

conventionality criterion. As I will later visit again,  

of standing meaning, which consists of his distinction between character and 

content, might come to help and it might provide some prima facie explanations for 

deictic expressions in favor of the conventionality criterion. According to him, the 

character of a deictic expression serves to be a stable function, in a sense 

conventional, which characteristically mediates the relation between a content of 

deictic expression and its occasion of use. For instance, the character of an indexical 

first-person speaker of a given utterance and it is a stable function 

attached to the expression types which include it. On the other hand, the content of 

this indexical varies as the speaker changes. In this respect, the proponents of the 

conventionality criterion might appeal to such a distinction between character and 

content in order to maintain their stance. Still, the plausibility of such strategies can 

be questioned further. As I will discuss in the following sections

distinction between character and content, for instance, has its own limitations and 

problems. For the sake of brevity, I can cast a doubt on such strategies by one of the 

above examples. Considering the example (4), the built-in function of the indexical 

you  cannot fix the parameter of salient addresses in a given occasion of use if it 

does not already accompany with certain physical gestures or behavior of some sort. 
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In this regard, speakers  referential intentions seem to intrude into the conventional 

functions of expression types.  

 In a similar vein, anaphoric expressions can be brought forward to implicate 

that the conventionality criterion is insufficient to disambiguate proper referential 

values for each anaphoric expression. Anaphors, in their typical instances, are 

referential expressions whose referential values are bound to the local domain of 

discourse in which they occur. Take the examples below: 

(5) a. I love Hikmet. 

b. I love my mom.  

c. I love her.  

The last two sentences, as contrasted with (5)a, do not have any stable referential 

Hence, they do not linguistically specify what value or content these terms have. The 

occasion on which these terms are used seems to determine to whom these terms 

refer. In that case, anaphoric expressions clash with the conventionality criterion 

since reference resolution processes would fall under the pragmatic aspect of 

language. Yet, the proponents of the conventionality criterion can meet with this 

challenge in order to refurnish the thesis that the linguistically encoded meaning or 

the role of an expression type falls within the boundaries of semantics. Just as 

brings forward a formal analysis of anaphora in his typology of noun phrases (Allott, 

2010). According to his analysis, there are some binding conditions that comprise 

standing roles encoded in anaphoric expressions. Appealing to such a strategy, the 

proponent of the criterion can still stick to the notion of conventionality in the sense 
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that semantics concerns with the standing content or encoded conventions to specify 

occasional contents.  

 The conventionality criterion runs into more serious concerns due to the 

conviction that semantic interpretation works on expression types exclusively. This 

idea implicates that the semantic interpretation of a well-formed expression is not 

defeasible in the sense that what a well-formed sentence type literally says always 

encodes the same outcome resulting in the composition of the standing contents or 

roles of linguistic components employed in this sentence. Nonetheless, according to 

Bach (1999a, 1999b, 2004), there are some expression types whose standing 

meanings are intricately linked with their occasions of use

, he presents deictic 

expressions which supposedly have conventional content or role only with respect to 

the discourse or text in which they are used. In this vein, Bach (1999b) states:  

Grice's examples were limited to adverbs like 'however' and 'moreover,' but 
the list may be easily expanded to include such speech act adverbials as: 
 ay, first of all, finally, 
frankly, furthermore, in conclusion, indeed, in other words, now that you 
mention it, on the other hand, otherwise [...] With these it seems that the only 
way to specify their semantic contribution (when they occur initially or are 
otherwise set off) is to specify how they are to be used. (p.2) 

 

These expressions are called as deictic discourse expressions or speech act 

adverbials and they exploit a certain interpretation of context, i.e. co-text, in the 

sense that they change the force of a given sentence or subjugate the content of an 

expression to another (Bach, 1999b, Huang, 2014). Still, in the favor of the 

conventionality criterion, there could be explanations for these phenomena in terms 

of some rule-governed forms or schematic conventions underlying the expression 

types including deictic discourse expressions. Generally, the problematic cases for 

the conventionality criterion consist of the cases in which a type of an expression has 
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an underspecified content while a token of the very same expression has a specified 

content.  

The proponents of the criterion, who are mostly pro-semanticists, incline to 

cope with such cases by a two-folded formal translational strategy: First, they 

determine a schematic convention or an algorithmic function underlying a type of an 

expression; then, they indorse this convention or function as a means for translating 

expression types into more specified content in distinct utterances of this expression 

type. The attempts such as n between character and content, 

 index-theory for pragmatics, Katz semantic markers follow this two-

folded formal translational approach (Szabo, 2006; Allott, 2010).  

Still, the conventionality criterion faces with the further burden of 

explanation when it clashes with Gricean conventional implicatures. Implicatures are 

communicative implications that are distinct from logical inferences and entailment 

relations which solely rest on logically or truth-conditionally relevant meanings in 

each well- common phenomenon 

that what speakers mean by an expression often exceeds what this expression 

linguistically encodes  

implicated  with respect to what is meant, Grice divides implicatures into two main 

categories, i.e. conversational and conventional, depending on the sources of 

ve implications. Conversational implicatures hinge on the 

salient and mutually recognizable characteristics of conversational context and they 

are not assessable nor governed by the linguistically encoded meaning of an 

expression uttered in the given conversational context. Yet, unlike conversational 

implicatures, conventional ones correspond to the implicatures which are generated 

or triggered by the conventional meanings of expressions although such cases do not 
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contribute to what this expression type linguistically encodes. 

contention about the adverbs such as after all , anyway  and any rate , Grice 

(1967, 1989) analyzes the adverbs and connectives such as 

Take a paradigmatic example as follows: 

(6) a. He is a philosophy major but is funny. 

    b. [He is a philosophy major and he is funny.] 

expressions with which it connects. For instance, the example (6)a establishes a 

contrast between being a philosophy major and being funny. So, it conventionally 

overlays a contrastive force on the expressions. Yet, Grice thinks that this sort of 

conventionality does not affect the truth-conditional status of what is linguistically 

encoded in a given sentence. Later, I will revisit the truth-conditional effects of 

pragmatic processes while discussing the truth-conditionality criterion, yet what I 

want to emphasize here about the conventionality criterion is that Grice casts a doubt 

on the conventionality criterion by his notion of conventional implicatures. Since 

there are some pragmatic implications that are also triggered conventionally then it 

seems that the proponents of the criterion must differentiate what a sentence 

linguistically encodes from what a sentence conventionally conveys. As Grice points 

out, the conventionality of linguistic items might not be mutually exclusive with 

what content is linguistically encoded in those items. Yet, the conventionality 

criterion can still be discussed with the help of formal translational strategies covered 

earlier. 

As I stated earlier, the conventionality criterion contends that what a well-

formed sentence type literally says always encodes the same end product of the 

composition of the standing contents or roles of linguistic components employed in 
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it. In this respect, I cover certain challenges each of which shares the idea that there 

are some expression types that are inherently underspecified in terms of their 

linguistically encoded meanings or roles. Such a notion of underspecification comes 

with degrees and most philosophers restrict the idea of underspecification of literal 

meaning into certain types of phenomena. Yet, radical pragmaticism and pro-

pragmaticism evolve this underspecification claim into the linguistic/semantic 

underdeterminacy thesis which contends that he linguistically encoded meaning of 

a sentence radically underdetermines the proposition a speaker expresses when she 

utters that sentence Huang, 2014, p.7-8). In addition, the emphasis on the cases of 

underspecified contents, the linguistic/semantic underdeterminacy thesis might 

implicate further hypotheses: (i) Sentences, not always but typically, fail to encode 

standing meanings: there are no standing meanings embedded in the linguistic 

codes.; (ii) what is lexically encoded by the sentence always falls short of what 

speakers communicate by that sentence.18 The following case can be proposed to 

exemplify the linguistic/semantic underdeterminacy in the face of conventionality 

criteria: 

(7) The police stopped the car.  

The sentence above literally says that the police officer stopped a definite/unique car 

in some way or another. Moreover, this literal meaning does not give us a specified 

manner of stopping this definite/unique car. After all, it can either be used to mean 

that the police officer  to mean 

that the policeman was driving the car and then stopped its engine. The different 

manners of stopping the car can be specified only through particular uses of the 

sentence rather than the encoded meaning of it.  

18 There are more examples to put forward to exemplify the linguistic/semantic underdeterminacy, but 
I preserve the rest for the other criteria and the case study on the notion of unarticulated constituents.  
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Still, we can pause for a moment to consider one further concern on the 

conventionality criterion. This concern springs from the formal translational 

explanations in the face of several cases from anaphoric expressions to unarticulated 

constituents. In order to deny the effects of use on the conventional meaning, such 

explanations appeal to the conventional mechanisms or decoding processes which 

are encoded structurally or lexically in the expressions in question. Yet, such 

solutions rarefy the boundaries between syntax and semantics in the basic triad due 

to the definition that syntax studies code-to-code relations and codificational rules 

governing those relations. 

 One further problem for the conventionality criterion is as to what sort of 

linguistic competency the conventionality criterion requires to explain language 

understanding. As I mentioned earlier, the criterion, at its face value, rests on a sort 

of linguistic competence the code-

More interestingly, the pragmatic representations and effects which the speakers 

entertain in communication are not part of this competency since they are neither 

conventional nor encoded in linguistic expressions. Nonetheless, this sort of 

linguistic competence is too restricted to account for language understanding beyond 

semantic competency. For one thing, interpreting utterances requires addressees to 

go under a cognitive process whereby they figure out what the received utterances 

mean. In this case, speakers, in the natural course of a regular linguistic exchange, 

process and produce linguistic expressions in an automatic, non-reflective and 

extremely fast manner. Thus, semantic interpretations as decoding/encoding 

-representation relations 

and decoding/encoding rules, need to be grounded at conscious levels or public-
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language levels. The relevance- modularity thesis can 

give us  internal mental 

framework and related cognitive faculties stand for such a competency (Ariel, 2010; 

Carston, 2008b). After all, it is worth emphasizing how this information can be 

grasped and circulated through communication. Any account which defends the 

conventionality criterion should explain away the cognitive picture behind acquiring 

linguistic contents and producing utterances. Hence, this notion of linguistic 

competence could boil down into a sort of cognitive competency in terms of 

encoding/decoding processes.  

In what follows, I will move on discussing the context-sensitivity criterion for 

drawing the distinction between semantics and pragmatics. While discussing this 

criterion, I will also explicate some basic notions such as context and the semantic 

underdeterminacy thesis in order to show how the context-sensitivity criterion comes 

out to be a measure to draw the semantics-pragmatics distinction. 

 

4.3.3 Context-insensitivity vs. context-sensitivity 

The dichotomy between context-sensitivity and context-insensitivity has significance 

for making the semantics-pragmatics distinction, i.e. the context-sensitivity criterion, 

which has been commonly endorsed in the literature.19 According to the context-

sensitivity criterion, pragmatics involves with contextual effects on how interlocutors 

use and interpret an utterance of an expression in a given context while semantics 

concerns with how interlocutors use and interpret an utterance of an expression 

irrespective of a given context and its effects. The context-sensitivity criterion further 

19  See Bach 1994a, 1994b, 2004a; Travis, 2008; Recanati, 2002, 2004a, 2005; Stanley & Szabo, 
2000a; Berg, 2002; Borg, 2004, Cappelen & Lepore, 2008; King & Stanley, 2005. 
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entails that the semantic interpretation/content of an expression is invariant or 

insensitive to the context in which this linguistic expression is uttered. On the other 

hand, the pragmatic interpretation of an expression depends on its context of 

utterance; and thereby, the pragmatic interpretation/content of the relevant 

expression varies from one context of utterance to another.  

 -

 explicated, the context-sensitivity criterion can be posited in very 

distinct ways. Simply, it is considered to be an extra-linguistic circumstance or a set 

of such circumstances in which an utterance occurs. Besides, according to one 

standard conception, it is the physical setting/environment (thereby also an extra-

linguistic circumstance) in which an utterance is made that can be saliently and 

mutually recognized by the interlocutors in this act of utterance and/or the 

interpretation of it (Allott, 2010; Caplan, 2003; Salmon, 2002). Philosophers and 

linguists often label this notion of context as the physical context in which the 

place, intonations, gestures and etc.) which become relevant to the interpretation of 

this very utterance (Caplan, 2003; Lewis, 1980).  

In this vein, it is crucial to emphasize that there is a major point of 

disagreement on the question of what elements the context of an utterance 

encompasses in relevance to the interpretation of an utterance. On the one hand, a 

theorist can hold that the domain of context is strictly constrained to the elements 

which are present and salient in the given physical setting of an utterance. On the 

other hand, one can include every element which takes part in utterance 

interpretation regardless of whether such elements are present and salient in the local 

setting of the given utterance. The second notion of context is often called as the 
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bucket theory of context since it allows distinct sorts of distinct elements to become a 

part of contextual interpretations. In this respect, it might look too permissive and 

liberal account. Nevertheless, the former account of context is also too strict since 

contextual interpretations seem to engage with the elements which are not present in 

the physical setting of an utterance. Paradigmatic examples concerning with such a 

notion of context could be listed as follows: 

(8) Hikmet left early. She said she needed to feed her cat. (Anaphora) 

(9)  I am not here. (Indexicals) 

      (10)  After all, you bought this TV. (Discourse deictic expressions) 

      (11) You should do the Obama thing in your campaign. (Background) 

In the examples above, it can be seen when the notion of physical context might fall 

short or how it might be recovered considering the question of what elements the 

notion of context recovers in the interpretation of utterances. According to this notion 

of context, the context of an utterance consists of all extra-linguistic features of the 

localized environment which are physically occurrent to the interlocutors in 

relevance to the interpretations of utterance. In that case, linguistic elements or 

linguistically encoded contents do not seem to contribute to the context of utterance. 

Nonetheless, there are some linguistic and extra-linguistic items that appear to 

contribute to the general setting of utterances although the notion of physical context 

does not include them as the relevant elements for utterance interpretations.  

In the first example, the interpretations of pronouns 

 utterance (8) seems to depend on their occurrences in the sentence 

even if the relevant referent/referents, certain ostensive gestures and such are not 

occurrent or salient in the physical setting in which the utterance (8) occurs. Thus, it 

can be claimed that the notion of physical context excludes discourse-specific and 
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linguistically triggered features although they seem to be relevant to the 

interpretations of an utterance.  

 As discussed before, deictic expressions such as indexicals are thought to 

have their semantic value or content by means of the interpretations of the context. 

For the deictic expressions in a sentence trigger the search for contextual 

information. Yet, as Kaplan suggests, indexical expressions typically have one 

standing function embedded in them and yet the content of an indexical expression 

can be determined by the standing function of it in addition to the context in which it 

occurs. 

something in the context of an utterance only if the standing (semantically encoded) 

function parameters are satisfied with the contextually salient value. Here, suppose 

that one sees the sentence (9) anonymously written on the noticeboard. In that case, 

he has no access to what each indexical in it denotes owing to the fact that it is not an 

utterance and thereby it has no surrounding setting in which it occurs. Nonetheless, 

there are still some standing functions governing how to make any referent relevant 

to the sentence. 

suggests that the notion of a context, unlike the physical context, ought to include 

some linguistic contributions to the contextual interpretations.  

Furthermore, examples such as (10) bring out some attention to the features 

of some earlier context of another utterance (of the same sentence/ another sentence) 

that has relevance to what is uttered by (10) in the present context. Imagine a case 

where the interlocutors had some earlier arguments over what to watch on TV and 

then the TV starts to malfunction at the time of utterance (10). Imagine further that 

one of the interlocutors asks the other to call the technical support and then the other 

interlocutor utters the sentence (10). In this respect, the notion of physical context 
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seems to run into a trouble since it rests on only one localized or specific setting 

relevant to the interpretations of utterance at hand. Conversely, there might be cases 

that require us to extend the settings which are relevant to the interpretations of a 

given utterance. Hence, there might be some revision onto the notion in the way that 

it also includes some other localized contexts of utterances that are relevant to the 

interpretation of a current utterance in its own context.  

In the example (11), there is an interesting case of the interaction between 

context and interlocutors. The notion of physical context is often described to be 

static due to some stable parameters (time, place, addresses and physical setting and 

such) which are prior to utterances. In this picture, when an addressee receives an 

utterance which needs some contextual interpretation, she simply recovers what local 

values for these parameters are given in the context of the utterance. On the other 

hand, there could be some cases where such contextual values are not given in the 

local physical setting. Sometimes, our general knowledge about the world or 

linguistic practices constitutes the bulk of extra-linguistic information which makes 

the interpretation of utterances possible. For instance, the sentence (11) requires 

addressees to know who Obama is/was and what worth-mentioning relation he had 

with campaigning if they are to specify what is suggested by the utterance of the 

sentence (11).  

In addition to the example (11), the example (10) also indicates that an 

 beliefs about the other interlocutors  also 

play a role in interpreting an utterance. In this respect, restricting the notion of 

context with physically and extra-linguistically salient elements would be incorrect 

since the interlocutors in (10), for instance, entertain some beliefs underlying the 

current context of utterance. Any notion of context which sets up a context to be a 
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localized environment is obliged to accommodate with the fact that interlocutors 

often appeal to some background information in order to interpret what is 

communicated by an utterance.  

The notion of background information becomes integral to provide a better 

analysis of the notion of context. In this regard, Stalnaker (1970, 2014) offers an 

account of context which also entertains background information with respect to its 

role in contextual interpretation. the set of beliefs 

is called the common ground. 

According to him, the context of an utterance is a set of (possible) worlds that 

consists of logically consistent assumptions, including   about 

what the others know and believe , in terms of the given 

the interlocutors in a conversation do 

not simply interpret an utterance at its face value. Nonetheless, they interpret an 

utterance in terms of its interaction with other salient and mutually recognizable 

interpretations pertaining to some other situations of utterances which include not 

only physical settings but also shared beliefs or some assumptions on it. That is to 

say, the common ground enables interlocutors to interpret an utterance in a logically 

consistent way.  

In addition to ts on how the 

background information partakes in the interpretation of an utterance in a given 

Background a 

general knowledge framework which lies behind a language that consists of an 

empirically rooted set of our various sorts of practices and assumptions (social, 

behavioral, linguistic and so on) with respect to the world and the language. In this 

regard, Searle (1980) explains how the Background works in a language by showing 
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extra-linguistic contributions. (Carston, 2008b, p. 64). Take the sentences  

will  ccording to Searle, the 

. However, what 

they express in each occurrence vary because they reflect distinct parts of the 

background information concerning with the act of cutting- not because they occur in 

the distinct contexts of utterances of each sentence. After all, the act of cutting a 

ribbon and the act of cutting hair are constituted by distinct properties and know-

hows and thus knowing how they express distinct ways of cutting can be grounded in 

some general knowledge framework. The Background implicates an extremely 

comprehensive notion of context in the way that background information not only 

contributes to the contextual interpretation of utterances but also it contributes to the 

conventional (encoded) meaning, namely the semantic interpretation of an utterance. 

In this sense, context, in addition to Background, can be regarded 

as a version of the bucket theory of context in terms of its comprehensiveness.20 

According to its standard representation, the context is a static domain that stores up 

everything which overtly or covertly helps to determine what is uttered to the effect 

that syntactic el

context.  

In the literature, some philosophers take issue with such all-inclusive models 

in terms of their structure, and they propose the models, which consist of multi 

divisions and aspects of contextual interpretation. In this regard, Perry (1998) divides 

the notion of context into three by virtue of the linguistic levels in which it is 

20 notion of context is dynamic and background assumptions, for him, are mostly contingent 
on social and cultural constructions.  
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operative, namely pre-semantic, semantic, and post-semantic contexts. According to 

the first level of analysis, there are pre-semantic (i.e. syntactic, phonological, and 

morphological) uses of context by which we can interpret linguistic elements just as 

in the cases of homonymy and ambiguity. In other words, pre-semantic use of 

context mostly concerns with syntax irrespective of any literal meaning or use. 

Moreover, the context, at the semantic level, enables us to determine the 

linguistically underspecified values which we assign to linguistic elements such as 

deictic expressions. Post-semantic context, just common ground and 

Background, includes all extra-linguistic components to interpret what is 

communicated by an utterance of a sentence.  

As we saw in the previous chapter, Bach similarly posits two types of 

context, i.e. narrow context and broad context. The former includes any linguistically 

signaled contribution from the context that becomes relevant to 

the place, the time and perhaps the  includes that and all the 

Stojanovic, 2008, p. ms to be 

implicit at the semantic level and it functions to recover reference assignments and 

referential disambiguation in the cases of indexicals and such. On the other hand, the 

broad context seems to be explicit at the pragmatic level, and it has a function to 

interpret what speakers mean by an utterance based on all extra-linguistic elements.  

 So far, I have shown the distinct conceptions of context considering the 

divergences on the scope and the role of context. Depending on how differently the 

notion of context can be postulated, the context-sensitivity criterion also takes on 

distinct interpretations. We can demonstrate how these definitions can change by 

comparing some definitions of context-sensitivity from the literature:  
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the context. (Kaplan, 1989, p. 522) 
 

can be brought about by words in a language whose 
semantic properties make their values dependent on either co-text or the 
circumstance of utterance; or it can be brought about by means different from 

 (Gillon, 2008, p. 377) 
 

To say that e is context sensitive is to say that its contribution to the 
propositions expressed by utterances of sentences containing e varies from 
context to context. (Cappelen and Lepore, 2008, p. 146) 

 

A sentence is context-sensitive if and only if it expresses different 
propositions relative to different contexts of use. (Stanley, 2005, p.16) 

 

In these definitions, the scopes and communicative roles which are ascribed to the 

notion of context determine what elements are taken into account and what roles they 

take in interpreting the utterances. As a result, the notion of context-sensitivity 

applies to various elements under distinct roles. More importantly, the notion of 

context-sensitivity further implicates some commitments pertaining to the notions 

such as propositionality and truth-conditionality. Moreover, philosophers sometimes 

characterize the context-sensitivity of expressions through the changes in the 

proposition expressed by an expression. Given the standard view that propositions 

constitute the truth-conditional content of truth-evaluable sentences, some 

philosophers further point out that the truth-value of context-sensitive expressions 

change from one context to another if the propositions expressed by them change 

depending on a context.21 To put it simply, it is often endorsed that the proposition or 

21 Notice that there are opposing characterizations of proposition in philosophy. Throughout the paper, 
I do not commit myself into any one of them. Yet, some commonly defended properties related with 
this notion can be tentatively used to make explicit the proposals of the semantics-pragmatics 
distinction. Standardly, a proposition is thought to be a cognitive (i.e. non-expressive/non-emotive) 
representational content and it is thought to be what is meaningfully and truthfully asserted by a well-
formed declarative sentence. Endorsing the principle of compositionality, a proposition is generally 
deemed to be a complete representational function composed of the representational contents of the 
constituents composing this very sentence. Moreover, propositions are also deemed to provide truth 
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propositional content which a context-sensitive sentence conveys varies with context 

and thereby each varying proposition might have different truth-conditions. To 

accommodate these diverse formulas, the context-sensitivity can be generically 

formulated as follows: 

A linguistic expression E is context-sensitive just in case for some 
conceivable circumstances C1 and C2 with relevance to the language L in the 
world W, the representational content (propositional and/or truth-conditional) 
of E in C1 conceivably differs from the representational content 
(propositional and/or truth-conditional) of E in C2.  

 

This definition, just like the other definitions above, does not account for any 

concern about how the context-sensitivity can be explained without any commitment 

to a certain type of context. Nevertheless, it combines diverse formulas into one so 

that the basic problems in the contextuality criterion can be easily addressed. In 

reference to the above formula, the context-sensitivity criterion already rests on some 

prior notions such as context, representational contents, word-to-world relations, and 

some further notions.22 If one adopts such a characterization of context-sensitivity to 

construe the criterion for the semantics-pragmatics distinction, then she encounters 

with some prima facie challenges. In the following section, I will discuss what 

challenges the context-sensitivity criterion has to deal with for the sake of coherency.  

 

4.3.4 Some challenges to the context-sensitivity criterion 

The context-sensitivity criterion for the semantics-pragmatic distinction suggests a 

very simple yet troublesome idea: Semantics concerns with context-insensitive 

expressions in terms of their stable representational (propositional and/or truth-

conditions for the relevant sentence since it posits what is meaningfully and truthfully said by a 
sentence. So, they are also thought to be the sole bearer of truth and falsity.  
22 Conceivability here indicates the fact that speakers, at the public language level, have epistemic 
competency to conceive or imagine possible cases in which given utterances might occur. Such 
epistemic competency allows speakers to arrive at possible interpretations in the first place.  
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conditional) contents embedded in these expressions whereas pragmatics deals with 

context-sensitive expressions through their representational (propositional and/or 

truth-conditional) contents which vary with the contexts in which these expressions 

occur. Hereby, there seem to be several challenges with which the proponents of the 

context-sensitivity criterion have to meet. As we saw in the last section, the main 

challenge is to account for the adopted notion of context in terms of its structure, 

scope, and roles. Defining context-sensitivity requires a coherent definition of 

context.  

This main challenge for the context-sensitivity criterion entails other 

troublesome cases to which the proponents of the criterion have to address for the 

sake of their argument. As shown by some examples in the last section, there are 

some well-formed linguistic expressions that implicitly or inherently require some 

degree of contextual contribution to be interpreted. In addition to the previous 

examples, there are many more examples to show. For instance, the linguistic 

require to be interpreted in accordance with a context in which occurs (Donaldson & 

Lepore, 2012). If these linguistic expressions are not fulfilled with some contextual 

contribution it would remain underspecified about who speaks to whom, when and 

where. Thus, some linguistic expressions require referential disambiguation and 

resolution inherently in their uses. Hereby, such examples entail to the semantic 

underdeterminacy thesis which I have mentioned earlier. If the thesis is interpreted 

with some relevance to the notion of context-sensitivity, then the representational 

(propositional and/or truth-conditional) contents of some linguistic expressions are 

patently underdetermined without any contribution from context-relevant 

interpretations of those expressions.  
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At this point, the proponents of context-sensitivity might agree with such 

examples and they can simply consider such linguistic cases as a subject matter of 

pragmatics. Deictic expressions, anaphors, loose uses, pre-sentential or pre-

propositional expressions could fairly belong to the domain of pragmatics while 

semantics can still deal with the context-insensitive aspects of linguistic expressions. 

Thus, the proponents of the context-sensitivity criterion do not necessarily get drawn 

into some troubles. Nevertheless, they face some challenges about their criterion 

when they commit themselves to a certain conception of proposition and the 

asymmetry assumption to which Gricean distinction between what is said and what is 

implicated also entails. It has been a mainstream view that a proposition typically 

corresponds to a determinate and complete thought which a well-formed declarative 

sentence expresses. With some minor differences, many ideal language philosophers 

such as Frege, Carnap, and Russell championed the idea that propositions are the 

determinate contents of sentences. Although there are numerous ways to postulate 

the representational content of a sentence regardless of restricting it into certain 

sentence forms or properties, it has been a mainstream conception of proposition in 

the literature. Drawing from this conception of proposition, Grice embraced that the 

semantic content of a sentence (what is said by it) provides some essential input to a 

conversation to start the pragmatic interpretation of this sentence (what is implicated 

by it). As a result of endorsing these two views, a proponent of the context-

sensitivity criterion runs into some obstacles concerning with the semantic 

underdeterminacy thesis. If the representational content of a sentence does not stand 

for a determinate content, then it has nothing to contribute to the pragmatic 

interpretation of a sentence in a context. Yet, the context-sensitivity criterion has to 

account for how interlocutors can interpret the above examples and cases without 
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any essential input (e.g. unarticulated constituents). More importantly, the 

proponents of the context-sensitivity believe that semantic content determines 

pragmatic interpretation; but the above cases show that pragmatic interpretation of 

some sentences determines semantic content of them, not the other way around.  

There are other obstacles that follow from endorsing the Fregean notion of 

propositions and Gricean asymmetry between what is said and what is implicated. 

One of these obstacles concerns with the principle of compositionality. If the 

context-sensitive sentences, which are pragmatically interpreted in given contexts, 

require determinate semantic contents in the first place, then these sentences cannot 

have any semantically indeterminate constituent in it. After all, the principle of 

compositionality, once it is embraced, holds that the semantic content of a sentence is 

determined by the composition held amongst the semantic contents of its 

constituents. So, if a sentence entertains a semantically unspecified constituent then 

the principle of compositionality does not hold for the above cases. In a similar vein, 

the context-sensitivity criterion, which combines with the asymmetry assumption and 

the traditional notion of proposition, faces the challenge that some context-sensitive 

sentences such as (8)-(11) have determinate truth-conditions which are traditionally 

ascribed to the contents of sentences (i.e. propositions). Provided that a proposition 

bears the truth-conditions of the sentence which expresses it, the criterion also needs 

to explain how the pragmatic interpretation of a sentence which varies with context 

can have determinate truth-conditions while the semantic content of this sentence 

lacks such determinate truth-conditions.   

Still, it is possible to defend the context-sensitivity criterion if the proponents 

make some refinements about the underlying assumptions and notions. First, they do 

not have to commit themselves to the asymmetry assumption in the way that Grice 
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postulates his distinction between what is said and what is conversationally 

implicated. It might come with some costs such as blurring the autonomy assumption 

between semantics and pragmatics. Furthermore, the cursiveness assumption can be 

preserved by revising the notion of context and thereby the notion of pragmatic 

interpretation. As mentioned before, Bach divides the notion of context into two 

categories by virtue of distinct roles. In this regard, many context-sensitive 

expressions are determined in the narrow context which has semantic in character. 

Similarly, some other philosophers, 

revisions about linguistically signaled context-sensitive expressions such as 

indexicals, distinguish the roles of context based on whether they have linguistic 

effects or extra-linguistic effects on the representational content of a sentence.23 For 

example, Cappelen and Lepore (2006) put their treatment on the context-sensitivity 

at the semantic level as follows:  

[F]or an utterance u of a well-formed sentence S in a context C if you fix the 
referents of the obviously indexical/demonstrative components of S  and 
if you disambiguate the ambiguous expressions, then what you end up with is 
a proposition. We call this proposition the minimal semantic content of u. (p. 
425)  
 

According to many proponents of the context-sensitivity criterion, certain sorts of 

contextual interpretations, which are linguistically governed or signaled to 

disambiguate referential or indexical values, belong to semantics. So, for them, not 

all contextual interpretations are pragmatic.24 In this respect, the cursiveness and 

autonomy assumptions in the cinquain can be preserved. After all, semantic 

23 Montague (1974), Creswell (1973), Kaplan (1977), Lewis (1972, 1979) developed similar 
approaches to the analysis of deictic expressions. 
24 For instance, Gillon (2008) defends that both semantics and pragmatics concern with linguistic 
interpretation although they represent distinct modes of interpretation at distinct levels of language. 
Hereby, the former studies the features of linguistic interpretation grounded in the grammar and 
lexicons whereas the latter studies the features of linguistic interpretation which are not grounded in 
them.  
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a par with syntactic and 

phonological properties ragmatic properties are extra-linguistic properties 

belong to acts of uttering sentences (Bach, 2004, p. 27).  

Furthermore, the proponents of the context-sensitivity criterion do not 

commit themselves to the traditional notion of proposition. As mentioned before, the 

content of a context-sensitive expression is thought to be the focus of variation. The 

notion of content, in its standard uses, stands for representational inputs attached to 

linguistic expressions, mental states, speech acts, and some extensional things. In this 

regard, the content of a linguistic expression might or might not stand for a 

proposition represented by a linguistic expression. Similarly, the content of a 

linguistic expression might or might not contribute to a complete thought expressed 

by some linguistic compound in which it is employed. More importantly, the content 

expressed by a sentence does not have to express a determinate or a complete 

thought as long as it expresses a structured or schematic representation that seems to 

be sufficient to flesh out some general truth-conditions for a given sentence.  

In this respect, Emma Borg (2004) underlines the idea that specifying the 

truth-conditions for an utterance of a sentence does not amount to describing the 

truth-conditions of a sentence. Take the sentence  had enough . Not knowing 

under what circumstances the sentence has been uttered, the sentence seems to be 

underdetermined as to who has had enough of what. If the underdeterminacy thesis is 

true, then the sentence by itself seems to have no truth-conditional content. Since it 

appears to have an incomplete content requiring contextual factor to be fulfilled. We 

-

conditions and the specification of them. I 

have had enough  is true if and only if the speaker of the utterance of the sentence 
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has had enough of whatever the speaker refers to. Still, we cannot assign if it is true 

or false because it is underspecified without being sincerely uttered by someone in 

some context of use. Nevertheless, we can cash out some generalized truth-

conditions for the sentence in a descriptive way.  

As mentioned before, some philosophers revise the notion of what is said 

(semantic content/proposition) by allowing some contextual factors to contribute to 

what a sentence says. In doing so, they seem to accommodate with some cases of 

context-sensitivity which are linguistic in nature to the effect that not all contextual 

interpretations are pragmatic interpretations. Nonetheless, some other philosophers, 

in addition to their refinements in what is said, take issue with the other end of 

Gricean distinction, i.e. what is conversationally implicated. By what is 

conversationally implicated content, Grice takes his notion of implicatures into 

account in the way that implicatures, conversational ones, exhaust all extra-linguistic 

contextual interpretations (pragmatically inferred contents). When the competent and 

rational addressee receives an utterance of an expression, she -as a rational agent 

having some rational communicative means- attempts to recognize what the speaker 

intends to mean by uttering this expression. In this picture, what is conversationally 

implicated by an expression does not determine the representational content of what 

is said by a sentence. Hereby, some philosophers such as Recanati, Bach, and 

Carston objects to this picture based on the claim that some pragmatic interpretations 

are not conversationally implicated in the Gricean sense. In this regard, the cases of 

unarticulated constituents (e.

h

picture since their pragmatically interpreted contents seem to determine the 

proposition expressed by the sentence, not the other way around. In order to 
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accommodate with the cases whose semantic contents are pragmatically enriched, 

philosophers postulate some further processes or types of pragmatic inferences such 

matic saturation/modulation. On 

the other hand, some Neo-Gricean philosophers put efforts to deal with such cases by 

revising the conversational maxims or the taxonomy of implicatures.25  

Considering our discussions on the underdeterminacy thesis and some alleged 

pragmatic intrusions into semantic contents, I am now in a position to present the last 

main type of the criteria for the semantics-pragmatics distinction, namely truth-

conditionality vs. non-truth-conditionality. 

 

4.3.5 Truth-conditionality vs. non-truth-conditionality 

According to the truth-conditionality criterion, pragmatics, as sharply opposed to 

semantics, has nothing to do with determining the truth-conditional content of a 

sentence nor with making any truth-conditionally relevant contribution into a 

sentence. The criterion is often presented as involving some relations with the other 

criteria. In this sense, the criterion contends that pragmatic aspects of a linguistic 

expression are truth-conditionally impotent. Still, pragmatics can be further taken to 

deal with appropriateness/felicity conditions of an utterance of a sentence. In this 

regard, pragmatics studies whether rational/compete

with the contexts in  in terms of what is intended to 

be communicated (Levinson,1983, p.24). Those who hold the criterion generally 

appeal to the notion of proposition which is, in return, thought to give truth-

conditional content. Just like the other criteria, this criterion also rests on some 

preceding commitments to some other notions. In the case of the truth-conditionality 

implicatures.  
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criterion, those notions are claimed to be propositionality, compositionality, and 

truth-conditionality. Nevertheless, the underdeterminacy thesis can also be applied to 

the notion of truth-conditionality to the effect that the criterion runs into some prima 

facie troubles in natural language phenomena.  

As I remarked in the last section, it is often held that what is said by a 

sentence corresponds to a representational content (proposition or propositional 

content). As we will see in the following chapters, it has been a mainstream notion 

amongst the formal semanticists. They commonly consider it to be the intension 

(meaning) of a well-formed sentence that simply amounts a complete and 

determinate representational content which is composed of the meaning of each 

constituent in this sentence. of structured proposition 

types, many formal semanticists also embrace that a sentence syntactic structure 

(for Russell, not the syntactic but the logical one) is isomorphic to a proposition 

expressed by it in the sense that propositions map onto the structures of sentence 

types (Grayling, 1982). On the other hand, some philosophers such as Stalnaker 

consider propositions to be the representational content of a sentence in a context 

which is a function from possible worlds to the truth-values. Although there are 

variations about how to construe the notion of proposition, it is commonly assumed 

that a proposition is what is said (by a sentence) in the Gricean sense. Furthermore, it 

is also endorsed that a proposition expressed by a sentence manifests or bears the 

truth-conditions of a sentence. Here, Davidsonian truth-conditional semantics takes 

one further step by identifying propositions with truth-conditional content of 

sentences (Grayling, 1982). 

 On the other hand, the notion truth-conditionality, just like propositionality, 

has dissimilar representations and interpretations in the literature due to the fact that 
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there are contentions on how to define truth and how to relate it to its bearers or its 

relata. Most importantly, a definition of truth naturally reveals what the truth-

conditions are and whether they are relevant to propositions. In this respect, the 

notion of truth-conditionality, thereby the truth-conditionality criterion, heavily relies 

on how to define truth and falsehood in a theory of truth. For instance, there are 

contentions as to what entities bear or can bear the truth-value. Here, some 

philosophers might defend linguistic entities (sentences) to be truth-bearers. Second, 

it is contentious whether truth/falsehood is a property or not. Thus, the theory of truth 

in which a philosopher adopts to define truth-conditions precedes the discussions on 

how truth-conditions relate to propositions. Nevertheless, the truth-conditionality 

criterion typically contends that a proposition expressed by a sentence fully manifests 

the truth-conditions of this sentence.  

 Briefly, there are several presuppositions and underlying notions that might 

undermine the truth-conditionality criterion. Nevertheless, the underdeterminacy 

thesis becomes the main threat to the plausibility of the criterion. Next, I will discuss 

the troubles for the truth-conditionality criterion.  

 

4.3.6 Some challenges to the truth-conditionality criterion 

The criterion simply construes the semantics-pragmatics distinction in terms of truth-

conditionality in the sense that the domain proper of semantics exclusively includes 

fully propositional contents which manifest truth-conditions of the relevant 

sentences. That is to say, the semantic content of a sentence typically amounts to a 

complete/determinate propositional content whereby truth-conditions are acquired 

irrespective of any contextual effects.  
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 Consequently, the truth-conditionality criterion categorizes some natural 

language phenomena under the domain of pragmatics either because they fail to 

represent a fully propositional content with respect to the adopted notion of 

propositionality or because these phenomena seem to be saturated by contextual 

interpretations in order to represent a fully propositional content. Apparent cases are 

ambiguity, anaphora, deixis, ellipsis, loose use, and some speech acts. Consider the 

following expressions: 

(12) Why hello there! 

(13) Look! That is exactly what I meant. 

(14) I saw a boy with a telescope.  

(15) A: Where is Jo  
          B: On the left.  

(16) Fulva weighs 4 kg.  

(17) The kettle is black.  

(18) The cup is not big enough. 

If the truth-conditionality criterion is strictly understood, then the above cases might 

be considered to belong to pragmatics instead of semantics. For one thing, the speech 

acts such as the sentence (12) do not bear any propositional content by which we can 

assign truth-conditions for the given utterance. Although it has some expressive 

content in a conversation to pass on greetings with a surprise, what is said by an 

expression does not express fully propositional content. Furthermore, the sentence 

(13) includes many ambiguous and deictic expressions. Thereby, the sentence does 

not seem to express a fully propositional content independently of some contextual 

disambiguation. First, where the speaker induces the addressee to look is totally 

context-dependent tion to relate 

the given setting of utterance with the earlier discourse which the speaker and the 
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addressee supposedly share. Again, the sentence (14) inherits some structural 

ambiguity due to the term with so that it is ambiguous whether the speaker sees a 

boy by looking through a telescope or sees him holding or using a telescope. Another 

content seems to be indeterminate without any contextual contribution. Similarly, the 

sentence (15), which contains ellipsis and ambiguity, seems to be the non-truth-

since it is pre-sentential irrespective of any discourse oriented saturation from the 

s to be ambiguous because it is 

unclear as to whether it is the book John wrote or it is the book belonging to him. In 

some circumstances of utterance, it might even cover both of these interpretations 

considering John can own a copy of the book which he wrote.  

Here, I can pause for a moment to mention how the proponents of the truth-

conditionality criterion can deal with the cases like (12)-(15). Not expressing 

complete and determinate contents, these sentences are taken to be pre-propositional 

and thus to be non-truth conditional. The common strategy is to abstract away such 

cases from the domain of semantics to the effect that semantics, in turn, has a very 

restricted domain. After all, there are many cases in which pragmatic (so-called non-

truth-conditional) factors intrude into sentences to compose a truth-conditional 

content. The cases of such pragmatic intrusion entail the underdeterminacy thesis. In 

our ordinary discourse of conversations, linguistically encoded contents of sentences 

are often not fully propositional and yet they, in most cases, are saturated with 

contextual interpretations such as disambiguation, reference fixing, context-sensitive 

completion, and so on. Thus, pragmatics can interact with the truth-conditions in the 
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sense that pragmatic effects and interpretations sometimes determine the truth-

conditions.  

Here, many opponents of the criterion such as Recanati, Travis, and Searle 

generally distinguish different sorts of pragmatic intrusion from each other. For 

example, Recanati (2002d, 2002e) considers that some cases of pragmatic intrusion, 

in which contextual factors influence the truth-conditions, are bottom-up processes in 

the sense that the pragmatic interpretations are geared in accordance with some 

linguistic elements such as deictic expressions. In these cases, the relevant extra-

linguistic conditions seem to affect the truth-conditional contents minimally. On the 

other hand, according to Recanati, some further cases of pragmatic intrusion are top-

down processes in which the given utterances express truth-conditional contents only 

by means of extra-linguistic contribution. The sentences such as (16)-(18) involve 

with the top-down process of pragmatic intrusion in truth-conditional contents. To 

illustrate, the sentence (16), as an instance of loose use, bears some degree of 

vagueness or proximity in terms of what linguistically encodes. Regardless of 

highlighting certain contextual information, it is unclear what I intend to mean by the 

sentence My cat, Fulva, weighs 4kg  when I utter it. I might use the sentence to 

convey My cat, Fulva, approximately weighs 4kg  or to convey My cat, Fulva, 

exactly weighs 4kg . In addition, what the sentence says does not reveal whether my 

cat weighs 4kg with her collar on her neck. Similar truth-conditional 

underdeterminacy can be ascribed to the sentence (17) by claiming that only extra-

linguistic contribution determines what truth-conditions are plausible for the given 

sentence. Here, Travis, a radical pragmaticist, notes: 

Suppose the kettle is normal aluminium, but soot covered; normal aluminium 
but painted; cast iron, but glowing from heat; cast iron but enamelled white 
on the inside; on the outside; cast iron with a lot of brown grease stains on the 
outside; etc. (1985, p. 197) 
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If such natural language phenomena, as they are defended, undermine the truth-

conditionality criterion by exemplifying extra-linguistic contribution into truth-

conditional contents, then the truth-conditionality criterion cannot sharply distinguish 

semantics from pragmatics in a principled way. After all, most sentences in natural 

languages fail to express a complete and determinate content. Thus, these sentences 

do not have well-defined truth conditions although they are well-formed, and they 

are devoid of indexicality and ambiguity. Nevertheless, even the philosophers who 

agree on the extra-linguistic effects on truth-conditional content split amongst 

themselves depending on the scope and manner of extra-linguistic effects. For 

instance, Travis extends such effects to various sorts of sentences to the effect that he 

believes that pragmatic interpretations exclusively determine truth-conditional 

contents (Donaldson & Lepore, 2012). On the other hand, other philosophers such as 

Bach retain some moderate approach to deal with both linguistic and extra-linguistic 

contributions in truth-conditions (Huang, 2014). Bach, for instance, believes that 

some truth-conditional contents are obtained from semantic interpretations while 

some pragmatic interpretations contribute to truth-conditional content. For instance, 

some cases of pragmatic interpretation do not involve with truth-conditional content 

just as in the case of Gricean conversational implicatures. Nevertheless, some cases 

of pragmatic interpretation directly contribute to truth-conditional content if the 

given sentence lacks determinacy and completeness in terms of its content.  

 

4.3.7 The criteria compared 

Regarding these criteria, there is still much to mention in order to provide a more 

comprehensive analysis. First, it is worth noting that these criteria have a restricted 

scope since they characterize the distinction between semantics and pragmatics by 
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appealing to the distinct sorts of the notion of content. If we, for the sake of 

argument, track these criteria from the characterizations of semantics, it can be said : 

(i) the conventionality criterion holds the mark of semantics as linguistically encoded 

meaning; (ii) the context-sensitivity criterion picks out this mark as context-

invariant/standing meaning; (iii) the truth-conditionality criterion sets out the mark of 

semantics to be truth-conditional meaning.  

The meaning-oriented interpretation of the criteria does not exhaust all the 

other ways to make use of these criteria in the sense that the relevance-theoretic 

accounts, for instance, construe them as distinct cognitive processes even if the 

distinction between these processes can also correspond to one of the above 

dichotomy represented in the criteria. For instance, Carston holds that the semantics- 

pragmatics distinction corresponds to a distinction between decoding and inference 

automatically and modularly implements some co

output representation, which is the semantic representation, or logical form, of the 

 (2008a, pp.321-2). On the other hand, 

the inference process is realized by integrating the outputs of the decoding process 

with contextual information in order to recognize what the speaker intends to convey. 

Thus, the criteria can also be grounded in cognitive processes rather than contents.  

Additionally, it is further worth noticing that the criteria can be converged on 

several features. To illustrate, the context-sensitivity criterion and the conventionality 

criterion seem to converge on the idea that the lexically encoded meaning of an 

utterance of a sentence does not go under any variation and thus semantic meaning 

cannot be context-sensitive. Again, the same applies to the context-sensitivity and the 

truth-conditionality criteria in the sense that context-sensitive sentences do not 
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express a determinate and complete truth-conditional content and thus pragmatic 

content cannot be truth-conditional. Thus, it seems possible for a theorist to adopt a 

multiple-criterion definition for the distinction which converges one criterion with 

another. In fact, it is common in the literature to posit the definitions of the 

distinction which integrate one criterion to another. In this respect, Szabo (2006), for 

instance, portrays the standard view on the distinction by providing such a multiple-

criterion definition that simply contends 

the truth-  (p.381). As Carston (2008a) categorizes some ways of 

making the distinction, she also argues for the multiple-criterion definition which 

combines the dichotomic criterion - -independent linguistically encoded 

meaning (LEM) versus speaker meaning (or communicated meaning or utterance 

meaning - 

 (p.322). To put it simply, she integrates a 

particular conception of the conventionality criterion with a particular conception of 

the truth-conditionality criteria. Ariel (2010), hereby, accurately emphasizes that the 

-

e, she 

 always an implicit assumption, or hope, that different would 

converge, in that same phenomenon would be classified as pragmatic on all the 

 

Consequently, it can be fairly asked if it is plausible to unify these criteria 

under one single criterion. At first, the plausibility of such a unified account seems to 

be untenable for a few reasons. As Stojanovic (2008) indicates, the multiple-criterion 

definition for the semantics-pragmatics distinction seems to inherit a viable degree of 

incoherency since these criteria clash with each other in the face of certain linguistic 
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phenomena such as deictic expressions and unarticulated constituents. Firstly, there 

seems to be implicit incoherency between the notions of context-insensitivity and 

truth-conditionality. Considering the statement I have had enough , it can be said 

that the truth-assignment of the given statement not only depends on what it lexically 

encodes but also depend on the contextual factors saturating the propositional 

content. Thus, if we take the multiple criteria in which semantic content corresponds 

to context-independent truth-conditional content then we wind up with an anomalous 

case such as the above statement.  

Furthermore, the conventionality criterion and the context-sensitivity 

criterion also seem to be irreconcilable under a single definition since the deictic 

cases such as  stands out to be an anomalous case for 

such an integrated criterion. For, what such cases linguistically encode is 

underdetermined by the context. At this point, it is significant to recall that these 

apparent troubles for a multiple-criterion definition arise from the semantic 

underdeterminacy claims. Thus, if a theorist proposes a multiple-criterion definition 

then she has to coherently explain away the semantic underdeterminacy thesis. More 

interestingly, adopting a version of the multiple-criterion definition leads a theorist to 

drop or revise the sharpness, autonomy and cursiveness assumptions.  

Still, philosophers can argue for the plausibility of a multiple-criterion 

definition by restoring their accounts in order to explain away such borderline cases. 

As discussed earlier, philosophers can refine their treatment about some basic 

notions (content, context, truth-conditions, propositions) by proposing particular 
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procedural meaning, Szabo's context thesis and etc.).26  

 It is an arduous task to match up the semantics-pragmatics distinction with 

any of these criteria or with any integration of them. Although particular 

interpretations of the distinction have to be addressed for their own sake, any 

systematic characterization of the distinction seems to be an arduous task to deliver 

in a coherent and empirically plausible way. Nevertheless, it should be noted that any 

interpretation of the distinction must address one crucial point which Grice 

introduces and intensively discusses, namely the informative gap between what is 

said and what is communicated.  

The emphasis here must be drawn onto the language understanding through 

communication if any account of the semantics-pragmatics distinction is to be 

considered as coherent and empirically plausible. After all, the gap between what is 

said and what is communicated finds its roots in how a linguistic expression can be 

grasped and circulated in a communicative discourse. If the semantics-pragmatics 

distinction relies on the gap between what is said and what is communicated by the 

very same expression, then any account which takes the distinction as tenable must 

hold that there is a calculable relation between what is said and what is 

communicated which interlocutors entertain. At this point, a theorist can ground the 

gap by a cognitive or a communicational theory about how interlocutors distinguish 

what is said from what is communicated, which amounts to the recognition of the 

semantics-pragmatics distinction. 

 In this vein, there is often supposed to be some sort of constraints (logical, 

psychological, rational, cognitive, etc.) underpinning our language understanding 

The content of an expression depends on context only insofar as the 
contents of its constituents do  
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through communication. First, it is often argued that what a speaker intends to 

communicate by a sentence must be accessible to her in the first place. In other 

words, the communicative intentions of a speaker are often thought to be transparent 

to the speaker herself even if she is not competent enough to successfully convey 

what she intends to say by the expression she utters. She can fail to recognize some 

contextual parameters available in the environment of the utterance, to produce the 

relevant phonemes, or to produce a completely ungrammatical expression. Yet, her 

intentions to communicate something by an expression are thought to be accessible 

to herself.  

Second, successful communication inherits some degree of sharedness 

expression presupposes dual communicative awareness in the first place. From a 

perspective from the public language level, a speaker can intend to convey P by 

uttering the expression E in an available context of utterance C only if she has some 

reflexive awareness that the hearer can recognize or recover what is intended to 

convey by uttering E in C. Although such communicative truisms can be grounded in 

distinct sources and at distinct levels (conscious/unconscious, public/sub-personal, 

rational maxims/internal cognitive modules and etc.), they are indispensable for any 

account which ultimately purports to explain the gap between what is said and what 

is communicated. Consequently, an account of the semantics-pragmatics distinction 

can be profound if it coherently characterizes not only the distinction in terms of the 

adopted criteria and borderline cases but also the grounds of communicative 

exchange.  
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4.4 Concluding remarks  

In this chapter, I have covered how semantics and pragmatics are commonly 

delimited based on certain theoretical stances, dichotomies, linguistic borderline 

cases. In addition, I have explained what criteria are proposed to differentiate one 

aspect from another at the object-level. As many philosophers (Bach, Carston, 

Bianchi, Recanati) portray, I have mentioned three main types of the criterion for 

making the distinguishing mark of each aspect. In this regard, I have evaluated each 

criterion separately while discussing the related notions and problems with them. In 

what follows, I will critically survey the particular conceptions of the distinction by 

drawing some lessons and assumptions in favor of my deflationary account.  
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CHAPTER 5 

REPRESENTING THE DISTINCTION 

 

5.1 Philosophical roots of the distinction 

At the end of the last chapter, it has been emphasized that there are some intriguing 

features related to linguistic understanding in communication to which any account 

of the distinction must address. I have only drawn special attention to the seemingly 

available gap (at the public language level) between what is said by an expression 

and what can be communicated by an utterance of this expression. At a conscious 

level of linguistic exchange, language is full of communicative means by which 

interlocutors can intentionally and sensibly outreach what is linguistically encoded 

(standing) content/standing formal function by an expression. When a speaker speaks 

figuratively by means of ironies, metaphors, understatements, and hyperboles, she 

overtly violates what is encoded in order to communicate something other than what 

the expression says. In addition to the gap between what is said and what is 

communicated, linguistic understanding in communication already displays equally 

important points to address. With respect to what is said by an expression, there are 

fundamentally formal features of languages to address so that one can account for 

linguistic understanding in communication. In a typical instance of understanding an 

expression in a language at the formal level, a competent addressee receives 

phonological or ostensive stimuli which stand for some representational content and 

then she acquires the relevant representational content through proceeding formally-

driven operations over the syntactic elements, the contents conventionally encoded in 

them, and the compositional constitution amongst them. Thus, some features of 

linguistic understanding in communication are formal properties fundamental to 
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understand how one can comprehend what is said by a sentence in addition to the 

question of how she can recover the gap between what is said and what is 

communicated.  

In this respect, a plausible account of the semantics-pragmatics distinction 

must address to the two horns of linguistic understanding in communication:  (i) 

what is said and what is communicated; (ii) their relation in terms of the seeming gap 

between them. Therefore, the plausible account of the distinction must provide such 

a coherent criterion or criteria for drawing the distinction that it also plausibly 

accounts for these two horns of linguistic understanding in communication. 

Considering these methodological concerns, there have been particularly influential 

accounts that have rooted back into the cleft between ideal language philosophers 

(Frege, Carnap, Tarski, the early Wittgenstein and etc.) and ordinary language 

philosophers ( Austin, Ryle, Grice, Strawson). Subsequently, philosophers who 

involved themselves with this cleft attempted to revise the distinction as it appeared 

in the earlier discussions. In the footsteps of ideal language philosophy, philosophers 

such as Montague, Kaplan, Lewis, and Davidson attempted to explain language 

understanding by proposing formal semantic systems to interpret the distinction in 

favor of rarefied communicative effects onto language understanding. On the other 

hand, some other philosophers such as Bach, Levinson, Recanati, Searle, and Travis 

revised Gricean and speech-act theoretical accounts in order to ground the distinction 

by rectifying the significance of what is communicated in language understanding. 

From a distinct point of view, some linguists (i.e. Chomsky, Sperber, and Wilson) 

and some philosophers (i.e. Fodor, Carston) grounded the language understanding 

into automatic/modular systems internal to cognitive mechanisms. The cognitive 

approach brought a new angle to the distinction.  
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 In what follows, I will critically survey some of these influential insights on 

the question of how to draw the distinction in the face of linguistic understanding in 

communication.  

 

5.2. Carnap and the formal approach. 

In his book Meaning and Necessity (1956), Carnap gives a formal analysis of 

semantics in natural languages by modeling it after formal systems of logic, which 

are constructed systems. As mentioned before, Carnap here endorses that semantics 

concerns with what linguistic expressions denote while he restricts pragmatics into 

the relations amongst linguistic expressions, the extensional objects to which they 

refer, and the users (Bianchi, 2004). s of semantics reconciles 

natural languages with systems of logic to the effect that he approximates the 

analysis of a natural language to the analysis of formal systems of logic in terms of 

their intensional and extensional functions. This formalization project of natural 

languages indicates that we can describe and regiment the semantic boundaries of 

natural language in accordance with a constructed system of logic. It additionally 

displays that we may come up with new systems of logic in order to interpret a given 

natural language formally (Peregrin, 19

natural languages reflects the general agenda purported in ideal language philosophy 

tradition that amounts to regimenting theoretical anomalies which are thought to 

arise from improper uses of natural language expressions. These formally grounded 

boundaries between semantics and pragmatics, which are demarcated in Carnapian 

formal semantics, implicate an alleged autonomy of the natural language semantics 

in the sense that there are semantic phenomena and functions irrespective of 
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communicative contributions. As semantics is held to have context-insensitivity in 

 

 In other words, the semantic content of linguistic expressions does not 

depend on the extra-linguistic setting and circumstances under which those 

expressions are used. The idea of semantic autonomy directly follows from the 

conviction that semantics has nothing to do with varying settings in which the given 

expressions are uttered. Thus, the context-insensitive characteristic of semantics 

stands in a marked contrast to the characteristic of pragmatics. After all, Carnap 

holds that pragmatics becomes an extra-linguistic extension of semantics which has 

no contribution or effect on the analysis of meaning. Furthermore, it is worth 

emphasizing that the pragmatic aspect of language does not have its own 

autonomous domain-specific function to range over linguistic expressions; but it 

serves to be an extensional domain of what is non-semantic. 

distinction also implicates the pragmatic wastebasket notion which contends that 

pragmatics consists of what does not fall within the boundaries of semantics. 

Nonetheless, such an analysis of the boundaries faces serious challenges because 

there are several context-sensitive linguistic phenomena that seem to involve with 

semantics. 

 As pointed out through the conventionality and context-sensitivity criteria, 

between semantics and pragmatics which identifies semantic content with context-

insensitive linguistically encoded meaning. First, indexicals (i.e. I, you, here, there, 

now, etc.) seem to pose a challenge to the autonomy of semantics grounded in 

context-insensitivity. Although indexicals might have some conventionally 

embedded functions such as picking out the place where the speaker is present, they 
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still seem to require the context or circumstances under which they are used in order 

to specify what they are intended to denote. Similarly, pronouns and demonstratives 

implicate that there are expressions whose values are specified only by means of 

contextual contributions available at the setting of utterance. Furthermore, as 

Peregrin (1999) mentions, articles (such as a/an, the and the zero/null articles in 

English) push the Carnapian boundaries of natural language semantics by resisting 

the context-insensitive characteristic of it.  (1905) paradigmatic analysis 

of them in his article On Denoting, definite articles have a semantic function to entail 

to the existence of a unique/definite object while indefinite articles entail to the 

existence of a non-unique/indefinite object. In other words, the definiteness or the 

uniqueness of denoting expressions becomes a matter of contextual assignment either 

in a context or a co-text. As we have discussed in the case of discourse deictic 

expressions, the definite articles, in the similar vein, are  

pointing at a specifically labeled individual present within the 'context  (Peregrin, 

1999, p.422)  distinction does not account for tense markers 

and modality which indexes truth-assignments of sentences to time and the world. 

Regarding these prima facie challenges, the formal semanticists who are 

 formal analysis of the distinction revise and reconstruct the 

notion of semantic autonomy by trying to come up with a new system of formal 

idea that a natural language system can be 

formally modeled after a proper system of formal language. Moreover, modeling a 

natural language after a formal one requires a principled way to lay out similarities 

and dissimilarities in terms of what is to be constructed. Also, there must be 

strategies to account for dissimilar components in a system modeled after another 

one. Just as in the above  formal system fails to meet with some 
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natural language phenomena due to the fact that he does not reserve any place for 

context-sensitivity neither in semantics nor in pragmatics. Appealing to this line of 

thought, the formal semanticists attempt to construct more refined formal systems to 

meet with such natural language phenomena. After all, indexical and context 

sensitive expressions illuminate how to model a natural language after a formal one 

and what the formal semanticists need to do is to devise a more suitable formal 

language as a model. As a result, some other systems of formal semantics are 

brought out to explain the relation between semantics and context-dependency as 

well as the related linguistic phenomena.  

 In this respect, Richard Montague (1970, 1974) offers another formal model 

based on the observation that natural languages, as opposed to formal languages, are 

cannot be identified without contextual (extra-linguistic) contribution. Thereby, 

Montague revi indexicals 

into the domain of pragmatics while he retains the context-insensitivity characteristic 

of semantics. In this regard, the semantics-pragmatics distinction, according to 

only to models or interpretations of the language), whereas pragmatic values are 

abo, 2006, p.116). In 

this index-theoretical account, Montague (1974) also assigns a subsidiary role to 

pragmatics in terms of meaning and truth-conditional analysis and he thereby 

remarks:  

It seemed to me desirable that pragmatics should at least initially follow the 
lead of semantics, which is primarily concerned with the notion of truth (in a 
model, or under an interpretation), and hence concern itself also with truth
but with respect to not only an interpretation but also a context of use. (p. 96) 
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As the cursiveness assumption in the cinquain suggests, semantics provides truth-

conditional interpretations to pragmatics which in return evaluates the provided 

interpretation with respect to the context of use.  

 Moreover, Montague, unlike Carnap, seems to account for deictic 

expressions, tense markers, and the world. For one thing, his notion of semantics 

represents a formal model which includes non-relativized and categorical functions 

on contextual parameters (e.g. time, space, denotatum, speaker, and addressee); 

whereas his notion of pragmatics represents a formal model which includes the 

outputs (extensions) of semantic functions relativized to the contextual parameters 

available in a given context of use. Consequently, Montague keeps semantics and 

pragmatics apart by means of a function-argument model in which semantics provide 

standing categorical functions whose argument roles, in the case of indexicals, are 

filled with pragmatically specified values.  

Considering the notion of indexicality in natural languages, some 

philosophers such as Kaplan, Lewis, and Stalnaker follow  idea and 

strategy although each of them adopts a different system of semantics as a model for 

natural language semantics. According to them, semantics consists of context-

insensitive categorical functions (truth and content assignment functions) and 

argument-roles while pragmatics only consists of the context of use which specifies 

the context- 78, 

1989) formal analysis of demonstratives embodies this idea in his distinction 

between character and content. The former stands for a context-insensitive constant 

assigned by mediating the character of an indexical expression to its context of use. 
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Hereby, the values of indexicals expressions vary with context although how they 

function to mediate indexicals with context do not depend on context itself.  

Again, Lewis (1980) proposes an index-theoretical account of semantics in 

order to satisfy the notion of pragmatics which is characterized by the study of 

deictic expressions. According to him, semantics deals with the determination of 

content (referential values, conventional meaning) and truth-conditions in terms of 

constant categorical functions that are embedded in linguistic expressions. 

Nonetheless, these functions categorically represent argument roles which can be 

respectively filled with the contextually specified values. For instance, Lewis offers a 

way in which we can formally restrict how a particular use of an expression within a 

context can be interpreted formally in accordance with some categorical (index-

related) functions ranging over the given context. Lewis (1970, 1980) offers some 

index-related function categories as follows: (i) a possible world, (ii) time, (iii)  

place, (iv) a person (speaker), (v) audience, (vi) a set of objects (available for 

demonstration), (vii) a segment of discourse. Thus, the sentence 

-insensitive significance which consists of 

constant index-related functions, moreover, the sentence has an extension sensitive to 

the indexes such as time, place, speaker, audience, denotatum and the world. In the 

similar vein, Stalnaker (1981) also proposes model-theoretic resolutions for context-

sensitive expressions that adopt possible-world semantics in which expression-types 

such as eternal sentences function from conventional meaning (content) to possible 

worlds in which these expression-types are tokened as utterances. He thereby 

endorses:  
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Formal pragmatic theory begins, as do the semantic theories that have been 
most fruitfully applied to natural languages, with possible worlds. Possible 
worlds semantics is an appropriate framework for pragmatic theory, not just 
because it has proved to be an elegant, flexible and technically fruitful 
apparatus, but because it makes possible an explanation of content and 
context in terms of an essential feature of discourse, and more generally of 
rational activity. (Stalnaker, 1981, p. 441). 
 

Thus, the formal semanticists attempt to explain away context-sensitive elements of 

natural languages by implementing a system of formal semantics and pragmatics 

which accommodate with context-sensitive phenomena in natural languages. In 

doing so, they also attempt to preserve the Carnapian idea that pragmatics amounts to 

a subsidiary extension of semantics, i.e. non-semantics. In this regard, they agree on 

a function-argument analogy between semantics and pragmatics in which pragmatic 

contribution impinges on semantic functions.  

Still, these depictions of formal semantics are not devoid of problems. First of 

all, they restrict the notion of context-sensitivity into indexicals or index-related 

forms which are lexically steer interlocutors to fix the contextually salient values. 

Nevertheless, it seems that there might be the cases of context-sensitivity which do 

not involve with lexically mediated functions. Consider the sentence The ham 

the context-sensitive contributions through some semantic functions ranging over 

contextual elements. At first, the expression seems to lack an index-related 

characteristic when it is compared with how indexicals and demonstratives pick out 

their referents. Still, the definite article makes it a definite noun phrase that might 

function to narrow down the denotatum of the expression. Nevertheless, the 

definiteness function will not suffice to pick out its value in the given context of 

utterance. To illustrate, a waiter might use the noun phrase to refer to the customer 

who has just ordered a ham sandwich or to the customer who regularly orders a ham 
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sandwich although he has had just a cup of coffee. In that case, its contextual value 

semantic function from context. Otherwise, the sentence would convey that a 

contextually definite ham sandwich does not leave a tip at time t which is prior to the 

time of utterance.  

 Secondly, the formal approaches not only restrict the notion of context-

sensitivity but also restrict the entire notion of pragmatics into indexicals or index-

related forms which lexically steer interlocutors to fix the contextually salient values. 

Nevertheless, the cases such as irony, implicatures, speech acts do not fall within the 

boundaries of pragmatics in the formal approaches. For they characterize the domain 

of pragmatics with a strict relevance to what is said, i.e. the domain-specific 

functions of semantics. Thus, pragmatics turns out to stand for what is communicated 

in a very narrow sense of linguistic communication. In this respect, the formal 

approaches to the semantics-

of pragmatics as a subsidiary aspect in the sense that pragmatic aspect of language 

does not have its own autonomous domain-specific function to range over linguistic 

expressions. Carston (1998) makes a similar point in her following remarks:  

[In the species of formal pragmatics] there is no hint of a pragmatic principle, 
a conversational maxim, or any assumptions about communicative behaviour; 
such entities as conversational implicatures lie way outside the concerns of 
this truth-conditional, model-theoretic approach to natural language 
sentences.  (p.2-3) 

  

Thirdly, the above relation between semantics and pragmatics leads them to embrace 

that semantically anomalous/indeterminate/inaccessible expressions cannot say 

anything and thereby communicate nothing. If pragmatic conveyances or 

interpretations, according to the formal approaches, impinge on what an expression 

type linguistically encodes then no pragmatic conveyance follows from semantically 
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anomalous/indeterminate/inaccessible expressions. Nevertheless, this conclusion 

looks counter-intuitive in the face of many sub-sentential/pre-propositional 

expressions which intuitively communicate something meaningful. Consider the 

following cases: 

(19) The less is more.  

(20) Either one of those apples is an apple.  

(21  

(22) Elif arrived.  

(23) Not this, but that.  

Depending on a context of utterance, the above utterances seem to communicate 

contents that are not determined by their semantic contents. For instance, the 

statement (19

fewer belongings you 

have the more happiness you have. Again, the sentence (20) seems to be patently 

false or semantically anomalous and yet it can be sensibly used to communicate a 

speake

speaker may intend to communicate that one of those things is possibly an apple-

shaped candle. In the cases (21)-(22), the formal approaches run into the problem of 

unarticulated constituents in which there are lexically overt or determinable location 

indexes although speakers may use them to communicate that Elif arrived here/there 

depending on the context of utterance. On the other hand, the case (23) does not even 

correspond to a semantically determinate sentence. Yet, speakers can fairly use it to 

communicate something meaningful.  

 Finally, the formal approaches rest on the analogy between formal languages 

and natural languages that we in return can map natural language 
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semantics/pragmatics onto a suitable system of formal semantics/pragmatics. 

However, it is doubtful as to whether such an analogy between natural languages and 

formal languages holds in terms of their matched-up parts. As Peregrin (1999) points 

out, there is no contentious point in formal languages for demarcating syntax, 

semantics, and pragmatics. There are three clearly distinguishable divisions in a 

formal language: syntax proper (delimiting well-formedness, i.e., the class of the 

expressions of the language), proof theory or 'logical syntax' (delimiting provability, 

i.e., the class of the theorems of the language) and model theory or semantics 

(pp. 428-9). Interestingly, it seems that pragmatics has no corresponding part in this 

formal schema. Moreover, each aspect of a formal language corresponds to a domain 

that includes its own characteristic role (i.e. domain-specific function) in the general 

framework of this formal language. Hence, it seems to be illicit to model natural 

languages after formal languages which do not have any analogous domain for 

pragmatics.  

 To conclude, it can be said that the formal approaches fail to accommodate 

the semantics-pragmatics distinction since it does not satisfactorily account for 

linguistic understanding in communication. As they do not successfully address the 

question of how interlocutors can distinguish what is said from what is 

communicated in a context of utterance.  pragmatic interpretations, in 

this picture, are nothing other than semantically driven resolutions in contexts of use 

such as recovering values of deictic expressions or of quantifiers. In what follows, I 

-pragmatics distinction. As will be 

discussed, Grice ascribes pragmatics to a wider domain which does not merely 
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amount to the contextually recovered values/arguments which are configured in the 

domain-specific functions of semantics.  

 

5.3 Gricean approach 

As indicated in the previous section, Carnap and other formal semanticists set a strict 

constraint on what speakers can convey by an utterance of an expression to the effect 

that pragmatics as a system of extra-linguistic interpretation has nothing other than 

recovering the contextually salient values which are algorithmically (semantically) 

necessitated by the domain-specific formal functions embedded in well-formed and 

truth-conditional expressions. When an addressee, for instance, receives the utterance 

of the sentence The prime SINISTER[forced] has canceled my funding ,  the 

addressee typically begins the interpretation of the utterance with the recognition of 

the utterance as a well-formed phonological or lexicalized construct in a given 

language, and then she decides on what the given utterance lexically encodes by 

getting steered through the corresponding semantic contents ( e.g. literal/encoded 

meanings ), rules (e.g. the principle of semantic compositionality) and constant 

functions (e.g. context-delimiting functions of deictic expressions and articles ). In 

the end, she arrives at the interpretation of what is said by the utterance in a given 

context. In this picture, the formal semanticists endorse that the pragmatic level of 

interpretation has been determined and delimited by the given semantic function and 

it has been nothing beyond recovering the contextually salient values of the phrases 

semanticists implicate that the speakers cannot legitimately communicate an 

utterance that exceeds or underdetermines what is said by an utterance in terms of its 
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built-in content, roles, and functions. Nevertheless, it is easy to see how this 

implication goes wrong considering the above example.  

First, the speaker can communicate an expressive and yet representational 

content that can also be translated into or expressed by some other well-formed 

sentences in the object language. For instance, the addressee may intend to 

The person who has canceled my 

funding  and so on. What can be communicated by the utterance gets diversified in 

several , and 

communicative intentions. Thus, it does not seem to be the case that every single one 

of these communicated contents must be determined based on recovering the values 

from given contexts in the constant way through which the semantic functions 

algorithmically guide the addressees. Hence, how interlocutors can recover such 

communicated contents must be addressed.  

Secondly, the formal semanticists just ignore accounting for how the gap 

between what is said and what is communicated can significantly widen in 

communication. Linguistic understanding in communication often involves with 

various linguistic acts such as intonations (e.g. non-assertoric force), intentional 

linguistic violations (e.g. metonymy, irony, simile) and so on. Hence, there is a 

significant use of language which the formal semanticists overlook, namely the 

communicative use. Unlike the formal semanticists, Grice recognizes the need for a 

theory that accounts for the communicative significance of linguistic understanding 



105 

in terms of the question of how to reconcile the gap between what is said and what is 

communicated in a coherent way.  

 

5.3.1 Grice on the semantics-pragmatics distinction 

Many philosophers (Huang,2014; Carston,2008b; and Recanati, 2002c) underline 

that 

semantics-pragmatics distinction due to the fact he does not actually employ the 

 In any case, he proposes a 

fundamental distinction between saying and implicating (communicating) that lies 

within his theory of meaning -to be exact, non-natural meaning- which rests on 

entions in , 

i.e. what is meant by a speaker in a given token of communication (Grice, 1989, 

p.95). Although it is unclear whether Grice considers the saying-implicating 

distinction to be the exact counterpart of the semantics-pragmatics distinction, most 

philosophers agree that the distinction between what is said and what is implicated 

works out in that way.  

 Hereby, Grice purports to build up a theory of linguistic understanding that 

explains the communicative contributions with which the formal semanticists fail to 

meet by their narrow notion of what is communicated whose scope is exclusively 

constrained to the semantic content of an utterance. In this respect, he initially 

characterizes his theory of linguistic understanding as follows:  

...the most promising line of answer lies in building up a theory which will 
enable one to distinguish between the case in which an utterance is 
inappropriate because it is false or fails to be true, or more generally fails to 
correspond with the world in some favored way, and the case in which it is 
inappropriate for reasons of a different kind.  (Grice, 1989, p.4) 
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Hence, he, unlike the formal semanticists, endorses that there are semantic 

rules/principles (domain-specific functions) as well as pragmatic ones which account 

for understanding an utterance in communication at its totality. Thereby, semantics 

can be associated with the formally rule-governed appropriateness conditions of what 

a speaker means by uttering such and such, moreover, these conditions underlie how 

an addressee recovers the truth-conditional/ propositional content of 

utterance. Thereby, it seems that his notion of what is said corresponds to the 

semantic content of an utterance. On the other hand, pragmatics can be associated 

with the psychologically governed (rationality-oriented) conditions underlining how 

an addressee can recover what a speaker implicates by uttering such and such 

regarding what she means in its totality. In this respect, it seems that 

of what is implicated amounts to the pragmatic content of an utterance. At this point, 

Grice, unlike formal semanticists, holds that pragmatic conditions along with 

semantic conditions govern interpretations of utterances. After all, he adopts a more 

comprehensive goal in his theory of linguistic understanding, namely reconciling the 

gap between what is said and what is communicated. Still, the initial characterization 

of Gr d what is implicated rests on his theory 

of meaning and thereby it must also be addressed in order to explicate how his 

distinction works out for his explanatory goal.  

His theory of meaning (i.e. intention-based semantics) begins by isolating 

two distinct types of meaning from each other. Appealing to some ordinary language 

uses of natural meaning 

non-natural meaning ( Those three 

 

book based on their distinct semantic characteristics. Most significantly, the cases 
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of natural meaning do not depend on speakers in the se , 

for instance, The 

the cases of non-natural meaning depend on speakers to 

the effect  bus is full The 

natural meaning involves with some causal-factual links held amongst natural 

 linguistic involvement. Here, G work 

focuses on the analysis of non-natural meaning which has linguistic significance 

particularly.  

With respect to non-natural meaning, Grice (1957) holds that what linguistic 

expressions mean first boil down into the non-natural meaning of individual 

utterances of those expressions which in turn boil 

make these individual utterances in particular occasions. In other words, what 

linguistic expressions mean are exhausted by what speakers intend to bring about by 

their utterance.27 Consequently, Grice equates what an utterance type means with 

meaning s in a three-folded manner. This can be 

formulated as follows:  

A speaker S means NN some belief p by uttering an utterance U to an 
addressee A if and only if S intends: 

(i) produce some belief P in A 
(ii) A to recognize that S intends (i) and  
(iii) A to recognize that S (i) is achieved by (ii)  

    (Huang, 2014, p.29; Levinson, 1983, p.16) 
 

27 -conventional since there seems to be no 
place for lexically encoded/standing meaning indepe
usage. Nevertheless, Grice does not reject what an expression-type linguistically encodes but he 

expression because the former is analytically fundamental to the later. 
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Consequently, what is meant by an utterance (i.e. the total signification of 

utterance , for Grice) can be identified with non-natural meaning which in 

return contends that a speaker S uttered U with the intention of inducing some belief 

p 1989, p. 95).  

Hereby, Grice subsumes the saying-implicating distinction under what is 

meant in the sense that what is said and what is implicated are distinct but 

complementary components of what is meant. 

what is said is often thought to include various formal features such as 

conventionality, propositionality, truth-conditionality, being assertoric and such. 

Although Grice does not explicate the exclusive criteria or criterion to single out the 

concept of what is said, he thinks that what is said is 

 (1989, p.25). 

Moreover, he further contemplates that saying as a linguistic act (i.e. performing an 

utterance by virtue of intentions), which is a part of what is meant, can be formulated 

by means of the following picture of what is meant:  

U [an utterance] did something x [induced effect in the audience] (1) by 
which U meant that p (2) which is an occurrence of an utterance type S 
(sentence) such that (3) S means 'p' (4) S consists of a sequence of elements 
(such as words) ordered in a way licensed by a system of rules (syntactical 
rules) (5) S means 'p' in virtue of the particular meanings of the elements of S, 
their order, and their syntactical character. (Grice 1989, p.87) 
 

Thus, what is said can be cashed out by the claim that a speaker S says p by uttering 

a sentence U if and only if U means p in virtue of the conventionally attached 

meanings of the elements of U, their syntactical/semantical composition.  Since what 

is meant by an utterance, for Grice, already inherits communicative character 

 said also entails this characteristic. Nevertheless, his 

notion of what is said here aligns with the mainstream formalist approaches to the 

notion of proposition which corresponds to what a sentence asserts by virtue of the 
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conventional meaning of its parts and their composition. Based on Frege and 

content is to pair sentence types with representational/truth-conditional contents in 

accordance with the relevant contents of sentential parts and with sentential order. 

Grice here seems to agree with such a notion while holding that pairing an utterance-

type with such content is a linguistic act that 

what is conventionally attached to this utterance-type in a linguistic community. 

Thus, for him, it is still possible for speakers to intend to mean something else by 

producing a token of this utterance type on a particular occasion. However, what is 

said by an utterance typically constitutes a conventional, truth-conditional, and 

propositional features/contents/interpretations of what a speaker means by a given 

utterance. Hence, he appears to hold what is said as the semantic content 

(propositional/truth-conditional content) of an utterance while holding what is 

implicated as the pragmatic content (i.e., non-propositional/ non-truth-conditional). 

Furthermore, once what a speaker says by an utterance is taken to be on par 

with the semantic aspect of a linguistic act then recovering what is said turns out to 

be semantic interpretation in which an addressee recognizes what a speaker intends 

to mean in terms of the semantic features of his utterance. Thereby, Grice discusses 

that such a semantic interpretation, i.e. the recognition of what is said, is essential for 

an addressee to interpret what a speaker means; nevertheless, he further underlines 

that it is not fully sufficient for an addressee to fully work out what a speaker means 

in terms of the total communicative significance of utterances. After all, speakers can 

use what they say to communicate 

of what is implicated constitutes this explanatory role in grounding how interlocutors 

can work out the implications of utterances.  
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As Gric

utterance rests on  communicative intentions in addressees. 

In this picture, a speaker can intend to communicate what his utterance 

conventionally says although she can fairly intend to implicate more than what her 

utterance says. pletely depends on what 

intention she intends to be recognized by the addressee. Again, an addressee 

typically must interpret what the speaker means by this utterance that amounts to her 

endeavors of recovering peaker 

communicates by the utterance. In this respect, communication becomes a co-

operative enterprise involving with utterance interpretations by virtue of recovering 

communicative intentions behind the relevant utterances. Since it is not the case that 

the speaker must intend to communicate what his utterance conventionally says then 

her implications fall within this co-operative enterprise of recovering what else she 

can communicate in terms of the given context of utterance.  

 notion of what is implicated represents 

inferential endeavors of the implications of what a speaker says and these endeavors, 

according to Grice, are systematically explicable by means of some governing 

principles derived from more general principles such as principles of rationality 

(Allott, 2010).28 Regarding Gricean concept of communication as co-operative in 

terms of making the relevant communicative intentions explicit, he lays out that the 

most fundamental principle which governs our recovery of implications is what he 

- .  As Grice (1989) posits, it simply contends:  

Make your conversational contribution such as is required, at the stage at which 
it occurs, by the accepted purpose or direction of the talk exchange in which 
you are engaged. (p.26) 

28  These principles differ from a theory to a theory as in the examples of Griceans, Neo-Griceans and 
the relevance theorists. 
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To explicate what is to be required in conversational contribution, Grice further 

introduces four maxims (i.e. Quality, Quantity, Relevance and Manner maxims) with 

which accompany the co-operative principle. For the sake of brevity, these maxims 

are communicative precepts which constitute rational requirements on speakers to 

the effect that the competent speakers who intend to make their linguistic 

contribution and intentions explicit to the addressees are required to speak sincerely, 

relevantly, clearly while providing sufficient information. In short, they are means to 

converse in a maximally efficient, rational, co-operative way so that we are to make 

explicit what a speaker means by an utterance. For Grice, the maxims are not 

arbitrary conventions, but rather they represent rational ways of conducting 

cooperative exchanges including non-linguistic ones. Nevertheless, the maxims, 

within linguistic ends, constitute a framework that explains how implications can be 

produced and calculated in addition to the semantic content of utterances, i.e. what is 

linguistic understanding in communication. By means of these end-driven rational 

maxims of co-operative exchange, what is implicated can be inferred from what is 

said in order to recover what is meant.  

endeavors to make explicit what is meant are called as implicatures. An implicature 

corresponds to an inference from what is said in accordance with the above maxims 

if what is said is not fully adequate to make what is meant explicit in a co-operative 

sense. In this regard, implicatures are not semantic interpretations of what is said by 

an utterance which can logically entail to it, yet they are pragmatic interpretations 

arising both from the semantic content of what is said and from maxim-driven 

assumptions about what is said in a local environment of utterance. According to 
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Grice, there are two ways in which implicatures may come out in a co-operative 

exchange, namely conventional and non-conventional (conversational) implicatures.  

The conventional implicatures arise from the encoded/conventional meanings 

of linguistic expressions that have no truth-conditional/propositional contributions. 

Grice hereby mentions the cases including the connectives , 

, 1989, pp. 361 2). To illustrate, the 

inherently implicates a contrast between linguistic entities 

connected by it and it has no truth-conditional contribution by contrast with its 

another conventional meaning whose contribution is akin to the truth-conditional 

As introduced before, there are many examples of 

  and 

such. Here, a conversational implicature fails to be a part of what is said since they 

have non-truth-conditional content and thereby have no role in semantic 

interpretation. Yet, they are distinct from conversational implicatures with respect to 

their conformity with the Gricean maxim-driven framework of implications. Gricean 

maxims only ground how to bring about conversational inferences on what is said 

while conventional implicatures cannot be conversationally driven from what is said 

based on any framework concerning with co-operation and rationality in 

communication. Although both sorts of implicatures are similar in terms of having no 

truth-

is said, the conventional imp are not calculable via natural procedure 

[Gricean principle and maxims] but are rather given by convention, thus they must 

Huang, 2014, p.75).29 

29 For more discussion on conventional implicatures, see Potts (2005), Bach (1999a), Horn (2006) 



113 

On the other hand, interlocutors derive the other sort of implicatures, i.e. 

conversational ones, through working out what is said in accordance with -

operative principle and the accompanying maxims (i.e. Quality, Quantity, Relevance, 

and Manner). Furthermore, the conversational implicatures, just like the other sort, 

have no truth-conditional relevance to sentences. Thus, they differ from the logical 

entailment/implications which are inferable from the semantic contents of sentences. 

In its typical instantiation, addressees infer such implications from what speakers say 

by obse -operative principle and 

the maxims in a given context of utterances. The following sentences exemplify how 

implicatures ma

maxims:  

(24) Mustafa did not pass the exam.  

[e.g. Quality maxim: The speaker believes that Mustafa did not pass the exam, and he 

has enough evidence for it.] 

(25) Özgür had two dogs. 

[e.g. Quantity maxim: Özgür had exactly two dogs] 

(26) Pass the salt.  

[e.g. Relevance maxim: Pass the salt to me now.] 

(27) Friedrich raised his hand and called the waiter.  

 [ e.g. Manner maxim: Friedrich raised his hand and then called the waiter] 

As Levinson (1983) suggests, the conversational implicatures can appear in two 

distinct ways regarding how the co-operative principle and the maxims are 

e

(Levinson, 1983, p. 104). Consider the following example: 
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(28)  Hikmet: How is the weather today?  

         Mustafa: .       

Secondly, the conversational implicatures can be brought about when speakers 

breach or flout the maxims deliberately and ostentatiously (Huang, 2014). For 

example, take the following sentences: 

(29) Trump is the new Nixon. 

         

Hereby, it is worth underlining that implicatures are derived as representational 

contents which are, in a defeasible way, supplementary to what is said. As it can be 

observed from the above examples, implicatures can be represented by truth-

conditional sentences. Inferring an implicature is arriving at a level of representation; 

nevertheless, they are additional contents that have no truth-conditional contribution 

to what is said.  

Furthermore, Grice divides conversational implicatures into two further 

categories: generalized and particularized implicatures. His rationale rests on the 

observation that some utterance-types generate standard implicatures irrespective of 

their particular occasions of use in which they occur. In this regard, generalized 

carry such-and-such an implicature or type of implicature  (Grice 1989, p. 37). For 

instance, some scalar or quantifying terms 

a particularized 

particular occasion in virtue of special 

features of the context, cases in which there is no room for the idea that an 

implicature of this sort is normally carried by saying that p (Grice 1989, p. 37). For 

example, the sentence Some of the students dropped the course  might be uttered in 
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different occasions of use with respect to some particular contexts so that it may 

fairly implicate one of the following impli

course was boring for some of 

 

and so on.  

 Consequently, Grice considers that implicatures as non-truth conditional 

implications impinge on the semantic contents (i.e. what a speaker says by an 

utterance) so that they account for how speakers can convey more than what they say 

by an utterance. Still, implicatures come about to be secondary in explaining what 

speakers mean by their utterances. As mentioned before, Grice

razor simply posits that senses should not be multiplied beyond necessity. Here, 

Grice particularly makes the point that lexically encoded and truth-conditional 

relevant meanings of a word or sentence should not be multiplied to the effect that it 

is more generally feasible to strengthen one's meaning by achieving a superimposed 

implicature, than to make a relaxed use (Grice, 1989, p. 48). 

Hereby, Grice commits himself to the idea that what is said by an utterance provides 

input for pragmatic interpretations although how one can pragmatically interpret this 

input relies on either truth-conditionally inert linguistic indications (conventional 

implicatures) or the maxim-driven conversational inferences with respect to the 

given context of utterances (conversational implicatures).  If the mainstream 

is 

taken into account, -pragmatics distinction 

contends that semantics concerns with truth-conditional contents of sentences which 

are constituted by the conventionally attached meanings of their elements by virtue 

of their syntactical composition. Moreover, pragmatics then deals with non-truth-
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conditional -yet representational- inferences from the semantic contents of utterances 

based on psychologically (rationally) driven recovery framework under which 

unicative intentions are recovered in given contexts of 

utterances.  

 approach to the semantics-pragmatics distinction 

seems to be more advantageous than the formal approach in terms of explaining 

linguistic understanding in communication. Nonetheless, it does not mean that his 

account is devoid of problems. First, it can be questioned if his intention-based 

semantics which holds meaning as sp

plausible or not. From the Gricean perspective, 

addressee attempts to arrive is nothing other than specifying  

behind performing 

an effect in which speakers intend to induce the addressee to recognize what he 

intends.  first order and self-

reflective intentions which are co-operative in character. As Szabo portrays, Grice 

thinks: 

The speaker may utter something; have the first-order intention to bring about 
a certain effect in the addressee, and the second-order intention that this 
response come about by means of the recognition of the first-order intention  
still, he may also have a third-order intention that his second order intention 
should remain unrecognized. (2006, p.376) 
 

-order intentions which 

intend to nullify the recognition of his earlier intentions and so on. Here, Grice relies 

intentions are inherently co-

operative. When a speaker utters something, she involves a deliberate linguistic act 

which is 
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intention behind her utterance is to remain unrecognized by this utterance, she has an 

intention to let the audience recognize her intention to be unrecognized.  

Nevertheless, this explanation expands the earlier assumption and Grice, as a 

result, iberately and 

inherently co-operative even when they seem not to be. Such a presupposition may 

(e.g. slips of 

the tongue), unaddressed random articulations (e.g. making noises) or articulating 

some sentences without any in

reading a sentence from a language which she does not know). Still, for Grice, such 

cases do not pose a problem since the unintended and unaddressed articulations do 

not entail to the rational linguistic agency which makes our utterances deliberate and 

inherently co-operative linguistic acts in the first place.  

Again, it can still be discussed how Grice grounds this notion of rational 

agency. As we will see in the relevance theoretical account, Grice focuses on 

linguistic communication at the public language level and thereby his maxim-driven 

framework characteri -operative 

means. Nevertheless, Grice does not provide any independent ground for his notion 

of rationality as if it is self-evident. Yet, interpretational processes at the public 

language level do not seem to be self-evident considering how linguistic exchanges 

are pre-reflectively /automatically produced and grasped.  

 

effects to be recognized then Grice may run into a problem about what sort of effects 

they are. According to his definition, speakers intend to produce some belief by their 

utterances which in turn corresponds to what speakers mean. Here, the intended 

effects simply boil down into recognizing some representational contents which 
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speakers intend to induce in their audience. Nevertheless, speakers, at least in some 

cases, intend to force their audience to act in a certain way in accordance with what 

they implicate. In other words, he seems to fail in capturing different sorts of speaker 

meaning based on the intended effects. Since there seems to be a distinction between 

what speakers intend to convey by an utterance (illocutionary acts for Austin) and 

what speakers intend to accomplish by an utterance (perlocutionary acts). Drawing 

on this point, Searle (1969) posits the following counter-  

meaning: Suppose a case where an American soldier who was captured by an Italian 

soldier in the Second World War decided to portray himself as a German officer by 

articulating the only German sentence he knows Kennst du das Land wo die 

Zitronen blühen? . For Searle, it is not intuitive that the American soldier simply 

intends to implicate that he is a German soldier since he does not know the semantic 

content of his utterance and thereby he does not know what representational contents 

the sentence might implicate based on what the sentence says. Yet, the American 

soldier, according to Searle, intends to induce the Italian soldier to let him go by 

intending him to recognize that a German citizen can produce this utterance. In doing 

so, the American soldier, for Searle, does not implicate something based on what the 

 (Szabo, 2005, p.4). In 

other words, the speaker intends to produce some action based on 

recognizing general semantic status of what he utters (i.e. being a well-formed 

question in German). Thus, his intention bypasses what a sentence linguistically 

means in the first place.  

 Leaving such discussions aside, -pragmatics 

distinction faces some immediate problems linked with the relation between what is 
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said and what is implicated. First, resolving the references of deictic expressions 

 As seen before, fixing the 

referential values of deictic expressions in utterances requires the interlocutors to 

involve with contextual interpretations relevant to the particular contexts of 

utterances. Hereby, such contextual interpretations come out after decoding what is 

said by an utterance. Yet, such contextual interpretations which are posterior to what 

is said are not pragmatic inferences for Grice since they are neither conventional nor 

conversational implicatures that are truth-conditionally inert. Hence, reference 

resolutions for deictic expressions constitute contextual interpretations which are 

posterior to what is said and prior to what is implicated. At this point, some 

philosophers such as Levinson accuse Grice of getting into a circular argument in 

terms of his conviction that pragmatic interpretations (implicatures, for Grice) 

require determinate semantic contents in the first place. Levinson thereby remarks: 

reference fixing, . . . [etc.]. But each of these processes, which are 
prerequisites to determining the proposition expressed, themselves depend 
crucially on implicatures. Thus, what is said seems both to determine and to 

of linguistic meaning is dependent on, not independent of, the theory of 
communication. (Levinson, 2000, p. 186 7) 
 

Here, Levinson s on the idea that all contextual interpretations such as 

disambiguation or reference-fixing are pragmatic implications that must, in turn, be 

Gricean implicatures. In this respect, it is not correct that Grice holds all contextual 

interpretations as implicatures. Nevertheless, Grice does not account for two 

significant questions: (i) Do all contextual interpretations are pragmatic (extra-

linguistic) inferences; (ii) Do all pragmatic inferences are implicatures? As we will 

account needs to be revisited and refined in terms of these 
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questions. Particularly, the second question relates to the following concern to Grice 

ircularity objection more sensible.  

 Holding pragmatic interpretations as truth-conditionally inert, Grice believes 

that implicatures do not contribute to the proposition expressed by utterances. 

Nevertheless, some implicatures seem to influence the truth-conditional contents. As 

Levinson points out, consider the following sentence: Driving home and drinking 

beers is better than drinking beers and driving home  (Carston, 2008b). If the 

considered in 

terms of the proposition expressed by the above sentence, the sentence would mean 

something counter-intuitive. Thus, there might be cases in which what is said 

intuitively, at least, is determined by what is implicated. As a result, pragmatic 

inferences (implicatures) seem to intrude into semantic (truth-conditional) contents 

-

conditionally inert and dependent on semantic contents in the first place.  

  assumption that pragmatic inferences depend on semantic 

express propositional contents exceeding what they seem to encode in its sentential 

elements, and yet such sentences do not fall within the domain of implicatures. They 

cannot be conventional implicatures due to the absence of any lexical item at the 

surface level of the sentence. Moreover, they cannot be conversational implicatures 

either, because conversational implicatures already arise from complete semantic 

contents (the propositions expressed). The cases of unarticulated constituents thereby 

pose problems for Grice in two respects. First, we, in some cases, determine the 

semantic contents by pragmatic processes and it contradicts with the input-output 
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relation between semantics and pragmatics. Second, there might be pragmatic 

inferences that enrich the semantic contents of sentences although these inferences 

are not implicatures. 

 -

what is implicated.  

 

semantic minimalist approach  

Kent Bach (1999a, 1999b,2004a, 2004b,2005,2012) endorses that the semantics-

pragmatics distinction essentially follows the Gricean distinction between what is 

said and what is implicated although he offers major changes  distinction 

with respect to the Gricean circle which stems from the one-directional input-output 

relation between what is said and what is implicated.  

First, he agrees with Grice on the characterization that semantic content is 

encoded in what is said by a sentence whereas pragmatic content (extra-linguistic 

(2003, 

p.160). Furthermore, he posits that semantics concerns with sentences whereas 

pragmatics concerns utterances so that semantic content/properties which are 

encoded in linguistic items of a sentence are structurally licensed and isomorphically 

linked with syntactical properties of sentences. Based on their subject matters, he 

puts forward the semantics-pragmatics distinction as follows: 

Taken as properties of sentences, semantic properties are on a par with 
syntactic and phonological properties: they are linguistic properties. 
Pragmatic properties, on the other hand, belong to acts of uttering sentences 
in the course of communicating. Sentences have the properties they have 

. (Bach 2004a, p.37) 
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distinction between what is said and what is implicated. Nevertheless, his account 

content. First, he introduces the notion of implicitures that are lexically triggered 

implications that initiate contextual interpretations under a very narrow sense of 

context. In virtue of implicitures, Bach purports to claim that some contextual 

interpretations are semantic in character since they are not extra-linguistic 

contributions into the semantic content. Second, he endorses that some pragmatic 

implications, unlike conversational implicatures, do not necessarily impinge on what 

is said so that they even extra-linguistically determine or saturate the truth-

conditional contents of sentences.  

As discussed in the previous section, the semantic (truth-conditional or 

propositional) contents of sentences are requisite inputs for leading interlocutors to 

compute extra-linguistic/conversational implicatures that correspond to the 

interpretations of communicative principles and maxims with respect to given 

utterances in their particular contexts runs into 

a circular dilemma since reference disambiguation and reference fixing processes, as 

in the case of indexicals, seem to be the processes of extra-linguistic/contextual 

interpretations that occur to determine what is said in the first place. Provided that 

such extra-linguistic interpretations which require us to specify contextually salient 

elements are pragmatic interpretations, the semantic contents of sentences which are 

supposed to determine pragmatic interpretations such as implicatures are determined 

by pragmatic interpretations in the first place. Thereby, the platitude that semantics 

provides inputs to pragmatics turns out to be false once it is held that these inputs are 

already outputs of pragmatic processes. Hereby, Bach attempts to rescu
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distinction from a circularity by proposing an intermediary process of interpretation 

between saying and implicating. In this respect, he first denies the assumption that 

contextual interpretations are necessarily extra-linguistic and thereby necessarily 

pragmatic interpretations. For him, some contextual interpretations such as reference 

disambiguation and reference fixing are not extra-linguistic in the sense that they 

implicitly occur at the process of semantic interpretation owing to linguistically 

encoded roles in some context-sensitive terms such as indexicals. In this respect, he 

distinguishes two modes of context, i.e. narrow context and broad context. As he 

remarks,  

There are two sorts of contextual information, one much more restricted in 
scope than the other. Information that plays the limited role of combining 
with linguistic information to determine content  (in the sense of fixing it)  is 
restricted to a short list of variables, such as the identity of the speaker and 
the hearer and the time and place of an utterance.  Contextual information in 
the broad sense is anything that the hearer is to take into account to determine 
(in s communicative intention. (Bach 
1997, p. 39) 

 

The narrow context includes any linguistically signaled contribution from the 

contextual interpretation 

 while the broad context Stojanovic,2008, 

p.  in linguistic items 

at the level of what is said, and it is an intermediary level of semantic interpretation 

which differs from what is said due to its informativeness. For instance, what is said 

addressee to mediate herself to find out the contextually salient referential values 

which accord with the standing roles of the 

On the other hand, the broad context seems to be explicit at the pragmatic level, and 

it has a function to interpret what speakers mean by an utterance based on all extra-

linguistic elements. Thereby, what is said provides input to the intermediary 
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processes of implications that Bach calls implicitures. In return, implicitures which 

bears contextual effects in the narrow sense may provide input to implicatures or 

other extra-linguistic implications.  

 constrain 

communicative intentions into disambiguating and fixing the referential values in 

accordance with the encoded roles of deictic expressions. In other words, the 

addressee ascribes referential 

irrespective of construing any contextual effects which come from independently of 

a narrow context does not 

include er-arching communicative intentions.  

Still seems to lack some 

explanatory efficacy to account for deictic and context-sensitive terms which also 

require broad context interpretations to assign referential values. As Carston points 

out, the scope of his account 

aracterizes, have their 

referential values exhausted automatically in a context of utterance regardless of 

the referents of pure 

indexicals are automatically determined only with reference to the contextually 

salient or directly accessible communicative facts like who utters the relevant 

sentence, when and where the utterance takes place. On the other hand, other 

indexicals such as it/he/ she, this/that and there seem to require certain contributions 

from the broad context in order to fix their referents. To illustrate, the different 

locations when I utter the sentence in two distinct contexts of utterances but it would 
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of impliciture has a very restricted scope in explaining some intermediary pragmatic 

cases. After all, there might be some implicitly context-sensitive terms that require 

pragmatic interpretations based on the broad context. 

impliciture can be challenged with some other host of cases in which implicitly 

context-sensitive terms such as pure indexicals do not satisfy their implicit roles in a 

narrow context. Consider a restaurant board on which someone writes the sentence I 

not automatically become relevant to the person who writes the sentence or the place 

of utterance.  

 In addition to the introduction of implicitures, Bach also reconstrues Gricean 

account of what is said so that he can dodge away from some problems concerning 

assumption held between what is said and what is implicated leads him to endorse 

that the pragmatic interpretations of sentences are truth-conditionally inert and they 

thus do not influence or contribute to semantic contents conveyed by sentences. 

some pragmatic implication P by an utterance U in a context C does not have to be a 

conventional or non-conventional (conversational) implicature, and (ii) what is said 

by U does not have to express a complete or determine proposition but it can express 

a pre-

divergences from Grice are somehow connected with each other in his analysis of 

unarticulated constituents. Consider the following sentences: 

(30) John Stockton is short [for a basketball player]. 

(31) Elif has had enough [chocolate]. 
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(32) Fulva cannot finish [her cat food]. 

Regarding the above cases, Bach holds that they lack some relevant syntactical 

elements to express a declarative sentence which bears a complete propositional 

content. Yet, what speakers mean by them could be complete thoughts that are 

enriched via communicative information from a broad context. They are 

conversationally enriched contents and still they are not conversational implicatures 

since conversational implicatures only impinge on complete propositions expressed 

by sentences. Thus, Bach, unlike Grice, endorses that pragmatic interpretations can 

take on some degree of truth-conditional effects.  

 -propositional contents via 

unarticulated constituents can still be criticized based on the hidden indexicalist 

conception of unarticulated constituents proposed by Stanley and Szabo. According 

to them, this sort of pragmatic enrichment which Bach defends rests on the idea that 

such content expanding interpretations are not mandated or mediated by any 

linguistic element. Stanley (2000, 2002) claims that so-called unarticulated 

constituents are present as unbound indexical values in the logical form of the 

sentences. According to him, if the alleged unarticulated constituents are not values 

of any components in the relevant utterances but they are purely pragmatic, then it is, 

for the advocates of the unarticulated constituency, natural to conclude that they 

cannot be affected by the logical operators (i.e. operators functioning as quantifiers) 

which takes their scope over these relevant utterances. In that case, Bach, for 

instance, seems to deny that binding occurs in such quantified sentences since he 

believes that allegedly unarticulated constituents are saturated by extra-linguistic 

values instead of linguistic ones. It leads him to the conclusion that there should not 

-called 
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unarticulated constituents Stanley, 

2000, pp.410-1).  

Hence, Bach keeps what is said  minimal to the effect that the semantic 

content conveyed by saying P does not have to be fully propositional. Moreover, 

speakers may mean complete thoughts even in such cases by means of pragmatic 

interpretations which are not conversational implicatures. In short, Bach dismantles 

P by an utterance U 

set of propositions or proposi

(Carston, 2008b, p.181). By doing so, he also dismantles the inferential link between 

what is said and what is implicated to the effect that there are some pragmatic 

interpretations other than implicatures and they have some truth-conditional effects. 

unt seems to be insufficient because he does not provide 

any pragmatic inferential framework which accounts for how hearers recover or 

employ pragmatic inferences which are not conversational implications. So, it does 

not provide a systematic account for the linguistic understanding in communication.  

In what follows, I will discuss the cognitivist approach to the semantics-

pragmatics distinction which seems to provide a systemati

approach to the semantics-pragmatics distinction. 

 

5.5 The relevance-theoretic approach 

The relevance-theoretic accounts-which was first introduced by Dan Sperber & 

Deirdre Wilson (1986) and seconded by Robyn Carston (2008a, 2008b)- mainly 

construe the semantics-pragmatics distinction through associating each with 

fundamentally distinct types of cognitive processes. According to them, semantics 

concerns with coding/decoding processes by which linguistic codes are paired with 
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their conventional meanings whereas pragmatics exclusively involves inferential 

processes whereby  [conventional] meaning with other 

(Szabo, 2006, p. 371). According to the relevance theorists, the former process 

implements some computational rules resulting 

the semantic representation, or logical form, of the sentence or phrase employed in 

 (Carston, 2008b, p.57-8). On the other hand, the inferential process 

occurs through integrating the outputs of the decoding process with contextual 

information to recognize what the speaker intends to convey. Here, it is worth 

noticing that the relevance theorists do not restrict the inferential processes to the 

publ

account of implicatures or any such utterance interpretations. They believe that the 

inferential processes in utterance interpretation can equally operate at the sub-

conscious cognitive levels of linguistic representations.  

Furthermore, there must be some principled constraint on  

decoding and inferential processes (at public language level as well as at sub-

conscious level) otherwise interlocutors end up with infinitely many representations 

that can fairly be decoded and inferred from a simple utterance and its surrounding 

setting which might include various contextual parameters such as addressees, 

speakers, time, place, background knowledge and so on. Thereby, decoding and 

inferring must already be restricted by a recursive principle which excludes the 

arbitrariness and indeterminacy in the first place so that interlocutors acquire the 

most relevant information/representation pertaining to given utterances in given 

contexts. Thus, interlocu such a 



129 

recursive function which enables them to recover what to decode and what to infer 

additionally. Sperber and Wilson embody this function in their principle of 

relevance. Since they acknowledge two distinct levels of linguistic representation 

(i.e. sub-conscious/cognitive level of language and conscious/public level of 

language), they offer two modes of the principle of relevance: a cognitive principle 

and a communicative principle. According to a cognitive principle of relevance, 

human cognition is oriented towards maximizing relevance (Sperber & Wilson, 

2002). In this case, it is our cognitive disposition to work out the acquired 

representations through some certain linguistic modules in order to make them 

relevant linguistically. On the other hand, a communicative principle of relevance 

every ostensive stimulus [of communication] conveys a presumption 

of its own optimal Sperber & Wilson, 2002, p.256). For Sperber and 

Wilson, these principles are descriptive in character in the sense that they are not 

norms that interlocutors consciously pursue. In this respect, they remark: 

The principle of relevance differs from every other principle, maxim, 
convention or presumption proposed in modern pragmatics in that it is not 
something that people have to know, let alone learn, in order to communicate 
effectively; it is not something that they obey or might disobey: it is an 
exceptionless generalization about human communicative behaviour. 
(Sperber & Wilson, 1991, p.68) 

 
Similarly, Sperber and Wilson explicate a communicative principle as follows:  

[The communicative principle of relevance] is a generalization about 
ostensive-inferential communication. Communicators and audience need no 
more know the principle of relevance to communicate than they need to know 
the principles of genetics to reproduce. Communicators do not 'follow' the 
principle of relevance; and they could not violate it even if they wanted to. 
The principle of relevance applies without exception: every act of ostensive 
communication communicates a presumption of relevance. (1986, p.162) 
 

Hereby, the relevance theory agrees on the definition that semantics concerns with 

linguistically encoded content although they further recognize that these encoded 

contents can correspond to mental representations as well as to logical forms and 
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functions. At this point, they make a distinction between conceptual meaning and 

procedural meaning so that lexical codes that have semantic significance must inherit 

at least one of them. In other words, linguistic expressions can encode either one of 

them or both. The former sort of encoded meaning corresponds to sentence meaning 

what is said which pairs a lexical body with a concept. Interestingly, the 

relevance theorists consider that the conceptual meanings of linguistic bodies come 

with different degrees of representational saliency so that some linguistic items or 

bodies have truly little or no conceptual meaning. In this respect, discourse deictic 

expressions (e.g. Gricean conventional 

of encoded meaning corresponds to a 

determinate and constant content. Regarding that some linguistic expressions do not 

have any conceptual content; the relevance theorist further introduces the notion of 

procedural meaning which governs the inferential processes. As in the case of 

he very same linguistic items could have both sorts of meaning, 

and again the very same items could have different meanings on unique occasions of 

use. In a sense, the distinction provides prima facie explanations for a number of 

borderline cases for the semantics-pragmatics distinction since the distinction 

distinction.  

 On the other hand, the relevance theory characterizes pragmatics with the 

ive stimuli (the paradigm case being linguistic utterances), what 

, 2008b, p.116). 
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expression, the relevance theorists endorse that pragmatics concerns with inferences 

they share the same spirit with Gricean characterization of pragmatics as what is 

implicated. Nevertheless, such inferences from utterances are not necessarily 

exhausted by conversational implicatures in the sense that there are other sorts of 

pragmatic implications which are geared by the principle of relevance with respect to 

what a speaker intends to mean by an utterance in a given context. Although they 

endorse conversational implicatures, they further introduce the notion of explicature 

to be another category of pragmatic inferences. In this regard, explicatures are 

inferentially enriched extensions of the linguistically encoded meaning (conceptual 

or procedural) of utterances. Thereby, they are different from implicatures since they 

intrude into the truth-conditional contents. Hereby, the borderline cases such as 

unarticulated constituents can be explained by the notion of explicature which may 

determine truth-conditional contents of utterances.  

 The relevance-theoretic approach to the semantics-pragmatics distinction 

purports to provide a systematic account for different cognitive processes involved in 

communicating and understanding linguistic representations. In doing so, the 

approach commits itself to some computational view of mind which needs to be 

substantiated in further fields of philosophy (e.g. philosophy of mind) and in further 

empirical fields of study (e.g. cognitive science, psycholinguistics). Considering this 

general line of the approach, it can be questioned if it is legitimate to account for the 

semantics-pragmatics distinction based on cognitive grounds and principles such as 

the principle of relevance.  

The formal approaches to the semantics-pragmatics distinction may pose a 

challenge to the cognitive or psychological explanations of language use. As 
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mentioned before, the proponents of the formal approach such as Carnap and 

Montague hold that ere is no important theoretical difference between natural 

languages and the artificial languages of logicians Montague, 1974, p.222). Thus, 

their notion of pragmatics trivializes the psychological or cognitive principles of 

language use because linguistic expressions, at their formal characterization, are still 

comprehensible and available for use regardless of postulating any cognitive state or 

principle shared amongst language users.  

 Furthermore, the principle of relevance seems to bear internal incoherency 

due to its status as an exceptionless generalization. In this respect, the principle of 

relevance can be a generalization in the sense that it can be derived as a pragmatic 

regularity from the instances of utterance interpretations. Nevertheless, such a 

pragmatic regularity which generally appears in the instances of utterance 

interpretations can be achieved empirically by induction to the effect that it would be 

unwarranted to generalize that the principle of relevance underlies every case of 

utterance interpretation. Thus, if the principle of relevance can be achieved by 

pragmatic regularities that interlocutors commonly use in most of their utterance 

interpretations then the principle of relevance needs to be grounded in a more robust 

manner. For this reason, the relevance theorists hold the cognitive principle of 

relevance to be an exceptionless ground for an occurrence of the principle in 

communication (i.e. the communicative principle of relevance). Nevertheless, this 

explanation falls short unless they also ground the substantiality of the cognitive 

principle of relevance otherwise the cognitive principle looks rather stipulative and 

thereby supposed pragmatic regularities seem to be contingent on some unwarranted 

stipulation.  
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CHAPTER 6 

DEFLATING THE DISTINCTION 

 

6.1 Aspect distinction assumption 

At the object-level analysis of the semantics-pragmatics distinction, it can be trivially 

said that semantics is the study of what is semantic while pragmatics is the study of 

what is pragmatic. This trivial portrayal of the distinction does not shed a light on 

why and how such and such characteristics, domains, and domain-specific functions 

have to result in different aspects of the study of language. Since the uses of the 

terms semantic  and pragmatic  entirely depend on how one theory defines 

semantics and pragmatics in the first place. In this respect, claiming that such and 

such linguistic characteristics, phenomena, mechanisms, and stuff are semantic 

and/or pragmatic sorts requires solid grounds to disambiguate one sort of linguistic 

aspect from another. As discussed in the previous chapters, such attempts for 

drawing the distinction are derivative on some preceding analyses and assumptions 

about fundamental notions of the language in question. In other words, the 

semantics-pragmatics distinction, at the object-level interpretation of the aspects, is 

drawn in terms of some explanatory significance which rests on some given 

language, a theory of meaning and other related notions composing the domains and 

the ranges of the domain-specific functions of each aspect.  

In brief, the accounts of the semantics-pragmatics distinction, at the object-

level, attempt to accommodate with some division of labor in the explanatory 

significance related to a language by means of some aspects which are claimed to 

satisfy this significance through their complementary yet discernible domains and/or 

domain-specific functions. In most object-level theories, explaining language 
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understanding amounts to the explanatory significance in question. In some other 

theories, this explanatory significance corresponds to a seemingly more 

, and 

language acquisition. Nonetheless, a definition of the distinction, satisfactory or not, 

rests on the same fundamental assumption which is subjected to some higher-order 

evaluation for the sake of meta-theoretical concerns and questions that are basic to 

any postulation of the alleged boundaries between semantics and pragmatics. 

Hereby, I can articulate the fundamental assumption of the semantics-pragmatics 

distinction (which I call the Aspect Distinction Assumption) and it goes as follows: 

The Aspect Distinction Assumption (ADA): In a language L, there are 
distinguishable n-tuple aspects (i.e. explanans) of L-related significance (i.e. 
explanandum) if and only if there are respectively n-tuple domains/domain-
specific functions which have distinguishable ranges (outputs) that are 
substantial -to some degree or another- in accounting for L-related 
significance.  
 

In this vein, the assumption (thereafter, ADA) facilitates charting in what respects 

the accounts of the semantics-pragmatics distinction disagree with or diverge from 

each other. As elaborated through the criteria wars and the different approaches to 

the distinction, semantics and pragmatics could be characterized in innumerable 

ways by virtue of how a theory of language justifies some characteristics and 

constitutive notions which are ascribed to one of these aspects. Thereby, ADA lays 

out a framework for such divergences since there are numerous ways to construe the 

distinction with respect to ADA. 

First, there may be disagreements over what language we should take into 

account while positing the semantics-pragmatics distinction. As earlier discussed, the 

formal approaches rest on the analogy between formal languages and natural 

languages to the effect that formal languages bear very few contentions about sharply 

demarcating syntax, semantics, and pragmatics. Peregrin (1999) points out that there 
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are three sharply distinguishable divisions in a formal language: syntax proper 

(delimiting well-formedness, i.e., the class of the expressions of the language), proof 

theory or 'logical syntax' (delimiting provability, i.e., the class of the theorems of the 

language) and model theory or semantics (delimiting validity, i.e., the class of 

tautologies or analytic t p. 428-9). Since formal languages are 

constructed systems in terms of the above framework, the semantics-pragmatics 

distinction becomes merely a matter of stipulation. Depending on construing the 

assigned language as formal one in ADA, the notion of L-related significance with 

which our divisions of labor in a language are mediated also diversifies. To illustrate, 

the formal system of standard deductive logic (e.g. first-order propositional logic) 

and the formal systems of non-standard logic (e.g. quantifier modal logic) do not 

share nor stipulate the same L-related significance such as truth-assignments or truth-

evaluability. In other words, different systems of formal languages might have 

different divisions of labor with respect to L-related significance so that they may 

stipulate distinct domains and/or domain-specific functions for semantics and 

pragmatics.  

 Still, the formal approaches are accused of misconceiving the analogy 

between formal languages and natural languages. For one thing, pragmatics in formal 

languages is restricted into a seriously limited domain and it does not seem to 

account for various phenomena in linguistic communication in natural languages. To 

dodge away from such concerns, some proponents of the formal approach, as we 

have seen earlier, extend the domain of pragmatics to cover natural language cases 

such as indexicals and demonstratives. Some others such as Gazdar bite the bullet by 

endorsing that natural languages do not have semantics at all, but they only have 

syntax and pragmatics. Nevertheless, such refinements fail not simply because of 
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their explanatory inefficacy in the face of natural language phenomenon. They fail 

because they confuse the L-related significance (i.e. formal provability or validity) 

for a formal language with the L-related significance for a natural language 

(linguistic understanding in communication). In other words, they suffer from the 

explanatory inefficacy only because they adopt a new L-related significance with 

respect to a natural language while keeping the domain-specific functions and 

domains relevant to their initial L-related significance. To illustrate, a proponent of 

the formal approach can dodge away from the seemingly compelling natural 

language phenomena by holding that the formal notions of semantics and pragmatics 

do not have to account for such and such phenomena because they are stipulated or 

drawn from a natural language based on some other L-related significance which has 

no relevance to the adopted formal system of language. In this respect, a proponent 

of the formal approach may fairly retain the semantics-pragmatics distinction within 

the formally stipulated boundaries of a formal language so that she does not dissolve 

her theory into another L-related significance relevant to a distinct system of a 

language such as a natural language. For instance, she can appreciate the difference 

between a theory of communication in a natural language and a theory of 

provability/validity in a formal language so that she is only interested in accounting 

for the later in terms of her explanatory goal. Hence, the language, along with its 

significance, which we are to postulate or evaluate in ADA determines how to 

characterize semantics and pragmatics accordingly.  

 Yet, the theories of linguistic understanding generally seek out much more 

comprehensive explanatory goals and thus such a formally restricted L-related 

significance will be too narrow to satisfy them. Thus, ADA, in general, is interpreted 

for natural languages to explain linguistic understanding in communication. 
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Although there could be a consensus on this explanatory goal, ADA still rests on 

how the following linguistic categories and notions are conceptualized in a theory: (i) 

linguistic constituents (e.g. word, names, sentences and etc.), (ii) content (e.g. lexical 

-conditions and etc.), (iii) form (e.g. 

grammatical/linguistic form, logical form, quantification, composition, identity and 

so on), (iv) relation (e.g. logical entailment, implication, logical inferences, 

conversational inferences and etc.), (v) communicative components (e.g. utterances, 

linguistic community, context, force, extra-linguistic signs, intentions and so on). 

 At this point, the distinct conceptualizations of the above notions result in 

distinct criteria and ways for drawing the semantics-pragmatics distinction. After all, 

such conceptual differences in the interpretation of the same notion ultimately 

determine how an account of the semantics-pragmatics distinction depicts the 

domains and/or domain-specific functions of these aspects with respect to the given 

L-related significance. To illustrate, most of the discussions amongst the 

complementarist views, along with their contentions with reductionist views, rely on 

how to define these domain-specific functions in a distinguishable way by which 

they are substantial to L-related significance such as language comprehension in 

communication. Again, and 

implicatures represent such conceptual divergences with respect to what is the mark 

of pragmatics (or semantics). Thus, semantic/pragmatic domains and domain-

specific functions, per se, can vary with a theory although each theory proposes that 

semantic stuff and pragmatic stuff are discernable at any rate. 

Such disagreeing conceptualizations, at this object-level analysis of the 

notions, rely on distinct theoretical treatments of the given assumptions in the 

cinquain. Therefore, they also rest on a cluster of other theories such as theories of 
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meaning, truth, propositions and etc. Nevertheless, what makes a proposed 

distinction viable and admissible for a given language in virtue of an L-related 

significance depends on whether the proposed distinction is theoretically coherent 

and empirically plausible. In this respect, if the definition of the distinction is 

coherent and empirically plausible for satisfying the adopted explanatory 

significance in the face of the given language phenomena (e.g. indexicals), the 

adopted notions (e.g. meaning, truth, proposition), criteria (e.g. context-sensitivity), 

theoretical commitments (e.g. structured propositions), then the distinction, at the 

object-level analysis, is thought to be defined in a principled way. For instance, 

while he questions the 

coherence  with respect to  treatment of propositions. 

Furthermore, Bach questions the e

face of natural language phenomena such as unarticulated constituents. Hence, a 

theory draws the distinction in a principled way in a language only if it is 

theoretically/methodologically coherent and empirically plausible in terms of the 

adopted language, the explanatory significance in this language and the notions 

accompanied by this significance.  

At this point, empirical plausibility concerns with whether linguistic and/or 

cognitive phenomena in an adopted language L with respect to L-related significance 

are consistent with the proposed semantics-pragmatics distinction which follows 

from the theoretical characterization of L-related significance. Hence, if a theory T of 

the semantics-pragmatics distinction S in L with respect to some L-related 

significance cannot be consistent with a linguistic phenomenon P in L then T fails to 

be empirically plausible. In this case, the distinction S in T can still be defended so 

that one can fairly revise her background hypotheses concerning with L, L-related 
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significance, or S. For instance, L can be adopted to exclude phenomena like P in the 

way that there could be no such extensions of L with respect to L-related 

significance. Furthermore, one can extend the ranges of S to include P in L with 

respect to L-related significance. To illustrate, the alleged cases of unarticulated 

constituents constitu

a Gricean can explain away such cases by extending the range of implicatures. For 

instance, Levinson follows this strategy to rescue the explanatory significance of 

 respect, the empirical plausibility of a theory T ultimately 

rests on whether the theory T coherently accounts for the distinction S in L with 

respect to L-related significance considering the underlying theoretical assumptions, 

commitments, and such in T. More importantly, it leads us to arrive at the conclusion 

that there is no definitive way to approve or disapprove of a theory of distinction by 

linguistic phenomena. After all, it is always possible for a theorist to revise his 

underlying assumptions in ADA to meet with given phenomena. Thus, any theory of 

the distinction which adopts a particular interpretation of ADA can be admissible as 

long as it coherently explains some phenomena relevant with a given language, its 

related significance and the distinction drawn with respect to this language and its 

significance. This concern can be called as the indeterminacy problem. 

 Furthermore, disagreeing accounts of the semantics-pragmatics distinction 

can be compared with each other based on their coherence and empirical plausibility. 

Nevertheless, the indeterminacy problem, which contends any proposed distinction is 

admissible by virtue of its own coherency and empirical plausibility, further leads to 

the parsimony of admissible accounts of the distinction. After all, each theory-in 

addition to some general theoretical virtues such as being logically coherent, 

comprehensive and sound- bears its own particularized standards of theoretical 
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coherency and of empirical plausibility which are relevant to some language L, its 

relevant explanatory significance and the other notions substantial for this 

significance. 

 Even if the theories of the distinction, at the object-level analysis, agree on 

the relevant language and its explanatory significance, they can vary in terms of their 

conceptualizations for drawing the distinction. Although each one of these different 

interpretations of the distinction in ADA disagrees on what relevant empirical scope 

and theoretical characterizations of the distinction are in play, they can be considered 

to be equally coherent and empirically plausible in terms of their own particular 

analysis of the relevant empirical scope and theoretical characterizations. In this 

respect, the theories of the distinction which endorse ADA seem to entail to the 

indeterminacy problem which is akin to the Quine-Duhem problem for scientific 

theories. For the relevant purposes, the problem can be highlighted as follows: 

(P1) Assume that some adopted theory T of the semantics-pragmatics 
distinction which follows ADA with respect to some L-related significance LS 
in some language L coherently explains some linguistic phenomena P.  
 
(P2) Another theory T* of the semantics-pragmatics distinction which also 
follows ADA with respect to LS coherently explains P in L. 
 
(P3) If both T and T* coherently explain the same P in L with respect to the 
same LS related with L, then there is no reason to believe T to be a principled 
distinction and not T*. 
 
(C) Therefore, there is no reason to believe T to be a principled distinction 
and not T*.  
 

As this indeterminacy concern lays out, there could be no substantial difference in 

preferring one theory to another if they have the same explanatory efficacy for the 

given linguistic phenomena with respect to the same explanandum (i.e. L-related 

significance). In this regard, the disagreements on the semantics-pragmatics 
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distinction which occur amongst equally coherent and empirically plausible accounts 

may turn out to be merely verbal disagreements.  

 In this respect, there can be more than one viable theory such as the theories 

T and T* which draw the distinction in equally satisfactory way if and only if they 

are taken to involve with verbal disagreements among T and T*. Nonetheless, it is a 

matter of fact that the theories of the semantics-pragmatics distinction can still 

diverge even if they coherently and plausibly explain the same linguistic phenomena 

with respect to the same linguistic significance. Since the theories of the distinction 

generally diverge from each other depending on how they treat and analyze the same 

linguistic significance. As we have seen before, the relevance theorists and Grice 

share the same linguistic significance (linguistic communication) to explain it by the 

semantics-pragmatics distinction although they do not defend the same pragmatic 

inferential processes to define pragmatics. Recalling the derivativeness assumption, 

theories of the semantics-pragmatics distinction are consequently derivative on how 

to theorize the notions concerning with the relevant linguistic significance. Thus, the 

question of a coherent and plausible theory of meaning, for instance, becomes more 

fundamental than the question of a coherent and plausible theory of the distinction. 

Then, it is worth questioning what sort of disagreement we have when we 

discuss the semantics-pragmatics distinction. Unlike what the indeterminacy problem 

implicates, philosophers generally take the distinction to rest on substantive grounds. 

Nevertheless, the distinction, which drifts the linguists/philosophers apart based on 

the very nature of it, becomes substantive when there is some commonly agreed and 

disambiguated ground on which the opinions diversify and conflict with each other. 

As Szabo (2006) equire agreement on what the 

p. 361). For 
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him, a disagreement is substantive if and only if each side recognizes and agrees on 

what facts relevant to their disagreement would make their disagreeing claims 

correct, and yet they still disagree with each other. Thus, such disagreements are 

matters of fact in the sense that the disagreement consists of how to account for the 

common subject-matter. On the other hand, a verbal disagreement occurs when the 

disagreeing parties fail to construct an agreement about their source of disagreement 

because of their diverging and discrepant uses of some linguistic terms which their 

claims entertain. Thus, verbally disagreeing parties fail to agree on what they differ 

and converge unless they determine and clarify the terms which they do not 

agreeably and coherently employ.  

 Considering the distinction between verbal and substantive disagreements, 

ADA displays how the theories which endorse it disagree with each other in a 

substantive manner. Theories can substantively disagree with each other on the given 

language, L-related significance, and the relevant notions/theoretical commitments 

that accompany with them. Thus, ADA also serves to crack down the verbal 

disagreements over particular interpretations of the semantics-pragmatics distinction. 

So, ADA finally serves to substantivize the disagreements amongst the theories of 

the distinction by displaying what to disagree in a particular interpretation of the 

distinction. Nonetheless, being a substantive disagreement does not guarantee that 

these substantive dimensions are sufficient to achieve one single principled 

formulation for drawing the distinction. In other words, substantive points in the 

question of the distinction do not necessarily entail to the single formulation of the 

distinction which is drawn coherently and the empirically plausible way that every 

disagreeing theory eventually agree on. As the indeterminacy problem suggests, 

there can still be various interpretations of ADA which constitute the distinction in a 
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coherent and empirically plausible way with respect to their particular interpretations 

of language, L-related significance and accompanying notions. In this regard, these 

theories can be equally admissible if there is no definitive way to settle on which 

characterization of ADA is coherent and empirically plausible.  

To sum up, the theories of the semantics-pragmatics distinction- from 

-theoretic account- commit themselves to the 

Aspect Distinction Assumption (ADA) which formulaically represents how each 

theory could particularly construe the distinction based on some general substantive 

points of interpretation. Thereby, ADA also implicates that the theories which 

commit themselves to ADA can formulaically diverge from each other depending on 

these substantive points of interpretation. Any theory which entails to ADA turns out 

to be coherent and empirically plausible inasmuch as it accords with the relevant 

interpretations of those substantive points in ADA. In this respect, there could be 

more than one viable theory that accounts for the semantics-pragmatics distinction in 

a coherent and empirically plausible way since the question of coherency and 

empirically plausibility becomes relative to how a theory construes ADA.  

 

6.2 Trivializing the semantics-pragmatics distinction  

As discussed in the previous section, ADA commits one to characterize a given 

language taxonomically with respect to some adopted significance related to this 

language. Hereby, the question of how to draw the semantics-pragmatics distinction 

becomes relative to how each individual theory which entails to ADA construes the 

substantive points of interpretation in ADA. Consequently, the semantics-pragmatics 

distinction in ADA seems to have no significance independently of how it is 

construed in a theory entertaining ADA. In this respect, the semantics-pragmatics 
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distinction in ADA seems to have rather stipulative significance. Once a theory 

posits the taxonomical categorization of the aspects of some L-related significance 

by endorsing ADA then it derivatively stipulates the semantics-pragmatics 

distinction depending on how the given theory construes the substantive points of 

interpretations in ADA. In this respect, the question of the semantics-pragmatics 

distinction boils down into the question of how a theory stipulates it with respect to 

its particular interpretation of ADA. Thus, the semantics-pragmatics distinction can 

be trivialized as a merely stipulative distinction which derivatively rests on how a 

theory taxonomically construes some language L with respect to some L-related 

significance. Consequently, I believe that the semantics-pragmatics distinction, as it 

appears in ADA, becomes a trivial matter of analysis. So far, I have hinted some of 

these reasons for it but now I am in a position to provide these reasons in a full-

fledged manner.  

For one thing, the substantive points of interpretation in ADA (e.g. a language 

L, an explanandum L-related significance and explanans n-tuple domain-specific 

functions) inherently underdetermine the question of the semantics-pragmatics 

distinction. First, a language L in ADA can fairly vary from one theory to another to 

the effect that theories holding ADA stipulate a distinct formulation of the 

distinction. As mentioned before, the semantics-pragmatics distinction for a formal 

system of language results in a distinct interpretation of ADA so that it defines the 

domains and domain-specific functions of the aspects with respect to that formal 

language. Secondly, how to interpret an explanandum, L-related significance, in 

ADA (e.g. language understanding, linguistic meaning, cognitive processes) also 

underdetermines how to draw the distinction. For instance, such an 

underdetermination might occur when one theory construes L-related significance 
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with respect to a theory of meaning such as meaning as use. Under such an 

interpretation, the L-related significance may be characterized as communicative 

understanding in virtue of the adopted theory of meaning to the effect that semantics 

is not even an aspect of L-related significance or it impinges on pragmatics. Hence, 

how many aspects there can be in a relevant language L in ADA are already 

underdetermined by how to theorize the notion L-related significance in ADA. After 

all, how to conceive the distinction depends on how some underlying theories (e.g. 

theories of meaning such as internalist, externalist, behavioristic, intention-based 

accounts and so on) are adopted to interpret L-related significance. Secondly, how 

many aspects of L-significance in ADA are delimited by how many domain-specific 

functions can be distinguished in a principled way, and it in return is delimited by 

how this L-related significance is theorized in the first place. As a result, there could 

be indefinitely many ways of postulating criteria or a criterion for drawing the 

semantics-pragmatics distinction. More importantly, these criteria would also be 

derivative on how they are characterized in terms of selected notions such as context, 

truth, and conventional meaning. Thus, our taxonomy on the aspects of some 

significance in a language L is already the outcome of our theoretical notions 

surrounding this significance and the adopted language itself.  

 The second reason why any theory endorsing ADA underdetermines the 

question of the semantics-pragmatics distinction concerns with the indeterminacy 

concerns which I have roughly mentioned in the previous section. Among the 

different theories which can be derived within the framework of ADA, we are to 

decide on what makes one theory more viable than another. At this point, the 

indeterminacy of ADA implicates that there is no single definitive way to viably 

formulate the semantics-pragmatics distinction by means of ADA. First, the 
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indeterminacy of ADA occurs in the sense that any proposed distinction in ADA is 

admissible by virtue of its own coherency and empirical plausibility. After all, the 

viability of a theory relies not only on its theoretical coherency with respect to the 

accompanying theories/notions but also on its explanatory efficacy with linguistic 

phenomena that are relevant to the adopted language. Thereby, each theory initially 

bears its own merits of theoretical coherence and empirical plausibility with respect 

to their particular construal of the substantive points of interpretation in ADA. 

Hence, it is possible to end up with distinct theories that are theoretically coherent 

and empirically plausible with respect to their own merits. On the other hand, ADA, 

within its general framework, faces some further indeterminacy concern which 

undermines the question of viability. A particular construal of ADA can always be 

revised and re-adjusted in order to meet with some empirical/linguistic anomaly 

which appears relative to the given construal of the substantive points of 

interpretation in ADA. In other words, some construal of the distinction within the 

general framework of ADA can be preserved against some relevant linguistic 

anomaly in indefinitely many ways inasmuch as the relevant assumptions which 

underlie the given construal of the distinction are adjusted to meet with the anomaly 

in question. As a result, the general framework of ADA entails to the parsimony of 

viable accounts in terms of theoretical coherence and empirical plausibility. 

Finally, ADA underdetermines the semantics-pragmatics distinction simply 

because the general framework of ADA underdetermines the question of how many 

aspects in a language can be stipulated. In other words, the number of stipulated 

aspects in a theory vary depending on how the theory construes ADA with respect to 

the substantive points of interpretation. Therefore, the number of stipulated aspects 

can increase as well as decrease depending on a theory. To illustrate, Stojanovic 
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(2014) expands the basic -

In doing so, she 

attempts to account for the borderline cases which conflict with the criteria 

pertaining to conventionality, context-sensitivity, and truth-conditionality. In 

earlier, reduces one aspect into another to the effect that they entirely rule out the 

semantics-pragmatics distinction. For the theories which adopt ADA, the standing 

concern here is that the general framework of ADA underdetermines how many 

aspects can be viably stipulated for the given language. In this regard, a theory can 

even divide- at least conceivably- the given language in a widening number of 

aspects if it coherently and plausibly establishes these aspects through the substantive 

points in ADA.  

Considering how ADA underdetermines the question of the semantics-

pragmatics distinction, the distinction seems to have no significance independently of 

how it is construed in a theory entertaining ADA. I believe it is not the case that a 

robust or principled distinction between semantics and pragmatics leads to a robust 

theory of language or L-related significance (i.e. a theory of meaning), but the other 

way around could be the case. As the general framework of ADA suggests, the 

semantics-pragmatics distinction is derivative on how the substantive points of 

interpretation in ADA are established. Thus, constructing the semantics-pragmatics 

distinction within the framework of ADA makes it rather a stipulative matter which 

eventually impinges on how to construe ADA with respect to a language L, an 

explanandum L-related significance  and explanans n-tuple domain-specific 

functions . Besides, the viability of particular formulations of the distinction also 

relies on how the relevant theories formulate them in terms of theoretical coherence 
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and empirical plausibility with respect to their particular conceptualizations of the 

substantive points in ADA. In this regard, the question of the semantics-pragmatics 

distinction becomes trivial because it is a stipulative by-product of more fundamental 

questions concerning with the substantive points in ADA. As the semantics-

pragmatics distinction occurs within the framework of ADA, it trivially implicates 

the following definition: 

For any theory T which interprets the semantics-pragmatics distinction within 
the framework of ADA, semantics/pragmatics in T concerns with whatever is 
semantic/pragmatic in T.  
 

The above definition deflates the theoretical import of the question of the semantics-

pragmatics distinction. At the object-level of analysis, this deflationary view of the 

semantics-pragmatics distinction is grounded by the idea that the theoretical import 

of the semantics-pragmatics distinction impinges on the theoretical import of more 

primitive questions which fundamentally underwrites the stipulation of such an 

aspect distinction. In other words, defining the semantics-pragmatics distinction -in a 

principled way- boils down into defining more fundamental theories that account for 

linguistic constituents, content, form, relation, and communicative components. 

Therefore, the semantics-pragmatics distinction (within the framework of ADA) in a 

theory has no genuine and primary significance in discussions independently more 

fundamental issues from which the distinction derivatively follows.  

 

6.3 Higher-order triviality of the semantics-pragmatics distinction 

In the previous sections, I contend that semantics and pragmatics, at the object-level 

of analysis, are nothing other than stipulative aspects that derivatively follow from 

how a theorist viably compartmentalizes the given language by virtue of some 

adopted theories concerning with the substantive points of interpretation in ADA. 
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Hence, any disagreement on the putative boundaries between semantics and 

pragmatics arises 

which are ascribed to ADA. Thus, there will be a viable account of the semantics-

pragmatics distinction within the general framework of ADA if the substantive points 

of interpretation in ADA are viably grounded in each interpretation of ADA.  

 Still, any such viable account of the distinction requires its proponents to 

demonstrate why we need to adopt the general framework of ADA in the first place 

to establish a theory of language. In a theory of language, the framework of ADA 

represents the complementary aspects of a language and thereby it presupposes the 

plausibility of dividing a language into some complementary parts. Nevertheless, it 

must be asked what makes such a framework viable for understanding how formal 

and natural languages work and how they should be studied. In other words, it is 

worth asking what grounds the viability of ADA itself which commits one to 

characterize a language taxonomically with respect to such and such substantive 

points of interpretation.  

Regardless of how ADA can be interpreted at the object-level, there is one 

meta-theoretical question underlying each possible interpretation of ADA: What 

grounds the plausibility or viability of ADA in the first place? Hence, my question 

here concerns with the higher-order analysis of the viability of ADA in terms of 

accounting for a given language. There are at least three main strands to interpret this 

higher-order question: (1) Linguistic substantiality; (2) Cognitive substantiality; (3) 

Methodological convenience.  

According to the substantiality strands (1) and (2), adopting the assumption 

ADA is legitimate since there are substantial phenomena, processes, and facts to 

which these aspects in ADA correspond. In other words, there are either linguistic or 
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cognitive sorts of stuff (entities, features, properties, processes and so on) that 

substantivize drawing the distinction within the general framework of ADA.30 The 

contributions to intention- rity thesis, and 

.31 According to it, the domains of formal or 

natural languages inherit these aspects intrinsically in themselves. On the other hand, 

the cognitive substantiality view of the aspects in ADA holds that cognitive 

structures/ mechanisms, which underlyingly steer a language, substantivize the 

aspect distinction assumption because such cognitive structures/mechanisms inherit 

the aspects stipulated in ADA. Moreover, such substantial joints with which the 

aspects drawn in ADA meet in language or human cognition also restrict how many 

conceivable aspects can be stipulated in each interpretation of ADA. Furthermore, 

the viability of the framework of ADA can be grounded in its methodological 

convenience when these aspects are taken as stipulative categories to provide a 

systematic model for a language understanding or a study of language. In many 

approaches in linguistics and meta-semantics, these aspects are stipulated for the 

sake of some methodological clarity and theoretical progress. Regarding these three 

strands concerning with what grounds the viability of the framework of ADA, I 

believe that this framework has a great theoretical convenience for analyses of many 

notions in the philosophy of language although there is no decisive reason to believe 

that it substantially corresponds to languages or their underlying cognitive structures 

in the structural joints of them. 

30 Following Stojanovic (2014), I use the term stuff to not commit into a precise domain of discourse 
concerning with semantics or pragmatics. Here I have no intention commit myself into any technical 
use of the term as in stuff ontology.  
31 See Chapter 4 and Chapter 5.  
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For one thing, the substantiality view begs the question since it assumes that 

linguistic/cognitive sorts of stuff have semantic and pragmatic stuff intrinsically. If 

someone can point out any distinction between semantic and pragmatic stuff in virtue 

of corresponding linguistic/cognitive stuff, then such a distinction already needs to 

be either self-evident or previously grounded. Otherwise, it is unattainable to mark 

such and such substantial stuff as semantic or pragmatic. So, how to substantivize 

semantics and pragmatics by some corresponding linguistic/cognitive stuff already 

presupposes a distinction between what is semantics and pragmatics. That is to say, 

there might be sharply distinguishable stuff in human cognition or languages (i.e. 

inferential vs. decoding processes, competence vs. performance, compositionality vs. 

non-compositionality and etc.); nonetheless, this seemingly distinguishable stuff does 

not evidently pair up with semantic and pragmatic stuff. As such a pairing is 

attainable only if we have already known what characteristics make 

semantic/pragmatic stuff coincide with cognitive/linguistic stuff. Recalling the 

derivativeness of the semantics-pragmatics distinction, such linguistic or cognitive 

stuff can be used to stipulate an interpretation of the semantics-pragmatics 

distinction; yet, it does not mean that they intrinsically inherit the distinction.  

For another thing, the substantiality view of the semantics-pragmatics 

distinction does not conclusively determine what framework/model works most 

viably for these allegedly substantial aspects even if these aspects are inherent in 

cognitive/linguistic stuff. In other words, the general framework of ADA, for 

instance, does not exhaust all the other viable frameworks to stipulate some 

complementary aspects in a given analysis of language or linguistic cognition. Thus, 

it cannot be the single definitive framework to account for so-called substantial 

aspects plausibly. First, any semantics-pragmatics distinction which occurs in the 
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framework of ADA rests on a taxonomy of somehow monotonic domains just as the 

cursiveness assumption and the autonomy assumption in the cinquain suggest. In 

other words, the ranges (outputs) of one domain-specific function are to be the inputs 

of the other domain-specific function to the effect that it is almost standard that 

(Huang, 2014, p.2). In this regard, the input-output relation between aspects is often 

proposed to explain the relations between aspects while they constitute-in varying 

degrees- substantial ground for the given L-related significance. Nevertheless, one 

does not have to endorse this monotonic model nor appeal to the input-output 

relation. Levinson (2000), here, remarks:  

There is every reason then to try and reconstrue the interaction between 
semantics and pragmatics as the intimate interlocking of distinct processes, 
rather than, as traditionally, in terms of the output of the one being the input 
of the other. (p. 242) 
 

As ADA suggests, this input-output depiction rests on the depiction of aspects as 

distinct n-tuple domains with distinguishable functions. Instead of taking these 

aspects as distinct n-tuple domains, one can rest her framework on a continuum 

consisting of a set of things that have particular characteristics (conventionality, 

truth-conditionality, and context-sensitivity) to different degrees. In this continuum 

framework of aspect distinction in languages, the semantics-pragmatics distinction 

dissolves into some further object-level problems depending on how to assign 

degrees of characteristics and how to define them. Nevertheless, these problems are 

akin to the surface problems concerning with the ADA such as a quest for a suitable 

criterion. Thus, such a continuum framework can stipulate the so-called substantial 

aspects in the equally viable way with the framework of ADA if any interpretation of 

this framework coherently and plausibly accounts for the relevant continuum of the 

proposed characteristics. Furthermore, one can also reject the input-output relation 
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by providing an intersectional framework where some phenomena concerning with 

L-related significance becomes a matter of one aspect to some degree and becomes a 

matter of another aspect to another degree. François Nemo (1999) offers such a 

framework where linguistic phenomena are distributed on a Cartesian plane in terms 

of their varying degrees of divergence and convergence. Again, how this distribution 

works out depends on some definitions of the relevant axis, namely semantics, and 

pragmatics. In this respect, Nemo defines two domain-specific functions for each 

aspect so that semantics covers lexically encoded content and/or truth/representation 

while pragmatics includes communicated content and/or linguistic acts (pp.345-50). 

Here, these domain-specific functions constitute four axes of a Cartesian plane where 

each linguistic phenomenon falls within intersections of these axes. Consequently, 

the substantiality view can be attainable through distinct frameworks and thereby no 

framework is indispensable for drawing out some aspects of language which are 

thought to be substantial in languages and/or human cognition. Thus, the 

substantiality view of the semantics-pragmatics distinction does not pertinently 

determine how to disambiguate or interrelate these allegedly substantial aspects even 

if these aspects must be postulated in any framework for the semantics-pragmatics 

distinction.  

Considering such problems related to the substantiality view, the higher-order 

viability of the distinction between semantics and pragmatics becomes a matter of 

taxonomical modeling in a methodologically convenient manner. Thus, it seems a 

trivial attempt to find out a substantial basis for the semantics-pragmatics. As 

discussed in the earlier section, the semantics-pragmatics distinction is a stipulation 

within a framework that endorses some distinguishable aspects of some related 

explanandum in a language, moreover, this stipulation can be viably attainable within 
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different frameworks as well as in different interpretations of them. Consequently, 

the question of how to distinguish semantics from pragmatics in a principled way 

ultimately rests on the question of how to theorize the substantive points of 

interpretation in an aspect distinction framework (e.g. ADA, continuum model, 

intersectionalist model) and the question of under what framework these substantive 

points of interpretation are subsumed. 

 

6.4 Concluding remarks 

The object-level interpretations of the semantics-pragmatics distinction, not always 

but typically, rest on the interpretations of some or all of the assumptions in the 

cinquain which consists of derivativeness, integrity, sharpness, autonomy and 

cursiveness assumptions. Furthermore, such object-level interpretations of the 

distinction also typically rest on the presumptive assumption schema ADA which 

construes a framework demonstrating what a theorist presumes when she endorses 

distinguishable aspects (i.e. explanans) of some linguistic significance (i.e. 

explanandum) in a given language.  

Hereby, ADA, within its framework, cashes out the substantive points of 

interpretation (i.e. a language L, explanatory significance L-related significance) and 

the distinguishing characteristics of aspects (i.e. domains and domain-specific 

functions) on which the object-level interpretations of the semantics-pragmatics 

distinction diverge. Nonetheless, ADA, within its framework, implicates that we can 

formulate the semantics-pragmatics distinction in indefinitely many distinct ways. 

For one thing, the substantive points of interpretation in ADA can be characterized 

and adopted in a number of distinct ways. For another thing, some preceding 
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notions/theories on which the substantive points of interpretation fundamentally rely 

can be construed in a number of distinct ways.  

Yet, we can still hope for finding out one viable formulation which stands out 

amongst the rest. Nonetheless, the distinct object-level interpretations can be equally 

viable in terms of theoretical coherence and empirical plausibility. After all, these 

interpretations bear their own merits of theoretical coherence and empirical 

plausibility with respect to their particular construal of the substantive points of 

interpretation in ADA. Thus, the distinct formulations of the semantics-pragmatics 

distinction can be coherent and empirically plausible with respect to distinct 

explanans and explanandum in some general theory of language. Consequently, the 

question of how to draw the semantics-pragmatics distinction in a principled way 

boils down into the question of how to theorize some preceding notions coherently 

and plausibly within a framework which posits distinguishable aspects of a given 

language.  

Furthermore, ADA, within its general framework, does not exhaust all the 

other possible models which permit theorist to viably hold the distinction between 

semantics and pragmatics. Instead of adopting ADA, a theory can posit the 

semantics-pragmatics distinction within an alternative framework (e.g. continuum 

and intersectionalist models) by which the semantics-pragmatics boundaries are 

viably explained away. Thus, there are various object-level and higher-order 

disagreements on how to posit the semantics-pragmatics distinction; moreover, each 

disagreeing theory can be equally viable in terms of its own theoretical coherence 

and empirical plausibility that pertain to the adopted language, notions, concomitant 

theories, and the framework in which to construe them.  



156 

In this sense, we end up with a trivial formula for the semantics-pragmatics 

distinction which def

semantics-  

For any theory T which posits semantics and pragmatics within any 
framework F, semantics/pragmatics in T concerns with whatever is 
semantic/pragmatic in T.  

 
As the formula suggests, the viability of a characterization of the distinction is 

ultimately derivative on the viability of the relevant theory T and the relevant 

framework F. In this respect, semantics  and pragmatics  turn out to be the 

stipulative categories under which more fundamental theories and analyses which 

underlie a construal of T and F are trivially abridged.  

Still, if a characterization of the semantics-pragmatics distinction D within F 

is brought forward as the substantial and conclusive formula then the underlying 

theories and analyses behind D within F must be fundamentally substantial and 

conclusive in terms of explaining some theoretical significance (i.e. linguistic 

cognition, language understanding, communication, meaning, productivity, 

compositionality and so on) which the formula D within F also entertains. Even in 

that case, the conclusiveness and substantiality of the formula D within F secondarily 

-and contingently- lean on the substantiality and conclusiveness of underlying 

theories. In this respect, it still seems possible for us to bring forward an alternative 

formula D* within F or F* which equally coheres with the same theories in question. 

Thus, if the formula such as D within F is adopted as the principled distinction 

between semantics and pragmatics then D within F must hold the canonized aspects 

which the robust results of some substantial and conclusive theories which underlie 

D within F necessarily entail.  Otherwise, schematizing the uncanonized distinct 

aspects within an uncanonized framework becomes a matter of methodological 
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convenience, and thus drawing the semantics-pragmatics distinction in a principled 

way turns out to be a trivial dispute.  

 Consequently, tackling the question of the semantics-pragmatics distinction 

has neither major nor primary import considering theoretical significance behind 

making such a distinction ultimately hinge on some fundamental questions and 

theories pertaining to the notions such as meaning, truth, context, communication, 

linguistic cognition and so on. Thus, rather than concentrating our theoretical foci 

and endeavors on drawing the semantics-pragmatics distinction, we are to scratch the 

surface of the question in order to face the primary questions underlying behind such 

a stipulative distinction. In this respect, I hold the terms semantic and pragmatic as 

merely methodologically convenient abridgments which might overshadow the 

essential discussions that these terms are laden with in the first place. To be able to 

canonize or substantivize such a stipulative distinction, we must initially have 

canonized accounts and theories which are already supposed to ground the viability 

of such a division of labor in a theory of language. Instead of seeking out the criteria 

or criterion for such a stipulative distinction, I here offer to go back to Gricean 

innocence in our analysis of some explanatory significance with respect to language 

study. By Gricean innocence, I emphasize how Grice attempts to construe a robust 

theory of mea communicative 

intentions although he never appeals to the classificatory terms such as semantics and 

pragmatics. Such innocence can be preserved for each theory of the relevant 

linguistic explanandum once theorists recognize how trivial to draw the semantics-

pragmatics distinction from the perspective of their own theory about the relevant 

linguistic explanandum.  
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