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Patar for their valuable support and assistance. I also would like to thank all previous

members of ISL that I worked with before.

I also want to express my special thanks to Mehmet Salih Sakoğlu and Emre Hoş
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ABSTRACT

DEPTH-BASED SCENE MAPPING THROUGH

SPATIO-TEMPORAL KNOWLEDGE INTEGRATION

This thesis is concerned with scene mapping by a mobile robot using point

cloud data. It is a complex process that requires the robot to segment the incoming

data, represent it compactly and efficiently, and then use the resulting knowledge in its

learning and decision-making. Segmentation enables the robot to determine the point

cloud object candidates. The robot bases its learning and reasoning on the detected

segments. Range sensors, such as LIDAR, are essential for a robot to extract envi-

ronmental information. However, they generally create sparse data. For this reason,

the sparse data should be considered specially. A novel approach to segmentation is

proposed based on an extension of density-based clustering in the spherical coordinate

system. We present the deformable sphere approximation (DSA) descriptor as a novel

3D descriptor that encodes point cloud objects. Experimental results show that our

representation method is capable of classifying the objects. Finally, we consider how

the robot can use all knowledge available to it. We propose an approach in which the

robot also considers the knowledge accumulated through tracking the objects’ temporal

continuity. For this, we propose the temporal deformable sphere approximation (T-

DSA) descriptor. Its construction requires the robot to track object candidates. For

this, we propose a novel multi-tracking approach based on combining Kalman Filtering

and multi-object matching considering position and shape similarity. We then com-

pare the various schemes the robot can use in order to utilize the resulting knowledge.

Our experimental results show that the T-DSA descriptor improves the classification

performance compared to only the instantaneous DSA descriptors. As such, the robot

is able to build and evolve a scene map as it is navigating in it.
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ÖZET

UZAMSAL-ZAMANSAL BİLGİ YARDIMIYLA DERINLİK

TEMELLİ SAHNE HARİTALANDIRILMASI

Bu tezde, robotların nokta bulutu verilerini kullanarak haritalandırma yapması

amaçlanmıştır. Bu zorlu işlem için gelen verilerin bölütlenmesi, kapsayıcı şekilde

tanımlanması ve üretilen bilginin öğrenmede ve karar vermede kullanılması gerek-

mektedir. Bölütleme robota aday nesnelerin tanımlanmasını sağlar. Robot bu bil-

gileri öğrenme ve karar verme aşamalarında kullanır. LİDAR gibi derinlik algılayıcı

sensörler robotların çevresel bilgi edinmeleri için önemlidir. Fakat, genellikle ayrık

verili ortam taramaları üretirler. Bu yüzden, bu sensörlerin verilerinin işlenmesi özel

olarak ele alınmalıdır. Bu çalışmada bölütleme işlemi için küresel koordinat düzleminde

çalışacak yoğunluk esaslı bir yöntem önerilmiştir. Devamında, oluşan bölütleri betim-

leme amaçlı yamulmuş küre yaklaşıklık betimleyicisi önerilmiştir. Elde edilen deneysel

sonuçlar tanımlayıcının nesneleri kategorilere ayırmada başarılı çalıştığı görülmüştür.

Robot hareket ederken oluşan veri akışının anlık olarak değerlendirilmesi sahne an-

lamlandırmada çok önemli olsa da genellikle bu veriler üzerinden zamansal muhakeme

yapılmaz. Fakat, robot hareketiyle oluşan bilgi akışında nesneler üzerinden bir de-

vamlı olarak bir bilgi akışı gerçekleşmektedir. Bu bilgi akışını kullanmak adına za-

mansal yamulmuş küre yaklaşıklık betimleyicisi önerilmektedir. Nesnelerin takibi için

Kalman filtreleme ve konum ve şekil benzerliğinin aynı anda kullanıldığı çoklu nesne

eşleştirme yöntemi önerilmiştir. Böylece, robot hem anlık, hem de zamansal veri-

leri kullanarak etrafındaki nesneleri tanıyabilmekte ve ortama ait anlambilimsel harita

oluşturabilmektedir. Nesne sınıflandırmasına yönelik deneylerde, robotlarda zamansal

yamulmuş küre yaklaşıklık betimleyicisinin anlık oluşturulmuş betimleyicilere göre per-

formans artışı sağladığı gözlemlenmiştir.
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ŷok Observation of object o at discrete time k

zh1h2 h1, h2 th coefficient of DSA descriptor

αk Heading at discrete time k

β1 Position similarity measure

β2 Shape similarity measure

∆µok Mean change of object o at discrete time k

γ1 Coefficient for pan angle threshold

γ2 Coefficient for tilt angle threshold

δψ Tilt scan resolution

δφ Pan scan resolution

µo the mean points of a point cloud

ν1 Weight of position similarity

ν2 Weight of shape similarity

ψ Tilt angle

φ Pan angle

ρ Depth value

ρco Deformed sphere map



xiii

Σo Covariance matrix of Qo

τu Threshold for undersegmentation error

τo Threshold for oversegmentation error

τρ Threshold for depth value

τψ Threshold for tilt angle

τφ Threshold for pan angle



xiv

LIST OF ACRONYMS/ABBREVIATIONS

3D Three Dimensional

2D Two Dimensional

CAD Computer-Aided Design

DSA Deformed Sphere Approximation

ISL Intelligent Systems Laboratory

MLP Multi Layer Perceptron

LIDAR Light Detection And Ranging

RADAR Radio Detection And Ranging

T-DSA Temporal Deformed Sphere Approximation



1

1. INTRODUCTION

Mobile robots must be capable of understanding their surroundings in many tasks

involving human interaction, navigation and mapping. Semantic parsing of objects

constitutes a core part of this. For this reason, they need to identify the objects in

their surroundings correctly. The environmental information is extracted from the

scenes taken by sensors, such as camera, LIDAR, and RADAR. Range sensors such as

Kinect-based sensors and LIDAR sensors provide three-dimensional (3D) point cloud

data. As they enable mobile robots to sense the 3D world around them with high

accuracy and range, most mobile robots are equipped with one or more of these sensors

nowadays. However, semantic parsing of the collected point cloud data is a complex

process. It requires solving three different problems: i) finding object candidates, ii)

representing 3D objects, iii) interpreting the data collected over time. This thesis

focuses on these three problems.

First, the problem of finding object candidates is considered. This requires the

segmentation of the incoming 3D data. This is an integral part of the 3D scene un-

derstanding because it enables the robot to determine the objects of interest. As such,

throughout the thesis, the words object, object candidate and (point cloud) segments

are used interchangeably. As such, the reliability of segmentation highly affects the

performance of the subsequent processes. Kinect-like sensors have a practical ranging

limit of five meters and are used indoors. On the other hand, LIDAR sensors have max-

imum ranges of thirty to a hundred meters. As such, they are mostly used outdoors,

although they are also suitable for indoor usage. Furthermore, the two sensors also

vary concerning their data type - namely, Kinect generates spatially dense data while

LIDAR generates sparse data. Thus, the segmentation algorithm should be capable of

reliably determining the object candidates regardless of point cloud data density.

The next step is the representation of point cloud objects. The representation

enables the robot to build, use and evolve its knowledge of objects internally. Thus,
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it is critical to the successful completion of many robotic scene tasks involving human

interaction. The point cloud objects can be dense or sparse depending on the sensor

used. Hence, the representation should be usable with all point cloud objects regardless

of its density.

The final step is the usage of the collected data. In most work, the descriptors are

constructed from instantaneous data. However, the robot collects data continuously

as it moving and thus, there is a temporal accumulation of data. While the tempo-

ral accumulation of data can also provide important information, this is not used in

related work with few exceptions. In this work, both instantaneous and temporally

accumulated data are considered. For this, the robot tracks all the detected object

candidates. Then, it accumulates the information from each object and uses its object

recognition-related reasoning.

1.1. Problem Statement

The thesis handles the problem in three stages:

(i) First, the object proposals should be found properly even with sparsely scanned

3D scenes. Moreover, most proposed works segment the sparse scenes by using

user-defined parameters that depend on the scene’s complexity.

(ii) Secondly, the robot needs to represent point cloud objects regardless of their

density. As the robot can see the objects from different viewpoints and angles, if

possible, the representation should be invariant to the robot’s heading.

(iii) As a mobile robot moves, the incoming data has both an instantaneous and

temporal aspect. The robot should be capable of using both in its reasoning.
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1.2. Contribution

The major contributions of the thesis as follows:

(i) A novel approach is proposed to segment sparsely scanned 3D scenes. Unlike

most works, our approach finds the segments in the spherical coordinate system.

The parameters of the segmentation are selected considering the sensor’s scan

resolution.

(ii) A novel representation method is proposed for instantaneous object candidates’

data. The descriptor is referred to as the Deformed Sphere Approximation (DSA)

descriptor. The representation method works with various types of data-namely

LIDAR, Kinect, and CAD data.

(iii) A novel representation method is proposed for temporally accumulated object

candidates’ data. This is achieved through the temporal extension of the DSA

descriptor - namely temporal deformed sphere approximation (T-DSA) descrip-

tor. As this requires the tracking of object candidates, a novel tracking algorithm

is also presented.

1.3. Organization of Thesis

The organization of the thesis as follows:

• The proposed segmentation method is presented in Chapter 2. First, related

literature is discussed. Following, the segmentation approach is presented. Lastly,

extensive experimental results are discussed.

• The DSA descriptor is presented in Chapter 3. Again, the first related literature

is explained. Next, the formulation of the descriptor is given. Finally, it is eval-

uated experimentally, including a comparative study with previous descriptors

and various sensor data.

• Temporal accumulation of data regarding the object candidates is explained in

Chapter 4. First, we explain the tracking of object candidates. Next, the formu-
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lation of the T-DSA is explained. Finally, experimental results are discussed.

• In Chapter 5, the thesis concludes with a summary and future work.
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2. SEGMENTATION FOR SPARSELY SCANNED 3D

SCENES

This chapter focuses on the generation of 3D segments by a robot endowed with

a LIDAR sensor. The segmentation is an essential first step in the standard percep-

tion pipeline associated with semantic parsing. This is because the robot can then

use the resulting three-dimensional (3D) point cloud objects for categorizing and/or

recognizing the 3D objects in its surroundings. Thus, the segmentation needs to be

done without any prior information relating to their specific shapes or categories. This

is a non-trivial problem due to the vast shape, size, and viewpoint variations amongst

the objects - as is the case in typical work or home environments.

The sensors vary in regards to the density of point cloud data they provide. A

point cloud data is considered to be dense if most scanned surfaces’ connectivity can

be captured with the connectivity of non-empty cells - considering a discretization of

the world with a constant resolution [1]. Thus, range sensing based on 360◦ rotating

scanners with 16, 32, or 64 beams such as LIDAR sensors provides sparse point cloud

data. The focus in this chapter is to find possible object candidates even with sparse

point cloud data without using class or category information.

The outline of the chapter is as follows: First, a summary of previous methods

is presented in Section 2.1. The proposed algorithm is detailed in Section 2.2. Finally,

experimental results are given in Section 2.3.

2.1. Related Literature

The proposed approaches can be categorized into two groups depending on whether

they use dense or sparse data.
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In the former case, the parameters of the dense-data algorithms are adjusted

[2, 3]. These algorithms involve constant resolution grid-based models, and they yield

poor results when used with sparse 3D LIDAR data. This is because the number

of empty cells increases with sparser data, leading to objects being over-segmented.

Consequently, distant objects are inclined to be over-segmented, while nearer objects

can be wrongly merged. In fact, the sparsity and scattering of associated point cloud

data are immensely affected by the distance. As an object’s distance gets further, the

associated point cloud data tends to be more sparse and scattered away from each

other. Otherwise, objects get closer, and their point cloud data tends to be denser and

closer to each other.

In the latter case, this problem is addressed by designing algorithms that specif-

ically consider the sparse nature of the scan data. Commonly, the ground plane from

point cloud data is removed either by assuming flat ground surfaces or non-flat ground

surfaces [1,4–6]. The ground plane extraction is followed by segmenting the remaining

data while using various interpolation schemes to fill the holes due to its sparsity.

The most common approach is to project 3D data onto a 2D plane - using either

occupancy grids [7,8] or LIDAR’s scan line information [6]. The fact that determining

the optimal grid dimensions has an important role in the segmentation performance.

However, finding the optimal grid dimension is difficult as it depends on the scene.

Furthermore, these approaches tend to miss the information on the vertical plane. Sec-

ondly, the segmentation is carried out by using clustering methods based on surface

geometry [1, 9–14]. Here, the descriptive geometrical features are clustered by using

variants of the nearest neighbor search. Moreover, Held et al. propose a learning-based

method using spatial, semantic, and temporal knowledge to enhance the segmentation

performance [15]. A third approach has been to consider the geometry of sense explic-

itly. Indeed, most works consider the cylindrical range image obtained by projecting

the 3D data onto a cylinder whose axis is the rotational axis of the scanner so that the

pixel values correspond to the distance measurements. This type of 3D data structure

is called a range image. The advantage of using range images is that operating range
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images is substantially faster than reasoning on the 3D point cloud. For instance,

the connected components algorithm is applied on the cylindrical range image, and

only components with angular extend higher than a given threshold are deemed to

segment [16,17]. Finally, many network-based 3D object detection methods have been

developed to find the object with their semantic information [18, 19]. They generate

object proposal volumes before the calculation of semantic features. Although the

methods are very efficient algorithms in detection, their success is highly dependent on

the labeled data.

2.2. Density Based Spherical Segmentation

The proposed segmentation algorithm is based on a density-based clustering

method. The segments are found by clustering dense adjacent points using non-ground

scan points. The first step is to remove the ground data. To extract the ground in-

formation from the scene, we use the method of [6] due to its real-time applicability

and simplicity. The implementation details and experimental results of the ground

extraction are given in Appendix 5.

Let P refers to the non-ground point cloud data. The segmentation aims to

associate an object candidate label with each point p ∈ P . Let L denote the index set

of labels. As such, we can determine the set of object candidates as indexed by the set

O where each object candidate o ∈ O is determined by the point cloud data D ⊂ P

having the same label l ∈ L.

Once the ground data is removed, the proposed algorithm takes advantage of the

fact that the LIDAR sensor’s scanning geometry is defined in the spherical coordinate

system with the origin at LIDAR optical center [20]. Interestingly, this representation

corresponds to the raw data provided by the sensor and thus is available directly. The

proposed method is motivated by the observation that dense regions in the spherical

coordinate system correspond to 3D segments. Hence, the segments are determined

by searching adjacent points with a density-based clustering method. To do this, we
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propose a novel metric to find the adjacent points. Our method’s main advantage is

that the search parameters are determined by the scan parameters of the scan rather

than the complexity of the scanned scene. Our extensive experimental results show

that our approach finds the segments in the scene successfully.

Each point p ∈ P is associated with a pan φ ∈ [0, 2π) and tilt ψ ∈ [0, π) and

the associated depth reading ρ(φ, ψ). Let Q be the corresponding non-ground point

cloud data expressed in the spherical coordinates. The fact that LIDAR scans the

environment with constant resolutions. For example, with a Velodyne-VLP16 LIDAR,

pan angle resolution is δφ ∈ {0.1◦, 0.2◦, 0.3◦, 0.4◦} and tilt angle resolution is δψ = 2◦.

Hence, the segments cannot be determined by searching adjacent points with a state-

of-the-art density-based clustering method. This is because these approaches use a

L2-norm like metric to detect the neighboring points in Euclidean space. For this

reason, we consider spherical coordinate system and introduce the ellipsoid distance

metric that normalizes the pan, tilt and depth data considering different thresholds

for each. Let these be denoted by τφ, τψ, τρ > 0 , respectively. Then, for a point

q ∈ Q where q =
[
φ ψ ρ(φ, ψ)

]T
, its neighboring points N (q) is determined as in

Equation 2.1:

∀q′ ∈ N (q)
(φ− φ′)2

τ 2
φ

+
(ψa − ψ′)2

τ 2
ψ

+
(ρa − ρ′)2

τ 2
ρ

≤ 1 (2.1)

where q′ =
[
φ′ ψ′ ρ(φ′, ψ′)

]T
. The parameters τφ, τψ, τρ > 0 are determined con-

sidering the respective resolutions - namely

τφ = γ1δφ τψ = γ2δψ τρ = δρ

where γi, i = 1, 2 are determined empirically.

The neighboring points N (q) of a given point need to satisfy a given density

criterion - namely the cardinality of the neighboring points set N (q) should satisfy

a minimum neighbor criterion as |N (q)| > M1. Here, M1 ∈ Z>0 corresponds to the
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minimum number of neighbors. If the N (q) satisfies the minimum neighbor criterion,

q is interpreted as a dense point. The dense point q is a core point for a new segment

in S. After that, the segment is expanded by implementing this procedure for all found

neighboring sets. Note that the parameter M1 is a user-defined parameter that depends

on selecting the threshold values. Namely, the value γ1, γ2 is an upper bound on the

cardinality of ‖N (q)‖. Hence, M1 is selected to be some percentage of this value. It

is important to state that the minimum density (M1) criterion is questioned for all

queries, and it deals with under-segmentation and the noise in the LIDAR scan.

Moreover, the time complexity another essential issue for searching the points in

the boundary ellipsoid volume because it can be very high if all non-ground scan points

questioned for a query point. To cope with this issue, we used the indexed structure

of the spherical point cloud. Indeed, the constant resolution parameters of the LIDAR

scan enable us to index the point cloud according to its pan and tilt resolution. By

doing this, we can eliminate irrelevant points. The points to consider are selected from

the maximum connectivity set, Qq. The maximum connectivity set includes possible

connectivity distances of the neighboring points, and it is determined at the beginning

of the segmentation. Note that if an element in Qq does not satisfy Equation 2.2,

it will not satisfy Equation 2.1. For this reason, the set Qq is determined by using

Equation 2.2. Pseudo-code for our segmentation approach is given in Figure 2.1.

(φ− φ′)2

τ 2
φ

+
(ψ − ψ′)2

τ 2
ψ

≤ 1 (2.2)
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Input: Non-ground point cloud in spherical coordinates(Q)

Output: Point wise cluster labels(L)

Parameters: τψ, τφ, τρ: threshold values

M1: minimum number of points for a segment

δψ, δφ: scan resolutions

Initialization: label ⇐ 0 : label for cluster

for i = 1 : |Q| do

Find Qq using Equation 2.2: possible connectivity set

if label(qi) 6= 0 then

continue

end if

neighs ⇐ Search with Qq and find neighs for q using Equation 2.1

if |neighs| > M1 then

label ⇐ label +1

label(qi)⇐ label

it⇐ 0

while |neighs| = it do

Find Qq
′ using Equation 2.2: possible connectivity set

expand⇐ Search with Qq
′ and find neighs for q′ using Equation 2.1

if |expand| > M1 then

label(q′)⇐ label

neighs ⇐ Merge unique expand with neighs

end if

it⇐ it+ 1

end while

else

label(qi)⇐ −1: noise

end if

end for

Figure 2.1. Pseudo-code for Density Based Spherical Segmentation
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2.3. Experimental Results

Our proposed approach has been tested in three different scenerios :

(i) ISL scenes: We take two indoor LIDAR scans from our laboratory(ISL). In fact,

the LIDAR is Velodyne VLP16, and it is integrated with a mobile robot. The

segmentation labels are not available, so the evaluation of the scenes is carried

out visually.

(ii) Velodyne Simulator: We test our method in Gazebo environment integrated with

ROS. The fact that Velodyne Simulator enables us to simulate both Velodyne

VLP-16 and Velodyne HDL-32E. As in ISL scenes, there is no segment informa-

tion in the scenes, so we evaluate the results visually. Results quantitatively and

test whether it creates under-segmentation or over-segmentation errors.

(iii) KITTI tracking dataset: Our segmentation approach is evaluated on the KITTI

tracking dataset [21]. The tracking KITTI dataset was collected from a moving

car on city streets to evaluate the perception system of autonomous driving. In

the dataset, the point cloud data are taken from Velodyne HDL-64E LIDAR.

Although point-wise labeling is not available, bounding boxes are adequate to

test our approach [15]. The evaluation of the dataset is vital for our method.

This is because the dataset paves the way for evaluating our approach.

2.3.1. ISL scenes

We generate two scenes from our lab. The objects in Figure 2.2 are selected from

among the objects with simple geometry and positioned at nearly without any contact.

However, in Figure 2.3, the scene is more difficult to segment because the scene contains

an object such as a radiator, where proper depth perception can be difficult, and most

objects are in contact with each other. Before the implementation of density-based

segmentation, the ground is extracted from both scenes. The parameters for both

scenes are given in Table 2.1.
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(a) Simple scene (b) The segmentation of the simple scene

Figure 2.2. The segmentation of simple ISL scene

(a) Hard scene (b) The segmentation of the hard scene

Figure 2.3. The segmentation of hard ISL scene

Table 2.1. The parameters for the segmentation of ISL scenes

Segmentation parameters
ISL Scenes

Simple (Figure 2.2) Hard (Figure 2.3)

τφ 4◦ 4◦

τψ 2◦ 2◦

τρ 0.1m 0.1m

M1 15 15

Scan parameters

δφ 2◦ 2◦

δψ 0.2◦ 0.2◦
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2.3.2. Velodyne Simulator

Velodyne Simulator includes two different LIDAR sensors, Velodyne VLP-16 and

Velodyne HDL-32E. The most important differentiating feature of the two sensors is

scanning resolution in tilt direction. Velodyne HDL-32E scan the environment with

1.33◦ resolution, but it is 2◦ for Velodyne VLP-16. We test our segmentation method

in the simulator for both the Velodyne VLP-16 scan and the Velodyne HDL-32E scan.

Since we test our segmentation method in an indoor environment (ISL), we construct

two different outdoor environments to be segmented. For two scenes, the segmentation

parameters are given in Table 2.2.

The first scene is taken with Velodyne VLP-16. The simulation view, the raw

point cloud, and the segmented point cloud are given in Figure 2.4. In this scene, the

proposed algorithm works well and segments all fully visible objects. However, some

outdoor objects are not fully detectable for sparse LIDAR scenes. For example, the

tree in our post office scene is sensed with a highly sparse point group even for the

spherical coordinate system. Since our method expects dense points in the spherical

coordinates system, the tree could not be segmented properly.

The second scene is taken with Velodyne HDL-32E. We experiment to gain an

insight to work with the KITTI dataset. For this reason, we design a scene that con-

tains possible street objects, such as pickup trucks, pedestrians, and waste containers.

The simulation view, the raw point cloud, and segmented point cloud are given in

Figure 2.5. It can be seen that the proposed method successfully segments the fully

visible objects in the scene, i.e., between the pickup truck and the pedestrian on the

left side in Figure 2.5b. It is an important state that in LIDAR scenes, some objects

can obstruct other objects’ view. Because the proposed approach needs to find a con-

sistent geometrical relationship between points, this problematic issue can cause an

over-segmentation error for non-fully visible objects.
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(a) Simulation view

(b) Raw point cloud

(c) Segmented point cloud

Figure 2.4. Post office scenario to test proposed approach
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(a) Simulation view

(b) Raw point cloud

(c) Segmented point cloud

Figure 2.5. Street scenario to test proposed approach
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Table 2.2. The parameters for the segmentation of Velodyne Simulator scenes

Segmentation parameters
Velodyne Simulator

Post Office (Figure 2.4) Street (Figure 2.4)

τφ 6◦ 4◦

τψ 1◦ 1◦

τρ 0.5m 0.5m

M1 20 20

Scan parameters

δφ 2◦ 1.33◦

δψ 0.2◦ 0.2◦

2.3.3. KITTI tracking dataset

We evaluate our approach using KITTI tracking dataset. The dataset consists

of 21 sequential frames. For each scene, there are bounding boxes in the camera

frame. We use nearly the same strategies of [15] to detect under-segmentation and

over-segmentation errors. Let O∗ denote the set of ground truth segments. For each

detected object o ∈ O, finding a segment that best matches with the ground truth are

defined as:

o∗ ∈ argmax
o′∈O∗

|Do ∩ D∗o′| (2.3)

Let Do denote the point cloud data of object o and D∗o′ denote ground truth object point

cloud data. After finding the best matches, under-segmentation and over-segmentation

errors can be calculated. Under-segmentation errors can be seen when the object is

segmented with a close object. Over-segmentation errors can be defined as finding

multiple segments instead of one segment. Defined metrics are defined as:
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U =
1

|O|
∑
(o,o∗)

1(
|Do ∩ D∗o∗|
Do

< τu) (2.4)

O =
1

|O|
∑
(o,o∗)

1(
|Do ∩ D∗o∗|
D∗o∗

< τo) (2.5)

Where, 1 is defined as an indicator function that is equal to 1 when the given input

is true, otherwise 0. τu and τo are defined under-segmentation and over-segmentation

errors, respectively. As stated in [15], over-segmentation is a more problematic issue

than under-segmentation because over-segmentation errors cause the creation of false

objects. However, from our observation, the bounding boxes do not fully cover the

whole segments in the 3D scene because of the bounding boxes’ frame. For this reason,

we set τo to 0.9 instead of 1.0, and we set τu to 0.5. Moreover, the summation of the

two errors can be defined as the overall error rate (E) metric for the segmentation.

We test our segmentation approach using different parameter values for τφ, τψ, τρ,

M1. Results and used parameters are given in Table 2.3. The best segmentation

results are obtained for τφ = 1.44◦, τψ = 2.4◦, τρ = 1.0m,M1 = 10. It is essential to

state that the scans in the KITTI dataset are taken with Velodyne HDL-64E, and its

resolution parameters are δφ = 0.08◦, δψ = 0.4◦. We select τφ, τψ values according to

scan resolutions. We select τρ and M1 values based on our visual experiments. Table 2.3

shows how the change in parameters affects the segmentation performance. As seen in

the table, the low values for τφ , τψ , τρ create low under-segmentation errors; however,

these values increase in over-segmentation errors. Hence, the optimal parameters for

the segmentation should create low total error and low over-segmentation error from

our perspective.
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Table 2.3. KITTI tracking results

Parameters Results

τφ(◦) τψ(◦) τρ(m) M1 U O E Average Time(ms)

0.96 1.6 1.0 10 0.2116 0.4296 0.6212 18.58

0.96 1.6 1.0 15 0.1780 0.7403 0.9183 19.47

0.96 1.6 1.5 10 0.2667 0.3694 0.6163 18.35

0.96 1.6 1.5 15 0.2284 0.6836 0.9120 19.00

0.96 2.4 1.0 10 0.2402 0.2178 0.4580 33.91

0.96 2.4 1.0 15 0.2316 0.2853 0.5169 34.39

0.96 2.4 1.5 10 0.3056 0.1671 0.4727 33.80

0.96 2.4 1.5 15 0.2942 0.2264 0.5206 34.00

1.44 1.6 1.0 10 0.2694 0.1859 0.4553 34.96

1.44 1.6 1.0 15 0.2504 0.2656 0.5160 34.86

1.44 1.6 1.5 10 0.3375 0.1407 0.4782 34.08

1.44 1.6 1.5 15 0.3167 0.2075 0.5242 34.21

1.44 2.4 1.0 10 0.2805 0.1475 0.4280 39.20

1.44 2.4 1.0 15 0.2607 0.2024 0.4631 39.38

1.44 2.4 1.5 10 0.3473 0.1065 0.4538 38.52

1.44 2.4 1.5 15 0.3333 0.1507 0.4840 38.82

Two examples from the KITTI tracking data set and their segmentation results

are given in Figure 2.6. It can be deduced from the results that our algorithm works

sufficiently to segment the objects in sparsely 3D scenes.
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(a) Raw point cloud (b) Segmented point cloud

(c) Raw point cloud (d) Segmented point cloud

Figure 2.6. Two examples of segmentation results for KITTI tracking



20

3. REPRESENTATION OF POINT CLOUD OBJECTS

This chapter is on the representation of point cloud objects. As explained pre-

viously, this is integral to many robotic tasks such as those invoving human-robot

interaction and manipulation. It enables the robot to store its sensor-based knowledge

internally. The sensor-based knowledge is typically obtained either using Kinect-like

sensors or LIDAR sensors. Kinect-like sensors have a practical ranging limit of five

meters and are generally used for indoor scenes. On the contrary, LIDAR sensors have

maximum ranges of thirty to hundred meters. As such, they are mostly suitable for

both indoor and outdoor usage. Moreover, the two types of sensors also vary in their

data type-namely sparse or dense. In this chapter, our focus is to find an appropriate

representative descriptor that models the 3D objects, whether their data are sparse or

dense. For this, we propose the deformable sphere approximation (DSA) descriptor.

The DSA descriptor is rotationally invariant concerning the robot’s heading and is also

lightweight. Furthermore, it can be used with both dense and sparse data.

The outline of the chapter as follows: Firstly, related literature will be summa-

rized in Section 3.1. Following, the computation of the DSA descriptor is explained

in Section 3.2.2. The chapter will conclude with experimental results using benchmark

3D point cloud object data sets are presented in Section 3.3 - involving a comparative

study with the state-of-the-art hand-crafted descriptors and learning network-based

representations.

3.1. Related Literature

A 3D point cloud descriptor maps the sensory information from a 3D space to a

feature space. Since its acts as a shape signature, it should keep as much information on

the 3D shape possible. Shape descriptors are primarily used for class-level recognition

because instance-level recognition is not generally possible using only point cloud data,

even for human beings. A plethora of 3D descriptors has been proposed - either through
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being hand-crafted [22] or more recently as learned by deep networks [23–25].

Deep learning networks simultaneously offer the multilayered representation and

classification of the point cloud data. Network-based representations are mainly not

class-agnostic. This is because obtaining features and learning are done together.

Thus, learning requires class-labeled data in general. Moreover, if the robot encounters

a new type of class, the network should be retrained. However, to cope with these

issues, class-agnostic network-based representations are also being developed [26–28].

Classification networks operate on the level of whole object [29–33]. As such, they do

not require detailed reasoning about the 3D structure of the object, as is the case with

those aimed at reconstruction [34–36].

Another property pertains to whether input conversion is necessary or not. In

most robotic applications, descriptors that are directly derived from point cloud data

are preferred - as input conversion tends to increase the computational cost [37–39].

The raw point cloud data may be directly processed [40] or in most cases converted to

other representations such as voxels [31, 41, 42], octrees [43], meshes [44], graphs [32],

spherical functions [45,46] or multi-views of image data [47,48] before being input to the

network. Unfortunately, some of the associated processing further increases the already

high computational and memory resource requirements. Furthermore, even if the input

conversion does not require for some methods, they still cannot be directly used - since

they cannot be input arbitrarily sized input point cloud data [26–28]. Either the data

needs to be pre-processed to convert it into a standard size, or the network structure

needs to be changed. The former results in loss of information, while the latter requires

learning to be redone.

The representation methods are also considered with respect to rotational in-

variance - particularly rotation around a vertical axis - as this results in recognition

robustness [49]. For example, re-expressing the data as a spherical function yields ro-

tationally invariant representations [45, 46]. The main advantage of spherical function

representation is that it enables independence from the point cloud size.
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The proposed descriptors also vary with respect to their flexibility of usage with

different types (i.e., dense vs. sparse) data. With dense data such as Kinect, two of

the best hand-crafted descriptors are View Point Feature Histogram (VFH) [50] and

Ensemble of Shape Functions (ESF) [51] [52]. However, these cannot be directly used

with sparse data such as LIDAR data. In such a case, interpolation techniques are

required [53]. Alternatively, descriptors such as Global Fourier Histogram Descriptor

(GFH) are designed specifically for sparse data such as LIDAR [54].

Interestingly, 3D representation has been originally considered within 3D solid

modeling [55, 56] in the computer vision community. Here, one popular approach has

been to use spherical harmonics [57]. For example, the descriptor is constructed from

the coefficients of three spherical functions used to define the given 3D surface [58,59];

however, for a reliable description, the surface type (open, closed, tori or tube) needs to

be known. In another work, the descriptor is obtained through combining the different

coefficients obtained by decomposing the three-dimensional data into a collection of

functions defined on concentric spheres over different radii [60]. As such, the input

needs to be transformed into a voxel representation.

3.2. Deformable Sphere Approximation Descriptor

Consider a segment o and recall Do ⊂ R3 denote the respective point cloud. Let

its mean be denoted by µo ∈ R3. The goal is to derive a d-dimensional vector I such

that it encodes this data. We propose the deformable sphere approximation (DSA)

descriptor for this. It is motivated by previous work on scene representation [63].

Similarly, its representation is derived from encoding the point cloud data distribution

in the spherical coordinate system. However, differing from previous work, it is defined

in an object-centric coordinate system as derived from the point cloud object data.
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Table 3.1. The literature search for 3D descriptors and classification methods

Representation

+

Learning

Properties

Class
# Params.

Input Direct Vertical Rot. Varied

Agnostic? Conversion Usage? Invariance? Data Type?

SPH [60] + SVM 3 544 642 Voxels - 3 7

VFH [50] + MLP 3 308 - 3 3 7

ESF [51] + MLP 3 640 - 3 7 7

GFH + SVM [54] 3 864 - 3 3 7

3DShapeNets [29] 7 38M 303 Voxels - 7 3

ORION [42] 7 4M 323,283 Voxels - 7 3

VoxNet [41] 7 890K 323 Voxels - 7 3

ECC [32] 7 - 323 Voxels - 7 3

PointNet [30] 7 3.5M - 7 7 3

PointNet++ [40] 7 1.7M - 7 7 3

LightNet [61] 7 30K 323 Voxels - 7 3

FoldingNet [27] 3 1M - 7 7 3

Latent-GAN [28] 3 - - 7 7 3

GeoCNN [62] 7 557K - 7 7 3

Spherical-CNN [45] 7 500K 2× 642 - 3 3

SF-CNN [46] 7 - - 3 3 3

LP-3DCNN [33] 7 2M 323 Voxels - 7 3

ClusterNet [26] 3 - - 3 3 7

DSA (proposed) + MLP 3 400 - 3 3 3

The deformed sphere approximation (DSA) descriptor is computed in three stages:

(i) First the point cloud object data Do is mapped to a deformed sphere;

(ii) The deformed sphere is approximated by double trigonometric Fourier series;

(iii) Rotational invariants are derived.

3.2.1. Deformed Sphere Mapping

For each object o, the deformed sphere map ρco : S2 → R≥0 is defined based on

its associated point cloud data Do. Here, the first subindex c indicates robot’s position

dependency and second subindex o indicates object dependency:

ρco(f) =

 ρ0 + r(p) ∃p ∈ D′o s.t. f(p) = f

ρ0 otherwise
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where D′o is the transformed point cloud with origin at µo. The map f : D′o → S2 is

defined as f(p) =
[
f1(p) f2(p)

]T
with f1(p) ∈ [−π, π] and f2(p) ∈

[
−π

2
, π

2

]
as being

the pan and tilt angles respectively and r(p) is the respective radial distance in the local

coordinate system. Note that the map ρco can be visualized as a deformed S2-sphere

with radius ρ0 based on the respective data set D′o. The deformed sphere examples for

Kinect and LIDAR point clouds for a chair object are shown in Figure 3.1.

(a) Deformed sphere for kinect point cloud data

(b) Deformed sphere for LIDAR point cloud data

Figure 3.1. Deformed spheres for a chair object with various sensor types

3.2.2. Deformed Sphere Approximation

Next, the deformed sphere map ρco is approximated using double trigonometric

Fourier series (DTFS) [64]:

ρco(f) ∼=
H1−1∑
h1=0

H2−1∑
h2=0

λh1h2hz
T
oh1h2

(c)eh1h2(f). (3.1)
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In this equation, the parameters λh1h2ht are defined as:

λh1h2 =


0.25 if h1 = 0, h2 = 0

0.5 if h1 > 0, h2 = 0 or h1 = 0, h2 > 0

1 if h1 > 0, h2 > 0.

(3.2)

The parameters H1 and H2 are positive-valued integers that correspond to the number

of harmonics. For each pair (h1, h2) of harmonics, the vector eh1h2(f) ∈ R4 is a vector

of an orthonormal set of trigonometric basis functions:

eh1h2(f) =


cos(h1f1) cos(2h2f2)

sin(h1f1) cos(2h2f2)

cos(h1f1) sin(2h2f2)

sin(h1f1) sin(2h2f2)

 , (3.3)

These functions have periods −π ≤ f1 ≤ π and −π
2
≤ f2 ≤ π

2
and are orthogonal on

the corresponding rectangle.

The set of vectors zcoh1h2 ∈ R4, h1 = 0, . . . , H1−1, h2 = 0, . . . , H2−1 is comprised

of double trigonometric Fourier series coefficients defined as:

zoh1h2(c) =
2
π2



∫ π
−π
∫ π

2

−π
2
ρco(f) cos(h1f1) cos(2h2f2)df1df2∫ π

−π
∫ π

2

−π
2
ρco(f) sin(h1f1) cos(2h2f2))df1df2∫ π

−π
∫ π

2

−π
2
ρco(f) cos(h1f1) sin(2h2f2))df1df2∫ π

−π
∫ π

2

−π
2
ρco(f) sin(h1f1) sin(2h2f2)df1df2


(3.4)

Finally, the DSA descriptor Ico ∈ Rd is obtained by considering the rotationally invari-

ant H1H2-dimensional vector:

Ico =
[
Ico00, . . . , Ico(H1−1)(H2−1)

]T
(3.5)
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Note that the DSA descriptor encodes single segment o as observed from location c

with:

Icoh1h2 = zTcoh1h2
zcoh1h2 . (3.6)

Two remarks are noteworthy: First, while DTFS representation is analogous to

the spherical harmonics representation since they both use orthogonal basis functions

defined over the sphere. However, they differ in terms of used basis functions. The

former uses basic trigonometric functions, while the latter uses the standard spher-

ical representation and spherical harmonic basis functions. Hence, while the coeffi-

cients of DTFS are computed directly as given by Equation 3.4, those of spherical

harmonics need the computation of Legendre polynomials and 3-dimensional vector

integration [65].

In practice, DTFS coefficients are numerically computed. This requires the dis-

cretization of the continuous integral of Equation 3.4. To do this, we use the sphere

surface points as deformed by the centered point cloud object data o. Let δf1, δf2 > 0

denote the corresponding discrete differentials in the pan and tilt directions respec-

tively. Then, the DTFS coefficients are numerically computed as:

zh1h2
∼= 2

π2



∑
p∈Do

ρ(f(p)) cos(h1f1(p)) cos(2h2f2(p))δf1δf2∑
p∈Do

ρ(f(p)) sin(h1f1(p)) cos(2h2f2(p))δf1δf2∑
p∈Do

ρ(f(p)) cos(h1f1(p)) sin(2h2f2(p))δf1δf2∑
p∈Do

ρ(f(p)) sin(h1f1(p)) sin(2h2f2(p))δf1δf2


(3.7)

In general, for two different points p, p′ ∈ Do where p 6= p′, the corresponding discrete

differentials will be different. This is because the density of point cloud object data will

vary depending on the sensor type, 3D object shape and viewing geometry. In order

to get a good estimate of the differentials, we use NM2(p)−neighborhood of each point
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p ∈ Do - namely the closest M2 point cloud data and take the average of associated

differentials over the whole set O:

 δf1

δf2

 =
1

M2 |Do|
∑
p∈Do

∑
p′∈NK(p)

 ‖f1(p′)− f1(p)‖2π

‖f2(p′)− f2(p)‖π

 (3.8)

Due to the fact that DTFS contains periodical functions, it is important to take into

account Nyquist frequency during sampling. Especially for sparse data, the represen-

tation can be disrupted by false sampling. For this reason, we calculate maximum

sampling rates for f1 and f2, and compare the rates with δf1 and δf2. The calcula-

tion of the maximum sampling rates is given in Equation 3.9, and the comparisons of

calculated sampling rates with maximum sampling rates are given in Equation 3.10.

 δf1max

δf2max

 =

 2π/H1

π/H2

 (3.9)

 δf1

δf2

 =

 min(δf1t, δf1max)

min(δf2t, δf2max)

 (3.10)

The selection of M2 is essential, and it directly affects the sampling rate. Too high

M2 values result in the coarse sampling of the sphere surface, which negatively affects

representativeness. On the other hand, too low M2 values can adversely influence the

descriptor’s generalization with various sensors. Finally, it should be underlined that

two or more points correspond to the same discrete differential surface area, then the

deformation is done, taking into account their average depth values.
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The DSA descriptor’s computation has two stages: First, DTFS coefficients of

the deformed sphere are computed. Let N = |Do|. This is of order O(N logN +

NH1H2). The first term is due to δf1 and δf2 computation. The coefficients can then

be incrementally computed depending on the sphere’s deformation based on the depth

data and the associated viewing geometry in spherical coordinates. Next, the DSA

descriptor is derived. Here, the associated computation is of order O(H1H2).

3.3. Experimental Results

The proposed descriptor has been evaluated with three well-known data sets

having different data types:

(i) Kinect: The Washington RGB-D objects [66] data set contains 202,549 partial

views obtained from Kinect sensor corresponding to household objects from 51

classes. To consider reliable data, only objects with at least 100 points are used.

(ii) LIDAR: Sydney Urban Object data set contains with Velodyne HDL-64E LIDAR

data of 588 labeled partial views from 14 various classes [53]. As recommended

by the data set authors, the original data set is augmented with 18 rotations.

(iii) CAD: ModelNet10 and ModelNet40 involve mesh data of 10 and 40 object classes,

respectively [29]. There are 4499 mesh objects divided into 3991 objects for

training and 908 objects for the test in ModelNet10. There are 12,311 mesh

objects that are split into 9843 objects for training and 2468 for the test in

ModelNet40. The data uniformly sampled with 1024 points, then the sampled

data is normalized into a unit sphere. [67]

3.3.1. Approximated Spheres by DSA

At first, we want to visually show how DSA descriptors represent the deformed

sphere into an approximated sphere. The fact that no data set contains both Kinect

and LIDAR data in the literature. For this reason, we select a chair object from Model-

Net10, generate Kinect and LIDAR point cloud data of the object. The chair object is
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first viewed with a Kinect sensor, and the associated point cloud object data is shown

in Figure 3.2a. It is observed to be quite dense. Next, the same object is now viewed

with a LIDAR with the same robot pose. The resulting point cloud data is quite sparse,

as seen in Figure 3.2f. To assess whether the data type affects the descriptor or not,

we compare the approximations of the deformed spheres generated for each data type

as shown in Figure 3.2b and Figure 3.2g respectively. Two observations are notable:

First, despite the big difference in data density, the deformed sphere representations

are quite similar. Second, as the number of harmonics increases, approximation error

decreases as expected. On the other hand, it also results in minute shape details being

unnecessarily encoded within the descriptor.
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3.3.2. Classification Performance Across Data Types

We consider the classification performance of the proposed approach across three

data types. DSA descriptor constructed with ρ0 = 1, and three different number of

harmonics H1, H2 ∈ {5, 10, 20}. We set M2 to 2 for LIDAR and CAD objects, and we

set M2 to 5 for Kinect objects. Therefore, the sizes of obtained DSA descriptors are

25, 100, 400. For learning, Multi-Layer Perceptron (MLP) classifiers are used. MLPs

are trained with different training/test split strategies. For the Kinect data set, we

divide the data into 80% training set and 20% test set. For the LIDAR data set, we

use the strategy of the authors [53]. Accordingly, the augmented LIDAR data is split

into four-folds. The average of the performances classifiers’ performances for the folds

are taken as the result. Lastly, using original training and test splits for ModelNet10

and ModelNet40, we evaluate the proposed descriptor for point cloud data from CAD

objects. It is important to state that differing from most methods; we do not implement

any augmentation on the ModelNet objects. In the tests, the point cloud object’s class

is assigned to the class with the maximum probability score found by the MLPs. For

the Kinect data set, accuracy and F1-score are used as the performance measure. For

the LIDAR dataset, F1-score is used as the performance measure. Finally, we use

accuracy performance for CAD objects. The results are as shown in Table 3.2. The

best performance is obtained with with H1 = H2 = 10. Using a larger number such as

H1 = H2 = 20 can lead to overfitting - as it encodes the object surface with unnecessary

minute detail.

Table 3.2. DSA performance across data types with different harmonics.

H1, H2

Size
Kinect LIDAR CAD

Accuracy F1 Score F1 Score Accuracy (ModelNet10) Accuracy(ModelNet40)

5 25 91.71 0.919 0.790 85.16 70.22

10 100 92.73 0.928 0.803 85.93 68.44

20 400 90.18 0.908 0.793 81.98 62.52
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3.3.3. Comparative Classification Performance

We compare the classification performance of the DSA descriptor with state-of-

the-art baseline approaches. There are both hand-crafted and network-based descrip-

tors. For the comparison, the DSA descriptor constructed with H1 = H2 = 10 is

used since it shows the best performance. The comperative classication performance

is given in Table 3.3. In the this table  means the method needs input conversion,

and - means the algorithm does not work without additional processing. The results

as presented in Table 3.3 can be detailed as follows:

(i) Kinect data set: We consider ESF and VHF that are known to be two of the best

hand-crafted and inherently Kinect-style descriptors [52]. In all experiments, the

same MLP structure is used. To enforce fair comparison, the descriptors are

directly formed from the input point cloud data without any pre-processing to

all. All descriptors are standardized before MLP training. It is observed that the

classification performance of all the descriptors is roughly the same.

(ii) LIDAR data set: We consider both the hand-crafted GFH and network-based

descriptors obtained with ORION, VoxNet, ECC, and LightNet. It is observed

that the DSA descriptor has the best average F1-Score of 0.803.

(iii) CAD (ModelNet10 and ModelNet40) data sets: In general, network-based repre-

sentations are used to evaluate the data sets. It is observed that accuracy varies

between 79.79%-95.3% for ModelNet10 and between 68.23%-93.4% for Model-

Net40. It is observed that all descriptors have a lower accuracy with Model-

Net40. While the proposed DSA descriptor’s performance is not the highest, it is

still relatively high - 85.9% and %68.4 for ModelNet10 and ModelNet40, respec-

tively. It is partially attributed to the fact that since all deformed spheres are

constructed with 1024 points sampled uniformly. Moreover, ModelNet40 objects

are not aligned according to a specific axis differing from ModelNet10. These

situations can cause a decrease in the performance of our proposed method. In a

nutshell, the DSA descriptor can represent point cloud objects consistently across

different data types without any pre-processing required.
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Table 3.3. Comparative classification performance.

Representation

+

Learning

Data Types

Kinect LIDAR CAD

(Dense) (Sparse) ModelNet10 ModelNet40

Accuracy(%) F1 Score F1 Score Accuracy(%) Accuracy(%)

SPH [60] + SVM  - - - 79.79 68.23

VFH [50] + MLP 92.29 0.9240 - - -

ESF [51] + MLP 93.93 0.9352 - - -

GFH + SVM [54] - - 0.710 - -

3DShapeNets [29]  - - - 83.5 77.3

ORION [42]  - - 0.778 93.9 89.7

VoxNet [41]  - - 0.730 92.0 83.0

ECC [32]  - - 0.784 89.3 82.4

PointNet [30] - - - - 89.2

PointNet++ [40] - - - - 90.7

LightNet [61]  - - 0.796 93.4 88.9

FoldingNet [27] - - - 94.4 88.4

Latent-GAN [28] - - - 95.3 85.7

GeoCNN [62] - - - - 93.4

Spherical-CNN [45]  - - - - 88.9

SF-CNN [46] - - - - 91.4

LP-3DCNN [33]  - - - 94.4 92.1

ClusterNet [26] - - - 93.8 86.8

DSA (proposed) + MLP 92.73 0.9285 0.803 85.9 68.4

3.3.4. Transfer Learning Across Data Types

Classification experiments show that the DSA descriptor can be used to represent

both Kinect and LIDAR point cloud objects reliably. It suggests that it may be possible

to transfer the learning of objects with one type of sensor to classify those obtained with

other types of sensors. Next, we have investigated how much is possible. To do this, we

use the Kinect and LIDAR point cloud object data obtained from ModelNet10 dataset.

The ModelNet10 dataset has ten different classes with 100 objects selected randomly
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from each class. In order to be able to create point cloud data, we randomly sample

the mesh of each object with 100,000 points. As the objects have varying scales, these

points are brought to a standard scale by fitting the sampled data in a unit sphere. We

simulated a mobile robot with sensors positioned at 50cm height from the ground is

made to view these objects from varying poses around the objects. Its distance to the

objects varies 1 and 6 meters with increments of 0.2m while its angular position varies

between [−180◦, 180◦] with increments 10◦. Hence, there are 900 various alternatives.

(a) Kinect point cloud

dresser data

(b) Kinect point cloud mon-

itor data

(c) LIDAR point cloud

dresser data

(d) LIDAR point cloud

monitor data

Figure 3.3. Sample Kinect and LIDAR objects data from ModelNet10.
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We choose 100 different positions randomly for each object. Both Kinect and

LIDAR point cloud object data are obtained. For Kinect, pan and tilt resolutions for

obtaining the point cloud data are set as 0.0895◦ and 0.095◦, respectively. For LIDAR,

they are set as 0.2◦ and 2◦ respectively. Finally, hidden points are eliminated using the

Hidden Point Removal algorithm [68] along with depth buffering. Two samples of the

objects from Kinect and LIDAR can be seen in Figure 3.3.

We consider three different level of harmonics H1, H2 ∈ {5, 10, 20}. Using a

random split strategy, 80% of the samples are used for learning, while the remaining

20% are used in the classification. Four alternative schemes are investigated. In two,

we use the same data types for both learnings - namely either only Kinect or LIDAR

data. This is done to determine the best possible performance levels. Next, we consider

learning transfer across data types: learning based on Kinect data followed by testing

with LIDAR data and learning based on LIDAR data followed by testing with Kinect

data. The results are as shown in Table 3.4.

First, we observe that without any transfer learning, the best performance is

obtained with H1 = H2 = 10. Second, learning transfer across data types yields

around 30-46% accuracy. We find this perfect considering Kinect and LIDAR objects

are very different from each other. Kinect data is rather dense, whereas LIDAR data

is rather sparse. Interestingly, LIDAR to Kinect learning transfer has better accuracy.

It is attributed to the fact that LIDAR objects have a lesser amount of detail on the

respective object surfaces. As such, learning with LIDAR means learning general shape

characteristics. Hence, learning is more easily transferred from LIDAR to Kinect point

cloud object data.
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Table 3.4. Classification performance with learning transfer across data types.

H1, H2 Training Set Test Set Accuracy (%) F1 Score

5

Kinect Kinect 86, 03 0.8624

Kinect LIDAR 32, 89 0.3016

LIDAR LIDAR 72, 90 0.7105

LIDAR Kinect 44, 46 0.4357

10

Kinect Kinect 88, 61 0.8897

Kinect LIDAR 30, 56 0.2710

LIDAR LIDAR 75, 52 0.7518

LIDAR Kinect 46, 09 0.4504

20

Kinect Kinect 87, 46 0.8795

Kinect LIDAR 20, 34 0.1829

LIDAR LIDAR 73, 95 0.7347

LIDAR Kinect 43, 83 0.4319
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4. OBJECT LEARNING FOR SCENE MAPPING

The chapter studies the problem of improving object learning through considering

all the knowledge available to the robot. In the previous chapter, the robot considers

the instantaneous sensory data, encodes this data using the proposed DSA descriptor,

and then learns objects or recognizes objects based on these descriptors. However,

if the robot is moving, the incoming data has a temporal aspect. Using this data

will have two advantages. First, the knowledge accumulated through the objects’

temporal continuity can also help the robot better recognize the objects around it. By

the spatio-temporal accumulation of data, a more comprehensive knowledge regarding

these objects can be built. This can be especially beneficial with sparse data such as

3D LIDAR scans. Second, the robot will not need to reason about objects that are

already classified, and hence it can reduce the burden of computational processing. In

this chapter, we propose an approach that considers using temporal data so that the

robot uses both instantaneous and accumulated knowledge. For this, we propose the

temporal deformable sphere approximation (T-DSA) descriptor. The T-DSA descriptor

is designed to encode a stream of point cloud object data about each distinct object

in the scene. As such, it requires the robot to track the detected objects. The robot

then uses the respective track data in order to construct the T-DSA descriptor.

The outline of the chapter is as follows: First, we review the related literature in

Section 4.1. Then the general approach for the proposed method is mentioned briefly in

Section 4.2. After that, our novel multi-object tracking method is given in Section 4.3.

Then, we introduced the strategy for merging instant features in Section 4.4. Finally,

the experimental results are given in Section 4.7.

4.1. Related Literature

As the robot is navigating around in a scene, it has a continuous stream of incom-

ing point cloud data. Typically most work base their reasoning on the instantaneous
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and do not take advantage of its sequential nature. However, using the temporal na-

ture presents two main advantages for point cloud processing. It requires the robot to

establish the relationship between consecutive frames.

The typical approach is to use ICP-based (or its variants) algorithms in order

to merge the LIDAR frames [69, 70]. Moreover, the ICP-based methods can suffer

from large pose displacements. Statistical methods can be used for alleviating these

problems [71, 72]. They can deal with some drawbacks of ICP-based algorithms, but

they are still computationally expensive methods.

The second approach is to track objects in sequential frames. This problem has

also been studied extensively and many 3D object tracking algorithms have been pro-

posed through extending the existing two-dimensional (2D) tracking methods [73–75].

Thus, most of them are based on bounding boxes with the help of Kalman Filter [76,77].

Some work uses the features or points in the LIDAR scan [78–83] to take advantage of

LIDAR systems’ reliability.

The information from the tracked object should be used for the improvement in

efficiency and reliability. [15, 84] use sequential features in a probabilistic manner to

benefit from the tracked objects. With recent developments in deep learning, some

advanced networks, such as RNN, can keep the frames’ information in a certain time.

In fact, RNN (or its special type LSTMs) can merge the segments with the measured

robot states [85, 86]. Choy et al. [87] propose a modern CNN approach to evaluate

objects temporally. On the other hand, another method is to complete the shape using

either using a trained neural network or auto-encoder [28,88,89].

4.2. Object Learning For Scene Mapping: General Approach

Consider the robot to be navigating through a sequence of locations ck = [ck1 ck2]T

∈ R2 with headings αk ∈ S1. Here, k ∈ K where K = {0, 1, . . . , } is the ordered set

of discrete time index. We propose an approach that enables the problem to consider



39

both instantaneous and temporally accumulated knowledge of objects. Our proposed

approach consists of the following stages: The robot acquires a new point cloud data

frame and determines the object candidates. It then tracks these candidates with

a novel tracking algorithm. It then encodes the tracked objects’ data using a novel

descriptor T-DSA (Temporal Deformable Sphere Approximation) descriptor. Finally,

it combines knowledge from both the DSA and T-DSA descriptors in its learning and

reasoning.

4.3. Multi Object Tracking

Suppose that the robot has determined a set of point cloud objects Ok at time

k. For each object o ∈ Ok, a track To is formed. The track is defined by a ordered

set of states To = {xk | k ∈ Ko}. The states are derived from the respective point

cloud data Do ⊂ R3 with o ∈ Ok. Let the point cloud data mean be defined by µok =[
µok1 µok2 µok3

]T
∈ R3. Furthermore, let ∆µok =

[
∆µok1 ∆µok2 ∆µok3

]T
∈ R3

represent the change in mean from previous scan to the current scan. The mean and

its change ∆µok are used to define the object candidates’ states as:

xok =
[
µok1 , µok2 , µok3 ,∆µok1

,∆µok2
,∆µok3

]T
(4.1)

The ordered set Ko corresponds to the index sequence of the segments in the

track. Furthermore, if Ko = {k1, . . . , kN}, then k1 indicates when the the track starts

and kN indicates the last index in the track. Suppose track ends when kN = kE.

As long as the robot continues with its tracking of segment o, the set Ko expands

accordingly.

The robot uses Kalman Filtering and matching object candidates from adjacent

frames to update the states. For Kalman filtering, we use constant velocity model [90] -

similar to [76,77]. However, our algorithm is different from these works as it does not use

bounding box properties to track the segments. This is because using a bounding box
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can hinder the detection of under-segmentation or over-segmentation errors. Rather,

we use a novel approach based on matching segments from consecutive frames. As

such, the tracking approach consists of three different stages:

(i) Object candidates’ state prediction

(ii) Matching segments from consecutive point cloud data frames to determine cor-

responding segments

(iii) Updating the object candidates’ states

4.3.1. Model States and State Prediction

The dynamics of the states are defined as:

x̂ok = Axxok−1 + uok−1 (4.2)

ŷok = Ayx̂ok + vok−1 (4.3)

where, ŷok indicates the observation, A indicates state transition matrix, and H indi-

cates observation matrix. We assume constant linear velocity for the center coordinates,

so there is no change for ∆ok1
,∆ok2

,∆ok3
from k − 1 to k. Ax and Ay are defined as

follows:

Ax =



1 0 0 1 0 0

0 1 0 0 1 0

0 0 1 0 0 1

0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1


Ay =


1 0 0 0 0 0

0 1 0 0 0 0

0 0 1 0 0 0



Here, x̂ok is calculated upon the previous state xok−1 and process noise uok−1, and

ŷok is calculated upon the current state x̂ok and observation noise vok−1. uok and vok

follow Gaussian distributions with zero means and covariances Σ1 and Σ2. These noise
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parameters are experimentally determined and influence the prediction performance.

4.3.2. Segment Matching

The core part of multi-object tracking is to match the state predictions with the

detected segments in the current scene. The matching based on a similarity matrix

G that is constructed using the set of objects Ok−1 and Ok as determined in two

consecutive instances. For each tuple (o, o′) ∈ Ok × Ok−1, the entry G(o, o′) of this

matrix measures the similarity of the objects o and o′. The similarity measures encodes

two different metrics:

(i) Similarity of positions β1(o, o′)

(ii) Similarity of overall shapes β2(o, o′)

G(o, o′) = ν1 β1(o, o′) + ν2 β2(o, o′) (4.4)

Here, ν1 and ν2 are the weights for similarity matrix. We set these two parameters to

0.5 to use the average of β1(o, o′) and β2(o, o′).

The similarity of positions is computed based on the average distance between

their respective point cloud data. Recall that for each o ∈ Ok represents the set of

Nk−1 point clouds are associated with object o at time k. It is important to state that

the point clouds of the segments at time k − 1 are shifted according to x̂ok. For each

o′ ∈ Ok−1 we construct nearest neighbors models using KD-tree [91]. Finally, position

similarity measure β1(o, o′) of object o ∈ Ok and o′ ∈ Ok−1 feature (β1(o, o′)) is defined

as follows:

β1(o, o′) =
1

||Do||
∑
p∈Do

ζ(p,Do′) (4.5)
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where ζ(p,Do′) refers to the closest point cloud point in the setDo′ . In some cases,

searching for all points in Do′ can be computationally expensive. To speed up the

calculation, we use a smaller set of randomly selected points from Do′ .

The shape similarity is computed based on comparing their covariance matrices

using Förstner and Moonen’s covariance distance metric [92]. For each o ∈ Ok, let Qo

denote the respective point cloud data Do expressed in spherical coordinates. Shape

similarity β2(o, o′) of two objects o ∈ Ok and o′ ∈ Ok−1 is defined as follows:

β2(o, o′) =

√
trace(ln2(

√
Σ−1
o Σo′

√
Σ−1
o )) (4.6)

where Σo denotes the covariance matrix of Qo.

Using the similarity matrix, we use a greedy algorithm to find matching pairs [77].

The pseudo-code for the greedy algorithm is given in Figure 4.1.

4.3.3. State Updates

The states are updated using matching information as follows:

xok = Axx̂ok + Fk(yok − ŷok) (4.7)

Here, Fk represents Kalman gain matrix, which is recursively calculated, and yok rep-

resents the center coordinates of the matched segment at time k as determined from

the respective point cloud data - namely yok = µok.
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Input:

G : Similarity matrix

τm: Threshold for matching

Output:

List of matched pairs

Initialization:

MP ⇐ ∅ : matched pairs

Mk−1 ⇐ ∅ matched object from Ok−1

Mk ⇐ ∅ : matched object from Ok
sortedPairs ⇐ IndexPairsSortbyDistance(G)

for n = 1 : |sortedPairs| do

(l, d) = sortedPairs(n)

if l /∈ Mk−1 and d /∈ Mk then

if G(l, d) < τm then

MP .append((l, d))

Mk−1.append(l)

Mk.append(d)

else

break

end if

end if

end for

return MP

Figure 4.1. Greedy algorithm for multi object matching
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Figure 4.2. T-DSA is incrementally formed as a track evolves

4.4. Temporal DSA

The Temporal DSA (T-DSA) descriptor is the Spatio-temporal extension of the

DSA descriptor to accumulate tracked objects’ instantaneous DSA features. The accu-

mulation is done over the track path of each object with respect to the robot. This is

preferred to encode the relative position change of the object concerning the robot. For

each tracked object o, consider the path Ro in the x1 − x2 plane described by {ck}Ko
as showed in Figure 4.2. Let the length of the path be defined by 2∆o. Let rok denote

the planar distance of the robot to the object at time k as defined by:

rok =
√
µ2
ok1 + µ2

ok2 (4.8)

Now consider the ϕo : Ro ×F → R over this path with values as follows:

ϕo(r, f) =

 ρco(f) if ∃k ∈ Ko s.t. r = rok

ρ0 otherwise
(4.9)
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As such, spatial samples of ϕok correspond to observations from rok. Hence, for k ∈ Ko,

the function ϕok encodes the knowledge accumulated across the track of object o upto

index k - namely from the start of change in rok track at location rok1 to location rok.

The map ϕo can then be approximated as:

ϕo(r, f) ∼=
H3−1∑
m=0

λmy
T
m(f)e′m(r) (4.10)

where H3 is the number of spatial harmonics, λm is defined as in Eq. 3.2 and e′m(r) is

defined as:

e′m(r) =

 cos(mrπ
∆o

)

sin(mrπ
∆o

)

 ,
The vectors ym(f) are defined as:

ym(f) = 1
∆o


∫ ∆o

−∆o
ϕo(r, f) cos(

mrπ
∆o

)δr∫ ∆o

−∆o
ϕo(r, f) sin(

mrπ
∆o

))δr

 (4.11)

Now, also using the approximation of ρo on the rhs of Eq. 4.12,

ϕo(r, f) ∼=
H3−1∑
m=0

H1−1∑
h1=0

H2−1∑
h2=0

λmλh2hw
T
omh1h2

(e′m(r)⊗ eh1h2(f)) (4.12)

Here, ⊗ denotes the Kronecker product. Namely if A ∈ Rn×m, B ∈ Rp×q, then

A⊗B ∈ Rnp×mq with an ijth block of size p×q specified by aijB. The vector womh1h2 ∈

R8 is defined as:

womh1h2 = 1
∆o


∫ ∆o

−∆o
zoh1h2(r) cos(

mrπ
∆o

)δr∫ ∆o

−∆o
zoh1h2(r) sin(

mrπ
∆o

)δr

 (4.13)



46

Finally, the T-DSA descriptor is obtained by only considering H3 = 0 and

then observing that only the first four terms of wo0h1h2 are non-zero. The descriptor

IAo is formed based on these terms by considering the rotationally invariant H1H2-

dimensional vector:

IAo =
[
IAo0, . . . , I

A
o(H1−1)(H2−1)

]T
(4.14)

where

IAoh1h2
= wTo0h1h2

wo0h1h2 . (4.15)

In practice, the vectors womh1h2 are numerically computed via the discretization

of the continuous integral of Equation 4.13.

4.5. Classification Decisions

The robot has both instantaneous and accumulated knowledge. The formed is

encoded through the DSA descriptors and the latter is encoded by the T-DSA descrip-

tors.

It can use any learning scheme to learn each separately. In this work, we use

MLP classification models. These models are then used to compute the probability of

a descriptor being a given class c. Let U ic(I) represent the probability of c class for the

DSA descriptor I and UAc (I) represent the probability of of c class for the descriptor

IA using the accumulated T-DSA descriptors.

We can then use a variety of different performance measures for classification.

Recall for a tracked object o, Iokh1h2 represents the instantaneous DSA descriptor taken

at discrete time index k and IAoh1h2
represents T-DSA descriptor. These measures are

defined based on whether they use only instantaneous data, accumulated data or both.
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The following measures consider only instantaneous data:

(i) Measure-1: maxc U(Ioh1h2)

This measure considers instantaneous DSA descriptors only and chooses the class

with the highest probability.

(ii) Measure-2: maxc
1
K
∑

k∈K U(Iokh1h2)

This measure computes the average until time k and chooses the class with the

highest average probability.

Similarly, the robot can consider only accumulated data:

(i) Measure-3: maxc UA(IAoh1h2
)

This measure considers the T-DSA descriptors and chooses the class with the

highest average probability.

(ii) Measure-4: maxc
1
K
∑

k∈K UA(IAokh1h2
)

This measure considers the average T-DSA descriptors based and chooses the

class with the highest average probability

Finally, the robot can also use both and integrate their results:

(i) Measure-5: maxc
1

2K
∑

k∈K U(Iokh1h2) + 1
2K
∑

k∈K UA(IAokh1h2
)

This measure adds probabilities from DSA and T-DSA descriptors and chooses

the class with the highest weighted probability.

4.6. Scene Mapping

In the scene mapping procedure, each object is assigned with its predicted labels

in a unique position according to their center of points. The map frame is originated

where the robot starts moving. The fact that the classification models can change

their decision while the robot is moving. We update the object’s map decision with the

latest decision from the classification model in these circumstances. Scene mapping
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procedure can work with various decision models of classification models.

4.7. Experimental Results

In this section, we discuss experimental results regarding scene mapping.

4.7.1. Simulation Results

First, we consider indoor settings. To the best of our knowledge, there is no

sequential LIDAR dataset for indoor environments. For this reason, we conduct our

experiments in Gazebo environment using the Velodyne simulator. We consider 15

objects- considering five Gazebo objects with three different categories [93]. The used

objects are given in Figure 4.3. A sample from each class is placed in an environment.

The robot is also randomly placed in this environment with a random heading. It then

starts moving at a random speed as long as it does not reach workspace boundaries.

Throughout its movement, it acquires point cloud data along. This is repeated 15

times for each object sample. Hence, 45 paths are obtained.

Figure 4.3. Learning objects from Gazebo
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The parameters for learning and scene experiments are given in Table 4.1.

Table 4.1. Parameters for learning and experiments

δφ δψ τφ τψ τρ M1 H1 H2 M2 τm δr

0.2◦ 2◦ 1.5◦ 6◦ 0.8m 5 10 10 2 1 0.1m

The robot uses the incoming data to construct DSA and T-DSA descriptors which

are then used to learn two separate MLP classification models. The learned models are

then used in object classification tests by having the robot move through 3 paths for

the 15 Gazebo objects in a similar (random) manner. In many paths, the results from

the two models turn out to be similar. A sample case is shown in Figure 4.4. Here, both

the instantaneous and accumulated knowledge correctly classify the tracked object as

class 2. This does not turn out to be always the case, as shown in Figure 4.5. Here, it is

observed that the decisions based on the instantaneous DSA descriptor are not correct

in certain instances. However, the accumulated knowledge can continue with correct

decisions regardless. Such an improvement is even more evident in the next case, as

shown in Figure 4.6. Here while both models are observed to yield a greater number of

wrong decisions nevertheless, the performance with accumulated knowledge based on

the T-DSA descriptors is much better. Of course, there are also cases where both the

instantaneous and accumulated knowledge cannot recover from wrong decisions, as is

the case in Figure 4.7. Here, while the ground truth is class 4, the robot’s classification

decision is false.
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Table 4.2. Precision Recall F-1 scores for different decision models

Measure Precision Recall F1

Measure-1 0.8269 0.7917 0.7818

Measure-2 0.9036 0.8258 0.8125

Measure-3 0.8906 0.8113 0.7965

Measure-4 0.9214 0.8376 0.8172

Measure-5 0.9169 0.8415 0.8203

Precision, recall, and F1 rates are computed for each measure. The results are

presented in Table 4.2. It is observed that with the T-DSA descriptor, performance im-

proves considerably. The decision reaches the highest performance with the Measure-5

decisions that are constructed with all accumulation information and all instantaneous

information in a sequence.
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(a) Simulation scene-3 (b) Map for simulation scene-3

(c) Simulation scene-8 (d) Map for simulation scene-8

Figure 4.8. Two examples from simulation scenes

After that, we test our approach for various Gazebo scenes by using Measure-

5 decision for object label. Two map examples for simulation scenes are given in

Figure 4.8. It can be easily seen that combining instantaneous DSA with T-DSA

works well for mapping. To map each object in the scene, the T-DSA should be

calculated for the object, and sometimes segmentation errors can cause a lag for T-DSA

calculation. This circumstance can be seen in Figure 4.8d. The overall performance

in eight simulation scene is presented in Table 4.3. There are some similar objects in

terms of depth manner, such as desk and sofa. For this reason, the proposed approach

often confuses desk with sofa set. This problem should be solved adding more different

objects in the data set.
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Table 4.3. Simulation mapping results

Scene Number
Chair Chair set Sofa set Human Desk

Expected Found Expected Found Expected Found Expected Found Expected Found

1 2 2 1 1 0 0 1 1 0 0

2 0 1 1 0 3 3 2 2 0 0

3 1 1 0 0 1 3 2 2 1 0

4 3 3 1 0 0 0 4 4 0 0

5 1 1 1 1 1 1 2 2 1 1

6 1 1 0 0 1 3 2 2 3 1

7 3 3 1 1 2 2 3 3 0 0

8 1 0 3 3 1 1 2 2 1 1

4.7.2. Real Life Results

The proposed approach has also been tested with a real mobile robot. For this,

a Kobuki-Turtlebot endowed with a Velodyne VLP-16 sensor has been used. In these

experiments, the robot uses directly uses the object models as learned in the simulation

experiments. The robot is made to navigate in four different scenes with varying

number of objects. Two sample scenes are shown in Figure 4.9. The task is simplified

so that the robot classifies only nearby objects. Hence, the robot considers point cloud

data only within 2 meters of distance. The results are given in Table 4.4. It is observed

that both recall and precision decreases compared to the simulation results. This is

partly attributed to the fact that the robot uses models trained in simulation.

Table 4.4. Real life mapping results

Scene Number
Chair Chair set Sofa set Human Desk

Robot Movement
Expected Found Expected Found Expected Found Expected Found Expected Found

1 1 1 0 0 0 0 0 0 0 0 1.72m

2 2 1 0 1 0 0 0 0 0 0 1.87m

3 2 2 0 0 0 0 1 0 0 0 1.41m

4 0 0 0 0 1 1 1 1 0 0 1.64m
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(a) Real scene-1 (b) Map for real scene-1

(c) Real scene-2 (d) Map for real scene-2

Figure 4.9. Two examples from Gazebo scenes
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5. CONCLUSION AND FUTURE WORK

The main focus of the thesis is to improve the depth data interpretation capability

of a mobile robot. This is a complex task as it requires the robot to address three

important problems - namely segmentation, point cloud object representation, and

using all the information available. Thanks to the progress in 3D sensing technologies,

3D sensors are being widely used for this purpose. Some of these sensors, such as

Kinect, generates dense point cloud data while others, such as LIDAR, generate sparse

point cloud data. Each has its own advantages concerning factors such as field of view,

available data, and cost. Hence, the proposed approaches must be capable of working

with both types of data.

The first contribution of the thesis pertains to finding object candidates. It

has been shown that extracting meaningful information from sparse data tends to be

difficult. Hence, the proposed approach must be applicable with sparse point cloud

data. For this, a novel approach is presented. Differing from the previous works, the

proposed segmentation method is carried out in spherical coordinates. This enables the

robot to set the segmentation parameters based on the scan parameters of the sensor.

We evaluate this method with LIDAR data from indoor and outdoor settings and show

that the proposed approach can be used to segment sparse point cloud data.

Next, we consider the representation of point cloud objects. The representation

is critical to both object learning and recognition. It must be invariant to pose changes

as much as possible and have low complexity. For this, we propose the deformed sphere

approximation (DSA) descriptor. The DSA descriptor satisfies these important prop-

erties. Furthermore, it can represent both dense and sparse point cloud data. Our

experimental results show that our descriptor reaches the best classification perfor-

mance for LIDAR data, and for Kinect and CAD data, its performance is comparable.
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Finally, we consider the extension of the DSA descriptor to encode temporal

data. This is because the robot’s analysis of its surroundings cannot be based purely

on instantaneous data. Rather the incoming data continual and temporal coherency

of the data should also be considered in its reasoning. In particular, if the robot is

navigating in its environment, it can accumulate the objects’ sensory data. Hence, the

representation must be capable of encoding accumulated data. For this, we propose the

temporal DSA (T-DSA) descriptor. The T-DSA descriptor encodes the accumulated

knowledge of objects as the robot is moving around. It is based on tracking the detected

object candidates and accumulate information based on these tracks. For tracking,

a novel method that combines Kalman filtering with point cloud segment matching

is developed. The sensory data coming from each track is then accumulated with

the T-DSA descriptor. Rather than evaluating objects only using instant views, our

experimental results show that robot creates more reliable object classification results

by using sequential object information.

There can be two extensions as future work. The first is to learn the class infor-

mation considering contextual information among objects. The second one is to use

the enhanced class information in place recognition and localization.
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APPENDIX A: GROUND SEGMENTATION

This section explains the ground segmentation method [6]. In this approach, the

points in the point cloud are sorted in ascending order according to their height. Then,

a certain number of seed points in the sorted point cloud are selected. As LIDAR data

tends to be noisy, the nosily sensed points needs to be eliminated. This is done by

taking account the height of the sensor. Each points in the point cloud is tested using

the height of the seed points and a given threshold for the seed height. If a point is

below the calculated height, it will be taken as a primitive ground plane. Using these

points a ground plane is estimated, and the estimation of the ground plane is enhanced

iteratively by using detected ground points. Two ground extraction examples from

velodyne simulator and KITTI tracking dataset are shown in Figure A.1
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(a) Raw simulator data (b) Ground segmented simulator data

(c) Raw KITTI data (d) Ground segmented KITTI data

Figure A.1. Ground segmentation examples
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APPENDIX B: USER GUIDE

This section explains the hardware and software developed.

B.1. Hardware

During the real life experiments Kobuki Turtlebot is used as shown in the FigureB.1.

The robot uses a Velodyne VLP16 and a NVIDIA Jetson Xavier.

Figure B.1. Kobuki Turtlebot

B.2. Software

B.2.1. Software Requirements

The requirements to run the all algorithms are as follows:

• Ubuntu 16.04 or Ubuntu 18.04

• ROS Kinetic or Melodic

• Frugally-deep
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B.2.2. Running software on the robot

NVIDIA Jetson Xavier and Velodyne VLP16 should be connected to the power

using external power outputs of Kobuki Turtlebot. Then, in order to use the developed

software, the following steps need to be followed:

• Open a new terminal and execute the command:

roslaunch velodyne pointcloud VLP16 points.launch

• To filter the noise in point cloud points, execute the command:

rosrun lidar process statistical outliers removal

• To segment the ground plane from the velodyne scan, execute the command:

rosrun lidar process ground segmentation

• To run DBS segmentation, execute the command:

rosrun lidar process segmentation image

• To publish robot odometry, execute the command:

rosrun lidar process pose taker

• Tracking, class prediction and decision processes can be run via this command:

rosrun tracker tracker

• To visualize the constructed map, execute this command:

rosrun tracker map.py

• To move the robot, follow this command:

rosrun tracker move velodyne.py


