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ABSTRACT

POSITIVE DEFINITE FUNCTIONS ON SPHERES

Positive definite functions play a central role in approximation theory as in

many other areas of mathematical research. The methods for data interpolation on

spheres can be effectively used for analysis of large data sets arising from geosciences.

In this endeavor, studying positive definite functions on spheres is essential. The

characterization of positive definite functions on spheres in Rm using ultraspherical

polynomials is given by I. J. Schoenberg in his celebrated 1942 paper “Positive

Definite Functions on Spheres” where he also characterizes positive definite functions

in the unit sphere of a real Hilbert space utilizing the cosine function. In this thesis,

our aim is to expand the underlying ideas in Schoenberg’s characterization of positive

definite functions and review the results on some of its extensions. For this purpose,

we firstly present the fundamental results in the theory of positive definite functions.

We also review basic concepts in ultraspherical polynomials in which we present a

proof of the addition formula for ultraspherical polynomials by simplifying the one

in Nielsen’s book as much as possible. Then, we analyze the proofs of Schoenberg’s

characterization of positive definite functions on finite and infinite dimensional unit

spheres. Finally, we introduce strictly and conditionally positive definite functions

and review some partial results on their characterizations.
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ÖZET

KÜRE ÜZERİNDE POZİTİF TANIMLI FONKSİYONLAR

Pozitif tanımlı fonksiyonlar matematiǧin diǧer birçok alanında olduǧu gibi,

yaklaşım teorisinde de merkezi bir rol oynar. Küre üzerinde veri interpolasyon metot-

ları, yerbilimlerinde ortaya çıkan geniş veri kümelerinin analizi için verimli bir şekilde

kullanılabilmektedir. Bu durum küre üzerinde pozitif tanımlı fonksiyonlari çalışmayı

önemli kılar. Pozitif tanımlı fonksiyonların ultra-küresel fonksiyonları içeren karak-

terizasyonu, 1942 yılında I. J. Schoenberg tarafından yazılan “Küre Uzerinde Poz-

itif Tanımlı Fonksiyonlar” adlı makalede verilmiştir. Yine bu makalede Schoen-

berg, gerçek Hilbert uzayı üzerinde pozitif tanımlı fonksiyonları, kosinüs fonksiy-

onundan yararlanarak karakterize etmiştir. Bu tezin amacı, Schoenberg’in pozitif

tanımlı fonksiyonlar için yaptıǧı karakterizasyonların temelindeki fikirleri açıklamak

ve bu tür fonksiyonların bazı genellemeleri üzerindeki neticelerin bir özetini sun-

maktır. Bu amaçla, öncelikle pozitif tanımlı fonksiyonlar teorisindeki temel net-

iceler sunulmuştur. Bunun yanısıra, ultra-küresel fonksiyonlar konusuna ilişkin

temel kavramların üzerinden geçilmiştir. Ultra-küresel fonksiyonlar için toplama

formülünün ispatı da Nielsen’in kitabındaki ispatı mümkün olduǧunca sadeleştirilerek,

yine bu bölümde verilmiştir. Daha sonra, Schoenberg’in sonlu ve sonsuz boyutlu

küre üzerinde pozitif tanımlı fonksiyonların karakterizasyonlarını içeren teorem-

lerinin ispatları çözümlenmiştir. Son olarak da, tam ve koşullu pozitif tanımlı

fonksiyonlar tanıtılıp, bu tür fonksiyonların küre üzerinde tanımlı olanları için ver-

ilen karakterizasyonları içeren kısmi neticelere deǧinilmiştir.
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1. INTRODUCTION

In practical applications over wide fields of study one often faces the problem

of reconstructing an unknown function f from a finite set of data. These data

consist of data sites X = {x1, ..., xN} and data values fj = f(xj), 1 ≤ j ≤ N,

and the reconstruction has to approximate or recover the data values at the data

sites usually from a class of functions. In other words, a function s is sought that

either approximates the data, s(xj) ≈ fj, or interpolates the data, i.e. that satisfies

s(xj) = fj, 1 ≤ j ≤ N,. The former case is in particular important if the data have

noise [1].

In many cases, the data sites are scattered, i.e. they bear no regular structure

at all, and there is a very large number of them. In some applications, the data sites

also exist in a space of very high dimensions [1]. Some of the methods used to solve

this problem are spline methods, radial basis functions, least squares etc..

In the univariate setting, polynomial interpolation is a useful tool. However,

it is a well established fact that a large data set is better dealt with by splines,

i.e. piecewise polynomials, than by polynomials. In contrast to polynomials, the

accuracy of interpolation process using splines is not based on the polynomial degree

but on the spacing of the data sites [1].

Spline methods usually require a triangulation of the data set in order to define

the space from which we approximate, unless the data sites are in a very special

position, e.g. gridded or otherwise highly regularly distributed. The reason for this is

that it has to be decided where the pieces of the piecewise polynomials lie and where

they are joined together. Moreover, it then has to be decided with what smoothness

they are joined together at common vertices, edges etc. and how it is done. This

is not trivial in more than one dimension and it is highly relevant in connection

with the dimension of the space. The quality of the spline approximation depends
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strongly on triangulation itself, but triangulations or similar structures (such as

quadrangulations) can be very difficult to provide in more than two dimensions.

This is one of the severe disadvantages of piecewise polynomial techniques [2]. For

further details about the triangulation process, one may consult on [3, p. 420], for

example.

In the multivariate setting, although spline interpolation is tough to handle,

it gives a motivation for a framework in higher dimensions. In this alternative

approach, called Radial Basis Function Method, instead of using splines, one can

form the approximant by taking finite linear combinations of translates of a radially

symmetric basis function, say φ(‖ · ‖) where ‖ · ‖ is the Euclidean norm. Radial

symmetry means that the value of a function depends only on the Euclidean distance

of the argument from the origin, and any rotations thereof make no difference to the

function value [2]. The simplest example is, [2], for a finite set of centers X ⊆ Rm,

we can form the space of approximants S by

S = {
∑
xj∈X

aj ‖ · − xj ‖ : aj ∈ R}. (1.1)

Here the radial basis function is simply φ(r) = r, the radial symmetry stemming

from the Euclidean norm ‖ · ‖, and we are shifting this norm in (1.1) by the centers

xj.

More generally, radial basis function spaces are spanned by translates

φ(‖ · − xj ‖), xj ∈ X,

where φ : [0,∞) → R is a given, continuous function, called radial basis function.

Therefore approximants have the general form

s(x) =
∑
xj∈X

ajφ(‖ x− xj ‖), for x ∈ Rm, (1.2)
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with real coefficients aj. In certain cases, low-degree polynomials have to be added

but we will not discuss this until the last chapter. Other most common examples of

radial basis functions φ(r), for r =‖ x− y ‖, x, y ∈ Rn, are

• Thin plate splines: φ(r) = r2k log r (k = 1, 2, ..., ),

• Multiquadrics: φ(r) = (r2 + c2)β (c > 0, 0 < β < 1),

• Inverse multiquadrics: φ(r) = 1
(r2+c2)β

(c > 0, β > 0),

• The Gaussians: φ(r) = e−αr
2

(α > 0),

• Logarithmic: φ(r) = log(r2 + c2).

A good choice of the radial basis function is important for the quality of the

approximation and for the existence of the interpolants. The constants in the above

examples are usually adjusted using experimental techniques. More examples and

approximation properties of the above functions can be found in [1], [2].

Now it is apparent that radial basis functions allows to work for large dimen-

sional spaces because the function reduces the multivariate setting to the univariate

setting. Further remarkable properties of radial basis functions that render them

highly efficient in practice are their easily adjustable smoothness and their powerful

convergence properties [2].

In fact, several results hold if we replace φ(‖ · − xj ‖) in (1.2) with a more

general function Φ : Ω× Ω→ R. Of course the latter case can only work if X ⊆ Ω.

We will call such a Φ a kernel rather than a function. Now, we can restate our

interpolation problem: Given the data values f1, ..., fN at given data sites X =

{x1, ..., xN} ⊆ Rm, choose a fixed function Φ : Ω×Ω→ R and form the interpolant

as

s(x) =
N∑
k=1

αkΦ(x, xk) (1.3)

where the coefficients αk are determined, if possible, by the interpolation conditions

s(xj) = fj, 1 ≤ j ≤ N. (1.4)
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This is equivalent to asking for a non-singular interpolation matrix

AΦ,X := (Φ(xj, xk))1≤j,k≤N . (1.5)

There are certain cases that ensure the invertibility of the interpolation matrix. One

of them is that if the interpolation matrix is positive definite, then it is invertible;

thus the interpolation problem is well-posed. Also, positive definiteness of the matrix

enables to use efficient algorithms like conjugate gradient method [3]. Hence, when

forming the interpolant, choosing a kernel Φ that generate a positive definite matrix

will greatly facilitate the analysis. This leads to the definition of positive definite

kernels.

Definition 1.1. A continuous kernel Φ : Ω × Ω → C is called positive definite on

Ω ⊆ Rm if, for all N ∈ N, for all sets of pairwise distinct centers X = {x1, ..., xN} ⊆

Rm and all α ∈ CN , the quadratic form

N∑
j=1

N∑
k=1

αjαkΦ(xj, xk) (1.6)

is nonnegative. The kernel Φ is called strictly positive definite on Ω ⊆ Rm if the

quadratic form is positive for all α ∈ CN \ {0}.

The theory of positive definite functions is well studied. In fact, positive

definite functions and their various analogues and generalizations have arisen in

diverse parts of mathematics since the beginning of this century [4]. They occur

naturally in Fourier analysis, probability theory [5], operator theory [6], moment

problems [7], integral equations [8], boundary-value problems for partial differential

equations, embedding problems [9], machine learning [10], and other areas. Mathias

[11], was the first person to define and study the properties of positive definite

functions of a real variable. But according to [4], he apparently did not realize

that more than a decade previously Mercer [8] and others had considered the more

general concept of positive definite kernels in research on integral equations.
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There is a close connection between positive definite kernels and the reproducing-

kernel Hilbert spaces which is well covered in Aronszajn’s classical paper, “Theory

of Reproducing Kernels” [12]. Before showing this connection, we recall the basic

concepts related to the theory of reproducing kernels following mostly [13] and [1].

Here, we state only the results. For the proofs one may consult on [12, 13, 1, 14].

Definition 1.2. Let F be a real Hilbert space of functions f : Ω → R. A function

Φ : Ω× Ω→ R is called a reproducing kernel for F if

i. Φ(·, y) ∈ F for all y ∈ Ω.

ii. f(y) = (f,Φ(·, y))F for all f ∈ F and all y ∈ Ω.

It follows from the definition that the reproducing kernel of a Hilbert space is

uniquely determined.

Theorem 1.3. Suppose that F is a Hilbert space of functions f : Ω → R, and F∗

is the dual space of F . Then the following statements are equivalent:

i. the point evaluation functionals are continuous, i.e. δy ∈ F∗ for all y ∈ Ω.

ii. F has a reproducing kernel.

A reproducing-kernel Hilbert space has several properties:

Theorem 1.4. Suppose that F is a Hilbert space of functions f : Ω → R with

reproducing kernel Φ. Then we have

i. Φ(x, y) = (Φ(·, x),Φ(·, y))F = (δx, δy)F∗ for x, y ∈ Ω,

ii. Φ(x, y) = Φ(y, x) for x, y ∈ Ω,

iii. if f, fn ∈ F , n ∈ N, are given such that fn converges to f in the Hilbert space

norm then fn also converges pointwise to f .

Our next result discloses the connection between reproducing-kernel Hilbert

spaces and positive definite kernels.

Theorem 1.5. Suppose that F is a reproducing-kernel Hilbert function space with

reproducing kernel Φ : Ω × Ω → R. Then Φ is positive definite. Moreover, Φ is
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strictly positive definite if and only if the point evaluation functionals are linearly

independent in F∗.

Hence, the reproducing kernel of a function space F leads to a real valued pos-

itive definite kernel. If the function space F is a complex vector space containing

complex valued functions everything said so far remains true with mild modifica-

tions. In particular, the reproducing kernel is now a complex valued positive definite

function [1].

So far, we have seen that a positive definite kernel appears naturally as the

reproducing kernel of a Hilbert function space. But since we normally do not start

with a function space but with a positive definite kernel we are confronted by the

problem of finding the associated function space that has this kernel as the reproduc-

ing kernel. Although this is not trivial, we can construct the corresponding Hilbert

function space for a strictly positive definite symmetric kernel Φ : Ω× Ω→ R [13],

[1].

Definition 1.6. If a (strictly) positive definite kernel Φ : Ω× Ω → R is the repro-

ducing kernel of a real Hilbert function space F of real valued functions on Ω, then

F is called the native space for Φ.

Theorem 1.7. Any strictly positive definite kernel Φ on some domain Ω has a

unique native space. It is the closure of the space

FΦ(Ω) =
{ N∑
j=1

αjΦ(·, xj) | αj ∈ R, N ∈ N, xj ∈ Ω
}

(1.7)

under the inner product

(Φ(·, x),Φ(·, y))Φ = Φ(x, y) (1.8)
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for all x, y ∈ Ω. The elements of the native space can be interpreted as functions via

δx(f) = (f,Φ(·, x))Φ for all x ∈ Ω, f ∈ FΦ(Ω). (1.9)

Note that (1.9) makes sense since point evaluation functionals δx extend con-

tinuously to the completion.

In many cases, the domain Ω of functions allows a group T of geometric trans-

formations, and the Hilbert space F is invariant under this group. This means

that

f ◦ T ∈ F

and

(f ◦ T, g ◦ T )F = (f, g)F (1.10)

for all f, g ∈ F , and T ∈ T.

The invariance of the function space is inherited by the kernel.

Theorem 1.8. Suppose that the reproducing-kernel Hilbert function space F is in-

variant under the transformations of T; then the reproducing kernel Φ satisfies

Φ(Tx, Ty) = Φ(x, y)

for all x, y ∈ Ω and all T ∈ T.

By some easy additional arguments one can read off the following invariance

properties inherited by reproducing kernels Φ from their Hilbert spaces F on Ω [13]:

• Invariance on Ω = Rm under translations from Rm leads to translation invari-
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ant functions Φ(x, y) = φ(x− y) with φ(x) = φ(−x) : Rm → R.

• In case of additional invariance under all orthogonal transformations we get

radial functions Φ(x, y) = φ(‖ x−y ‖) with φ : [0,∞)→ R. Thus, radial basis

functions arise naturally in all Hilbert spaces on Rm which are invariant under

Euclidean rigid-body motions.

• Invariance on the sphere Sm under all orthogonal transformations leads to

zonal functions Φ(x, y) = φ(x · y) for φ : [−1, 1] → R where x · y denotes the

usual dot product of x and y.

• Spaces of periodic functions induce periodic reproducing kernels.

The paper [15] introduces the theory of basis functions on general manifolds, and

corresponding error bounds can be found in [16].

There has been an increasing awareness of the importance of approximation

on the sphere with applications to meteorology, oceanography, jeodesy etc.. See [17]

for other applications.

Over the last several years, there has been much fundamental work done by

Freeden and colleagues [18] as well as by Wahba [19], [20] concerning approximation

on Sm [21]. Nevertheless, even though positive definite functions on spheres were

introduced and characterized long ago by Schoenberg [9], the approximation power

of such functions on Sm has not yet been nearly as well understood as on Rm [21].

Schoenberg, [9], showed that a continuous function f was positive definite (see

Definition 2.1) on Sm if its expansion in ultraspherical (or Gegenbauer) polynomials,

f(cos θ) =
∞∑
n=0

anP
(λ)
n (cos θ)

had all an ≥ 0 where λ = 1
2
(m− 1).
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In his article [9], Schoenberg also investigated what happens if the space di-

mension tends to infinity.

The fundamental aim of this thesis is to analyze the ideas given in [9] and

present them in a self contained way. The rest of the thesis is organized as follows.

In Chapter 2, we give some notations, definitions and preliminary results in the

theory of positive definite functions.

For his celebrated result mentioned above, Schoenberg uses the addition for-

mula for ultraspherical polynomials. To make the proof of the formula more acces-

sible, in Chapter 3 we give the proof in [22] by simplifying it as much as possible.

Since the ideas given in the proof of the addition theorem and also other notions in

the article require considerable amount of knowledge on ultraspherical polynomials,

we give these results in Chapter 3.

Chapter 4 is devoted to positive definite functions on spheres. First, we analyze

the proof of the theorem which characterizes positive definite functions in Sm in

terms of ultraspherical polynomials. Then, using the results in Sm, we prove a

theorem which characterizes positive definite functions in S∞ utilizing the cosine

function following [9].

In Chapter 5, we mention several extensions of positive definite functions which

are useful in scattered data interpolation. Firstly, we give the definitions of strictly

positive definite functions and conditionally positive definite ones. Then, we review

the results on the characterization of such functions on Sm.
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2. POSITIVE DEFINITE FUNCTIONS

In this chapter, we present the definition and basic properties of positive def-

inite functions. After some examples of positive definite functions, we give two

characterizations for them, one of which is due to Bochner [23], and the other is

established by Schoenberg [24]. This chapter is mostly based on Wendland’s book

[1].

2.1. Definition and Basic Properties of Positive Definite Functions

In Chapter 1, we have already defined positive definiteness for arbitrary ker-

nels. Now, we define it for complex valued functions on arbitrary metric spaces.

Definition 2.1. Let M be a metric space with the distance function pq. A complex-

valued continuous function g(t) (0 ≤ t ≤ diameter of M) is said to be positive

definite in M if we have

n∑
j,k=1

αjαkg(pjpk) ≥ 0, (2.1)

for any n points p1, ..., pn of M , arbitrary αj ∈ C, and for all n ∈ N. The function

g(t) is called strictly positive definite on M if the quadratic form (2.1) is positive

for all α ∈ Cn \ {0}, for all n ∈ N.

We denote the class of positive definite functions by the symbol B(M).

Theorem 2.2. B(M) enjoys the following closure properties:

i. If g1(t) ∈ B(M), g2(t) ∈ B(M), then also c1g1(t) + c2g2(t) ∈ B(M), provided

c1 ≥ 0, c2 ≥ 0.

ii. The same assumptions imply also that g1(t)g2(t) ∈ B(M).

iii. If gm(t) ∈ B(M), gm(t) → g(t) as m → ∞, and g(t) is continuous, then also

g(t) ∈ B(M).
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Proof. (i) Assume g1(t) and g2(t) are positive definite functions in M . Let p1, ..., pn

be arbitrary n points of M , and αj ∈ C be arbitrary. Then, for all n ∈ N, the

quadratic form

n∑
j,k=1

αjαk[c1g1(pjpk) + c2g2(pjpk)] = c1

n∑
j,k=1

αjαkg1(pjpk) + c2

n∑
j,k=1

αjαkg2(pjpk)

is nonnegative for c1 ≥ 0, c2 ≥ 0, since g1(t) and g1(t) are positive definite on M .

Hence, c1g1(t) + c2g2(t) is also positive definite on M for c1 ≥ 0, c2 ≥ 0.

(ii) Since g2(t) is positive definite, the matrix Ag2,X := [g2(plpj)]l,j=1,...,n is

positive semi-definite and hermitian. Then, there exist a unitary matrix U ∈ Cn×n,

U = [ulk], (UU
T

= I), such that Ag2,X = UDUT, where D = diag{λ1, ..., λn} is the

diagonal matrix with eigenvalues 0 ≤ λ1 ≤ ... ≤ λn of Ag2,X as diagonal entries.

This means that

g2(plpj) =
n∑
k=1

ulkujkλk.

As g1(t) is positive definite, we have

αAg1g2,Xα =
n∑

l,j=1

αlαjg1(plpj)g2(plpj)

=
n∑

l,j=1

αlαjg1(plpj)
n∑
k=1

ulkujkλk

=
n∑
k=1

λk

n∑
l,j=1

αlulkαjujkg1(plpj)

≥ λ1

n∑
l,j=1

αlαjg1(plpj)
n∑
k=1

ulkujk

= λ1

n∑
l=1

|αl|2g1(0).

The last expression is nonnegative for all α ∈ Cn since taking n = 1 and α1 = 1 in
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(2.1), we have

n∑
j,k=1

g1(pjpk)αjαk = g1(0) ≥ 0.

(iii) Assume gm(t) are positive definite functions in M for all m ∈ N. Let

p1, ..., pn be arbitrary n points of M , and αj ∈ C for 1 ≤ j ≤ n given. Then, for all

n ∈ N, it follows that

n∑
j,k=1

αjαkg(pjpk) =
n∑

j,k=1

αjαk lim
m→∞

gm(pjpk) = lim
m→∞

n∑
j,k=1

αjαkgm(pjpk) ≥ 0.

The last inequality follows from positive definiteness of gm, for all m ∈ N.

Now, if we take M = Rm, and the distance function as the Euclidean distance,

then for a positive definite function Φ : Rm → C, we have

n∑
j,k=1

αjαkΦ(xj − xk) ≥ 0 (2.2)

for all pairwise distinct x1, ..., xn of Rm, for all n ∈ N, and for all αj ∈ C. Moreover,

the following additional properties are satisfied.

Theorem 2.3. Suppose Φ : Rm → C is a positive definite function. Then,

i. Φ(0) ≥ 0

ii. Φ(−x) = Φ(x) for all x ∈ Rm.

iii. Φ is bounded. More precisely, |Φ(x)| ≤ Φ(0) for all x ∈ Rm.

Proof. (i) This follows by choosing n = 1 and α1 = 1 in (2.2).

(ii) Setting n = 2, α1 = 1, α2 = c, x1 = 0, x2 = x in (2.2) gives

Φ(0)(1 + |c|2) + cΦ(x) + cΦ(−x) ≥ 0
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for every c ∈ C, and so cΦ(x) + cΦ(−x) is real for every c ∈ C. Setting c = 1, we

have that Φ(x) + Φ(−x) is real; setting c = i, we see that i(Φ(x) − Φ(−x)) is real.

This can only be satisfied if Φ(x) = Φ(−x). This proves the second property.

(iii) Taking n = 2, α1 = |Φ(x)|, α2 = −Φ(x), p1 = 0, p2 = x in (2.2)

and using Φ(−x) = Φ(x) gives

2|Φ(x)|2Φ(0)− 2|Φ(x)|3 ≥ 0.

If Φ(x) = 0 then we have seen from the first property that Φ(0) ≥ 0 and (2) follows.

If not, then |Φ(x)| ≤ Φ(0) for all x ∈ Rm.

Example 2.4. Let y ∈ Rm be fixed. Then, the function

Φy(x) = eix·y

is positive definite on Rm since

n∑
j=1

n∑
k=1

αjαkΦy(xj − xk) =
n∑
j=1

n∑
k=1

αjαke
i(xj−xk)·y

=
n∑
j=1

αje
ixj ·y

n∑
k=1

αke
−ixk·y

=

∣∣∣∣∣
n∑
j=1

αje
ixj ·y

∣∣∣∣∣
2

≥ 0,

for all αj ∈ C, n ∈ N, and all pairwise distinct points x1, ..., xn of Rm.

One can observe by Theorem 2.3(i) that if a positive definite function is real

valued then it must be even. Conversely, for an even real valued function it suffices

to show that the quadratic form is nonnegative for all α ∈ Rn. This leads to the

following theorem:

Theorem 2.5. Suppose that Φ : Rm → R is a continuous function. Then Φ is

strictly positive definite if and only if Φ is even and we have, for all n ∈ N, for all
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α ∈ Rn \ {0}, and for all pairwise distinct x1, ..., xn ∈ Rm,

n∑
j=1

n∑
k=1

αjαkΦ(xj − xk) > 0. (2.3)

Proof. If Φ is strictly positive definite then it is even by the previous theorem; by

definition of positive definiteness (2.3) is satisfied. Conversely, if Φ is even and

satisfies (2.3), then we have for αj = aj + ibj

n∑
j=1

n∑
k=1

αjαkΦ(xj − xk) =
n∑
j=1

n∑
k=1

(ajak + bjbk)Φ(xj − xk)

+ i
n∑
j=1

n∑
k=1

akbj[Φ(xj − xk)− Φ(xk − xj)].

As Φ is even, the second sum on the right hand side is zero. The first sum is

nonnegative because of the assumption and vanishes only if all the aj’s and bj’s

vanish.

Definition 2.6. Let Sm be the m-dimensional unit sphere on the Euclidean space

Rm+1, with norm ‖ · ‖, which is defined by

Sm = {p ∈ Rm+1 : ‖ p ‖= 1}.

The spherical distance (or geodesic distance) between two points p, p′ ∈ Sm is defined

as the length of the shorter part of the great circle joining p and p′ or, in other words,

pp′ := dist(p, p′) = arccos(p · p′)

where pj · pk denotes the usual dot product of pj and pk.

Example 2.7. g(t) = cos t is positive definite for t ∈ [0, π] on every Sm.

Proof. Let p1, ..., pn be n arbitrary points and o be the center of Sm. For n real
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variables α1, ..., αn, we have

n∑
j,k=1

αjαk cos(pjpk) =
n∑

j,k=1

αjαkpj · pk

=
( n∑
j=1

αjpj
)
·
( n∑
k=1

αkpk
)

=
∥∥∥ n∑
j=1

αjpj

∥∥∥2

≥ 0.

Example 2.8. The Gaussian φ(t) = e−c‖t‖
2
, c > 0, is positive definite on every Rm.

Proof. For arbitrary n points p1, ..., pn of Rm, we have by the Cauchy-Schwarz in-

equality

‖pj − pk‖2 ≤ 2(‖pj‖2 + ‖pk‖2),

and since e−cx is a monotone decreasing function on [0,∞) for c > 0,

e−c‖pj−pk‖
2 ≥ e−2c(‖pj‖2+‖pk‖2).

Therefore, for n real variables α1, ..., αn, we have

n∑
j,k=1

αjαkφ(pj − pk) =
n∑

j,k=1

αjαke
−c‖pj−pk‖2

≥
n∑

j,k=1

αjαke
−2c(‖pj‖2+‖pk‖2)

=
n∑

j,k=1

αjαke
−2c‖pj‖2e−2c‖pk‖2

=
( n∑
j=1

αje
−2c‖pj‖2

)2

≥ 0.
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2.2. Integrally Positive Definite Functions

There is another characterization of positive definite functions using an integral

analogue of (2.2).

Theorem 2.9. A continuous function Φ : Rm → C is positive definite if and only

if Φ is bounded and satisfies

∫
Rm

∫
Rm

Φ(x− y)γ(x)γ(y)dxdy ≥ 0 (2.4)

for all test functions γ from the Schwartz space S(Rm).

For detailed information about S(Rm), see [25] or [26] for example.

Proof. Suppose that Φ is positive definite Then, Φ is bounded by Theorem 2.3, and

since γ ∈ S decays rapidly, the integral (2.4) is well-defined. Moreover, for every

ε > 0, there exist a closed cube W ⊆ Rm such that

∣∣∣ ∫
Rm

∫
Rm

Φ(x− y)γ(x)γ(y)dxdy −
∫
W

∫
W

Φ(x− y)γ(x)γ(y)dxdy
∣∣∣ < ε

2
.

But the double integral over the cubes is the limit of Riemannian sums. Hence we

can find x1, ..., xn ∈ Rm and weights ω1, ..., ωn such that

∣∣∣ ∫
W

∫
W

Φ(x− y)γ(x)γ(y)dxdy −
n∑

i,k=1

Φ(xi − xk)γ(xi)ωiγ(xk)ωk

∣∣∣ < ε

2
.

This means that

∣∣∣ ∫
Rm

∫
Rm

Φ(x− y)γ(x)γ(y)dxdy −
n∑

i,k=1

Φ(xi − xk)γ(xi)ωiγ(xk)ωk

∣∣∣ < ε.

Letting ε tend to zero and using that Φ is positive definite the above inequality

shows that (2.4) is true for all γ ∈ S(Rm).
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Conversely, assume that Φ is bounded and satisfies (2.4). Our aim is to find a

sequence of γl’s, γl ∈ S, satisfying

n∑
j,k=1

Φ(xj − xk)αjαk = lim
l→∞

∫
Rm

∫
Rm

Φ(x− y)γl(x)γl(y)dxdy

allowing us to bound the left hand side through (2.4). To this end, we first show

that

∫
Rm

∫
Rm

Φ(x− y)γ(x)γ(y)dxdy =

∫
Rm

Φ(x)(γ(x) ∗ γ̃(x))dx

where γ̃(x) = γ(−x). Indeed, letting s = x − y and τ = −y, we have by change of

area formula and Fubini’s theorem

∫
Rm

∫
Rm

Φ(x− y)γ(x)γ(y)dxdy =

∫
Rm

∫
Rm

Φ(s)γ(s− τ)γ(−τ)dτds

=

∫
Rm

Φ(s)
(∫

Rm
γ(s− τ)γ̃(τ)dτ

)
ds

=

∫
Rm

Φ(s)
(
γ ∗ γ̃(s)

)
ds

=

∫
Rm

Φ(x)
(
γ ∗ γ̃(x)

)
dx.

Next, let x1, ..., xn ∈ Rm, α1, ..., αn ∈ C, and

γ = γl =
n∑
j=1

αjg2l(· − xj)

where gl(x) = ( l
π
)
m
2 e−l‖x‖

2
(see Theorem (A.4)). Then,

(γl ∗ γ̃l)(x) =
n∑

j,k=1

αjαkgl(x− (xj − xk)). (2.5)
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To see this, we use to compute the Fourier transform of γl as A.4(ii),

γ̂l(ω) =
n∑
j=1

αj τ̂xjg2l(ω)

= (2π)−m/2
n∑
j=1

αje
−iωTxje−‖ω‖

2
2/8l.

Then, we utilize Theorem A.3(iv), A.4(ii), and A.3(iii) to conclude

(γl ∗ γ̃l)∧(ω) = (2π)m/2|γ̂l|2(ω)

= (2π)−m/2
∣∣∣ n∑
j=1

αje
−iωTxj

∣∣∣2e−‖ω‖2/4l
=

n∑
j,k=1

αjαke
−iωT(xj−xk)γ̂l(ω)

=
n∑

j,k=1

αjαk(τ(xj−xk)gl)
∧(ω)

=
( n∑
j,k=1

αjαkgl(· − (xj − xk))
)∧

(ω).

Thus, (2.5) follows from [25, p. 252]. Finally, we use Theorem A.4(iii), to get

n∑
j,k=1

αjαkΦ(xj − xk) =
n∑

j,k=1

αjαk lim
l→∞

∫
Rm

Φ(x)gl(x− (xj − xk))dx

= lim
l→∞

∫
Rm

Φ(x)
n∑

j,k=1

αjαkgl(x− (xj − xk))dx

= lim
l→∞

∫
Rm

Φ(x)(γl ∗ γ̃l)(x)dx

= lim
l→∞

∫
Rm

∫
Rm

Φ(x− y)γl(x)γl(y)dxdy ≥ 0.

Hence, Φ is positive definite on Rm.
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2.3. Bochner’s Characterization of Positive Definite Functions

Bochner’s characterization of positive definite functions is based on Fourier

transforms. More precisely, if Φ is continuous and integrable on Rm with an inte-

grable Fourier transform Φ̂, then the Fourier inversion formula (A.2) entails

Φ(x) = (2π)−m/2
∫
Rm

Φ̂(ω)eix
Tωdω.

This means that a quadratic form involving Φ can be expressed as

n∑
j,k=1

αjαkΦ(xj − xk) = (2π)−m/2
n∑

j,k=1

αjαk

∫
Rm

Φ̂(ω)eiω
T(xj−xk)dω

= (2π)−m/2
∫
Rm

Φ̂(ω)
∣∣ n∑
j=1

αje
ixTj ω

∣∣2dω.
Hence, if Φ̂ is nonnegative then the function Φ is positive definite. In fact, every

positive definite and integrable function has an integrable Fourier transform, [26].

For a non-integrable function, we will characterize every continuous positive definite

function as the Fourier transform of a nonnegative finite Borel measure µ.

Theorem 2.10 (Bochner). A continuous function Φ : Rm → C is positive definite

on Rm if and only if it is the Fourier transform of a finite nonnegative Borel measure

µ on Rm, i.e.,

Φ(x) = µ̂(x) = (2π)−m/2
∫
Rm

e−ix
Tωdµ(ω), x ∈ Rm.

We do not include the proof of this standart result here. The interested reader

should consult on [27]for Bochner’s original proof, and on [28] or [29] for alternative

approaches. Several proofs for this theorem can be found in the literature. Bochner’s

original proof can be found in [27]. A proof that uses the Riesz representation

theorem to interpret Borel measures as distributions, and that takes advantage of

distributional Fourier transforms can be found in [1].
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2.4. Schoenberg’s Characterization of Positive Definite Functions

In the previous section we saw that translation invariant positive definite func-

tions can be characterized via Fourier transforms. Since Fourier transforms are not

always easy to compute, we now present an alternative criteria that allows to decide

whether a function is positive definite and radial on Rm. We start with a brief review

of basic facts about completely monotone functions. For details, see [1].

Definition 2.11. A function φ ∈ C∞(0,∞) is called completely monotone on (0,∞)

if

(−1)nφ(n)(r) ≥ 0,

for all n = 0, 1, 2... and all r > 0. If, in addition φ ∈ [0,∞), then it is called

completely monotone on [0,∞).

Example 2.12. Some standart examples of completely monotone functions on

[0,∞) are

i. φ(r) = c, c ≥ 0,

ii. φ(r) = e−αr, α ≥ 0, since for n = 0, 1, 2...

(−1)nφ(n)(r) = αne−αr ≥ 0,

iii. φ(r) = 1
(1+r)β

, β ≥ 0, since for n = 0, 1, 2...

(−1)nφ(n)(r) = (−1)2nβ(β + 1) · · · (β + n− 1)(1 + r)−β−n ≥ 0.

A characterization of positive definite functions can be given based on iterated

forward differences.

Definition 2.13. Let k ∈ N. Suppose that {fj}j∈N is a sequence of real numbers.
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The kth-order iterated forward difference is

∆k{fj}(n) ≡ ∆kfn :=
k∑
j=0

(−1)k−j
(
k

j

)
fn+j, for n = 0, 1, 2.

For a function φ : [0,∞)→ R we define the kth-order difference by

∆k
hφ(r) :=

k∑
j=0

(−1)k−j
(
k

j

)
φ(r + jh), (2.6)

for any r ≥ 0 and h > 0. If φ is defined only on (0,∞) then we restrict r in (2.6)

to r > 0.

Now, we are ready to state our theorem.

Theorem 2.14. For a function φ : (0,∞)→ R the following statements are equiv-

alent:

i. φ is completely monotone on (0,∞);

ii. φ satisfies (−1)n∆n
hφ(r) ≥ 0 for all r, h > 0 and n = 0, 1, 2, ....

Similar to positive definite functions, completely monotone functions have an

integral representation.

Theorem 2.15 (Hausdorff-Bernstein-Widder, [1]). A function φ : [0,∞) → R

is completely monotone on [0,∞) if and only if it is the Laplace transform of a

nonnegative finite Borel measure ν, i.e. it is of the form

φ(r) = Lν(r) =

∫ ∞
0

e−rtdν(t). (2.7)

Widder’s proof of this theorem can be found in ([30], p.160), where he reduces

the proof of this theorem to another theorem by Hausdorff on completely monotone

sequences. A detailed proof can also be found in [1].
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Having established that completely monotone functions are nothing other than

Laplace transforms of nonnegative finite Borel measures, we turn to the connection

between positive definite radial functions and completely monotone functions.

Theorem 2.16 (Schoenberg, [24]). A function φ is completely monotone on [0,∞)

if and only if Φ := φ(‖ · ‖2) is positive definite on every Rm.

Proof. If φ is completely monotone on [0,∞) then Theorem 2.15 implies that there

exists a nonnegative finite Borel measure ν such that

φ(r) = Lν(r) =

∫ ∞
0

e−rtdν(t).

Therefore, Φ(x) := φ(‖ x ‖2) has the representation

Φ(x) =

∫ ∞
0

e−t‖x‖
2

dν(t).

Then for arbitrary x1, ..., xn ∈ Rm and α ∈ Rn, we have

n∑
j,k=1

αjαkΦ(‖ xj − xk ‖2) =

∫ ∞
0

n∑
j,k=1

αjαke
−t‖xj−xk‖2dν(t) ≥ 0,

because the Gaussians involved are positive definite on every Rm (see Example 2.8)

and the measure is nonnegative and finite. Conversely, suppose that φ(‖ · ‖2) is

positive definite on every Rm. Since φ is continuous at zero, by Theorem 2.14, it

suffices to show that (−1)k∆k
hφ(r) ≥ 0 for all r, h > 0 and k = 0, 1, 2, .... where

∆k
hφ(r) is the kth-order difference defined in (2.6). This can be done by induction

on k.

For k = 0 we have to show that φ(r) ≥ 0 for all r ∈ (0,∞). To this end, we

choose xj =
√
r/2ej, 1 ≤ j ≤ n, where ej denotes the jth unit coordinate vector in
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Rn. Since φ(‖ · ‖2) is positive definite on every Rn we get

0 ≤
n∑

j,k=1

φ(‖ xj − xk ‖2) = nφ(0) + n(n− 1)φ(r)

because ‖ xj − xk ‖2 = r for j 6= k. Dividing by n(n− 1) and letting n→∞ allows

us to conclude that φ(r) ≥ 0.

For the induction step, we assume (−1)k∆k
hφ(r) ≥ 0 for all r, h > 0 and

k = 0, 1, 2, .... and want to show that (−1)k+1∆k+1
h φ(r) ≥ 0. We know that a

positive definite function is nonnegative. Thus, for the induction step, it suffices to

show that if φ(‖ r ‖2) is positive definite on every Rm, then −∆1
hφ(r) is also positive

definite on every Rm. Since then we can conclude that (−1)k+1∆k+1
h φ(r) is positive

definite. To do this, suppose that x1, ..., xn ∈ Rm and α ∈ Rn are given. We take

the xj as elements of Rm+1 and define

yj =

xj if 1 ≤ j ≤ n

xj−n +
√
hem+1 if n < j ≤ 2n

and

βj =

αj if 1 ≤ j ≤ n

−αj−n if n < j ≤ 2n.
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Since φ(‖ · ‖2) is also positive definite on Rm+1 we have

0 ≤
2n∑

j,k=1

βjβkφ(‖ yj − yk ‖2)

=
n∑

j,k=1

αjαkφ(‖ xj − xk ‖2)−
n∑
j=1

2n∑
k=n+1

αjαk−nφ(‖ xj − xk−n ‖2 + h)

−
2n∑

j=n+1

n∑
k=1

αj−nαkφ(‖ xj−n − xk ‖2 + h) +
2n∑

j,k=n+1

αj−nαk−nφ(‖ xj−n − xk−n ‖2 + h)

= 2
n∑

j,k=1

αjαk[φ(‖ xj − xk ‖2)− φ(‖ xj − xk ‖2 + h)]

= −2
n∑

j,k=1

αjαk∆
1
hφ(‖ · ‖2).

Thus, −∆1
hφ(r) is also positive definite on every Rm.
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3. ULTRASPHERICAL POLYNOMIALS

In this chapter, our main concern is the addition formula for ultraspherical (or

Gegenbauer) polynomials. This formula plays a fundamental role in Schoenberg’s

characterization of positive definite functions. Explicitly it is

P (λ)
n (cos θ1 cos θ2 + sin θ1 sin θ2 cosφ) = P (λ)

n (cos θ1)P (λ)
n (cos θ2) (3.1)

+
n∑
s=1

cλs,nP
(λ+s)
n−s (cos θ1)(sin θ1)sP

(λ+s)
n−s (cos θ2)(sin θ2)sP

(λ− 1
2

)
s (cosφ)

with

cλs,n =
Γ(λ− 1

2
)

Γ(λ)

Γ(λ+ s)Γ(2λ+ 2s)(n− s)!
Γ(λ+ s− 1

2
))Γ(2λ+ s+ n)

(3.2)

where 0 ≤ θ1, θ2, φπ, and P
(λ)
n is the ultraspherical polynomial of degree n and

order λ. The proof of the addition formula requires information about the theory

of ultraspherical polynomials, so we firstly introduce them. Then, we give the proof

following [22]. We conclude this chapter with classical results on ultraspherical

expansions.

3.1. Definition and Basic Properties of Ultraspherical Polynomials

Ultraspherical polynomials are special cases of Jacobi polynomials and gener-

alization of Chebyshev and Legendre polynomials. Jacobi polynomials P
(α,β)
n (x) can

be defined on [−1, 1] by

(1− x)α(1 + x)βP (α,β)
n (x) =

(−1)n

2nn!
Dn
x [(1− x)n+α(1 + x)n+β]. (3.3)

They are orthogonal on [−1, 1] with the weight function w(x) = (1 − x)α(1 + x)β.

Integrability of w(x) is achieved by requiring that α > −1, β > −1 [31].
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For α = β, Jacobi polynomials are called ultraspherical polynomials. The

following is the customary notation and normalization [32]:

P (λ)
n (x) =

Γ(α + 1)

Γ(2α + 1)

Γ(n+ 2α + 1)

Γ(n+ α + 1)
P (α,α)
n (x) (3.4)

=
Γ(λ+ 1

2
)

Γ(2λ)

Γ(n+ 2λ)

Γ(n+ λ+ 1
2
)
P

(λ− 1
2
,λ− 1

2
)

n (x), α = λ− 1

2
.

Hence, for ultraspherical polynomials, (3.3) becomes

(1− x2)λ−
1
2P (λ)

n (x) =
(−2)nΓ(n+ λ)Γ(n+ 2λ)

n!Γ(λ)Γ(2n+ 2λ)
Dn
x [(1− x2)λ+n− 1

2 ]. (3.5)

where we have used the following well known property of the Gamma function (see

(B.5))

Γ(λ)Γ(λ+
1

2
) =
√
π21−2λΓ(2λ). (3.6)

Moreover, ultraspherical polynomials are orthogonal on [−1, 1] with weight (1 −

x2)λ−
1
2 for λ > −1

2
(see §3.4).

Alternatively, we can define the ultraspherical polynomials P
(λ)
n (x) as the co-

efficients in the expansion

(1− 2rx+ r2)−λ =
∞∑
n=0

P (λ)
n (x)rn, (λ > 0, x ∈ [−1, 1], r ∈ (−1, 1)), (3.7)

so that the function on the left is the generating function of the polynomials P
(λ)
n (x).

Several essential formulas concerning ultraspherical polynomials are given in Ap-

pendix C.
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3.2. Special Cases of Ultraspherical Polynomials

The simplest case of ultraspherical polynomials is when λ = 0. In this case,

ultraspherical polynomials are called Chebyshev polynomials of the first kind and

they are denoted by Tn(x). That is,

Tn(cos θ) = P (0)
n (cos θ) = cosnθ. (3.8)

They satisfy the orthogonality condition

∫ 1

−1

Tn(x)Tm(x)(1− x2)−
1
2dx =

∫ π

0

cosnθ cosmθdθ = 0,

for n 6= m. For this case, the addition formula for ultraspherical polynomials (3.1)

reduces to the well known cosine addition formula

cosn(θ1 − θ2) = cosnθ1 cosnθ2 + sinnθ1 sinnθ2 (3.9)

which can be seen by letting φ = 0 and λ→ 0 in (3.1) [31]. Also, (3.9) explains why

(3.1) is called the addition formula.

For λ = 1
2
, ultraspherical polynomials P

(λ)
n (x) are called the Legendre polyno-

mials which are denoted by Pn(x).

All formulas and theorems concerning Legendre polynomials can be obtained

immediately from the theory of ultraspherical polynomials by setting λ = 1
2
. A

remarkable property of Legendre polynomials is the simple orthogonality relation

∫ 1

−1

Pn(x)Pm(x)dx =
2

2n+ 1
δnm

where δnm is the Kronecker delta. In addition, (3.5) simplifies to the Rodrigues
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formula

Pn(x) =
1

2nn!
Dn
x(x2 − 1)n

which, by integration by parts, yields the Rodrigues rule

∫ 1

−1

f(x)Pn(x)dx =
1

2nn!

∫ 1

−1

f (n)(x)(1− x2)ndx

for every f(x) ∈ C(n)[−1, 1] [17].

For Legendre polynomials, the addition formula is obtained by taking limit as

λ→ 1
2

in (3.1).

Pn(cos θ1 cos θ2 + sin θ1 sin θ2 cosφ) = Pn(cos θ1)Pn(cos θ2) (3.10)

+ 2
n∑
s=1

(n− s)!
(n+ s)!

P s
n(cos θ1)P s

n(cos θ2) cos(sφ)

where P s
n(x) is the associated Legendre function defined by

P s
n(x) = (−1)s(1− x2)s/2Ds

xPn(x), −1 < x < 1.

Legendre polynomials are especially important since they appear in Schoenberg’s

characterization of positive definite functions on the 2-dimensional unit sphere S2.

For the addition formula for Jacobi polynomials, we refer the reader to [33], for

example.

3.3. Addition Formula for Ultraspherical Polynomials

In this section, we will prove the addition formula for ultraspherical polyno-

mials (Theorem 3.2). For the proof, we need the following lemma:

Lemma 3.1. Let x, α, β ∈ [−1, 1], and ν ≥ 0. Then for ω = αβ+x
√
α2 − 1

√
β2 − 1
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such that ω ∈ [−1, 1], y = P
(ν)
n (ω) satisfies the partial differential equation

(1−α2)
∂2y

∂α2
−(1+2ν)α

∂y

∂α
+n(n+2ν)y+

1

1− α2

(
(1−x2)

∂2y

∂x2
−2νx

∂y

∂x

)
= 0. (3.11)

Proof. Differentiating y = P
(ν)
n (ω) two times with respect to α and with respect to

x, we have

∂y

∂ω
=
∂y

∂α

√
α2 − 1

η
,

∂2y

∂ω2
=
α2 − 1

η2

∂2y

∂α2
+
x
√
β2 − 1

η3

∂y

∂α
, (3.12)

∂y

∂x
=

(α2 − 1)
√
β2 − 1

η

∂y

∂α
,

∂2y

∂x2
= (α2 − 1)(β2 − 1)

(
α2 − 1

η2

∂2y

∂α2
+
x
√
β2 − 1

η3

∂y

∂α

)

where we put for abbreviation η = β
√
α2 − 1 + αx

√
β2 − 1, which gives 1 − ω2 =

−η2 + (x2 − 1)(β2 − 1). Then, utilizing the Gegenbauer differential equation (C.7)

for y = P
(ν)
n (ω), we have

(1− ω2)
∂2y

∂ω2
− (1 + 2ν)ω

∂y

∂ω
+ n(n+ 2ν)y = 0. (3.13)

Inserting the differential formulas (3.12) into (3.13) gives immediately (3.11).

Theorem 3.2 (Addition Formula). Let x, α, β ∈ [−1, 1], and ν ≥ 0. Then for

ω = αβ + x
√
α2 − 1

√
β2 − 1 such that ω ∈ [−1, 1], we have

P
(ν+ 1

2
)

n (ω) =
n∑
s=0

Γ(ν)

Γ(ν + 1
2
)

Γ(ν + s+ 1
2
)Γ(2ν + 2s+ 1)(n− s)!

Γ(ν + s)Γ(2ν + s+ n+ 1)
(3.14)

× (α2 − 1)s/2P
(ν+s+ 1

2
)

n−s (α)(β2 − 1)s/2P
(ν+s+ 1

2
)

n−s (β)P (ν)
s (x). (3.15)

Proof. Consider the ultraspherical function

y = P
(ν+ 1

2
)

n (ω), ω = αβ + x
√
α2 − 1

√
β2 − 1. (3.16)

We can write it as a linear combination of the ultraspherical polynomials having



30

degree less or equal to n. That is,

Γ(ν +
1

2
)P

(ν+ 1
2

)
n (αβ + x

√
α2 − 1

√
β2 − 1) = Γ(ν)

n∑
s=0

Aν,ns (α, β)P (ν)
s (x), (3.17)

for some Aν,ns (α, β) which are symmetric with respect to two variables α and β, i.e.

Aν,ns (α, β) = Aν,ns (β, α). (3.18)

We need to find the coefficients As := Aν,ns . To this end, using the differential

formula (C.5) we first differentiate both sides of (3.17) with respect to x. Then, we

have

√
α2 − 1

√
β2 − 1Γ(ν +

1

2
)2(ν +

1

2
)P

(ν+ 3
2

)

n−1 (ω) = Γ(ν)2ν
n∑
s=0

Aν,ns (α, β)P
(ν+1)
s−1 (x).

Since νΓ(ν) = Γ(ν + 1) and P
(ν+1)
−1 (x) = 0, we have

√
α2 − 1

√
β2 − 1Γ(ν +

3

2
)P

(ν+ 3
2

)

n−1 (ω) = Γ(ν + 1)
n−1∑
s=0

Aν,ns+1(α, β)P (ν+1)
s (x).

Also, putting ν + 1 instead of ν and n− 1 instead of n in (3.17), we get

Γ(ν +
3

2
)P

(ν+ 3
2

)

n−1 (ω) = Γ(ν + 1)
n−1∑
s=0

Aν+1,n−1
s (α, β)P (ν+1)

s (x).

Now, combining these two identities, we obtain the recursive formula

Aν,ns (α, β) =
√
α2 − 1

√
β2 − 1Aν+1,n−1

s−1 (α, β)

which gives immediately

Aν,ns (α, β) = (α2 − 1)s/2(β2 − 1)s/2Aν+s,n−s
0 (α, β) (3.19)
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so that it remains only to determine the coefficients Aν,n0 (α, β). Now, by Lemma

3.1, we know that P
(ν+ 1

2
)

n (ω) satisfies

(1− α2)D2
αP

(ν+ 1
2

)
n (ω)− (2 + 2ν)αDαP

(ν+ 1
2

)
n (ω) + n(n+ 2ν + 1)P

(ν+ 1
2

)
n (ω)

+
1

1− α2

(
(1− x2)D2

xP
(ν+ 1

2
)

n (ω)− (2ν + 1)xDxP
(ν+ 1

2
)

n (ω)

)
= 0.

Writing the right hand side of (3.17) instead of P
(ν+ 1

2
)

n (ω), we obtain

n∑
s=0

P (ν)
s (x)

(
(1− α2)D2

αAs − (2 + 2ν)αDαAs + n(n+ 2ν + 1)As
)

+
As

1− α2

(
(1− x2)D2

xP
(ν)
s (x)− (2ν + 1)xDxP

(ν)
s (x)

)
= 0.

Using (C.7) for P
(ν)
s (x), we have

(1− x2)D2
xP

(ν)
s (x)− (2ν + 1)xDxP

(ν)
s (x) = −s(s+ 2ν)P (ν)

s (x),

thus we get

n∑
s=0

P (ν)
s (x)

[
(1− α2)D2

αAs − (2 + 2ν)αDαAs + [n(n+ 2ν + 1)− s(s+ 2ν)

1− α2
]As

]
= 0.

But this implies that for all s = 0, 1, ..., n,

(1− α2)D2
αAs − (2 + 2ν)αDαAs + [n(n+ 2ν + 1)− s(s+ 2ν)

1− α2
]As = 0.

In particular, for s = 0,

(1− α2)D2
αA0 − (2 + 2ν)αDαA0 + n(n+ 2ν + 1)A0 = 0.
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By symmetry, (3.18), we also have

(1− β2)D2
βA0 − (2 + 2ν)βDβA0 + n(n+ 2ν + 1)A0 = 0.

Now, observe that P
(ν+ 1

2
)

n (α) satisfies the first equation while P
(ν+ 1

2
)

n (β) satisfies the

second one. Hence, A0 should be in the form

Aν,n0 (α, β) = aν,n0 P
(ν+ 1

2
)

n (α)P
(ν+ 1

2
)

n (β) (3.20)

where the coefficients aν,n0 are independent of α and β. Now we need to find aν,n0 , so

let α = β = 1. Since (3.19) implies that Aν,ns (1, 1) = 0 if s > 0, by (3.17) we get

Γ(ν +
1

2
)P

(ν+ 1
2

)
n (1) = Γ(ν)Aν,n0 (1, 1)P

(ν)
0 (x).

Then, it follows from (C.1), (3.20), and (C.4) that

aν,n0 =
Γ(ν + 1

2
)

Γ(ν)P
(ν+ 1

2
)

n (1)

=
Γ(ν + 1

2
)Γ(2ν + 1)n!

Γ(ν)Γ(2ν + n+ 1)
.

Now, inserting (3.20) in the recursive formula (3.19), we get

Aν,ns (α, β) = (α2 − 1)s/2(β2 − 1)s/2Aν+s,n−s
0 (α, β)

= (α2 − 1)s/2(β2 − 1)s/2aν+s,n−s
0 P

(ν+s+ 1
2

)
n−s (α)P

(ν+s+ 1
2

)
n−s (β)

=
Γ(ν + s+ 1

2
)Γ(2ν + 2s+ 1)(n− s)!

Γ(ν + s)Γ(2ν + s+ n+ 1)

× (α2 − 1)s/2P
(ν+s+ 1

2
)

n−s (α)(β2 − 1)s/2P
ν+s+ 1

2
n−s (β).

Writing this in (3.17), we finally obtain (3.14).
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3.4. Orthogonality of Ultraspherical Polynomials

In this section, we will show that ultraspherical polynomials are orthogonal

with respect to the weight function

h(x) = (1− x2)λ−1/2

on the interval [−1, 1] for λ > −1
2
. We begin with a more general result that shall

also needed later on in §3.5.

Proposition 3.3. Let f(x) be an n-times continuously differentiable function on

[−1, 1]. For λ > −1
2
, we have

∫ 1

−1

f(x)P (λ)
n (x)(1− x2)λ−

1
2dx =

2nΓ(n+ λ)Γ(n+ 2λ)

n!Γ(λ)Γ(2n+ 2λ)

∫ 1

−1

f (n)(x)(1− x2)λ+n− 1
2dx.

(3.21)

Proof. Using (3.5), we have

∫ 1

−1

f(x)P (λ)
n (x)(1− x2)λ−

1
2dx

=
(−2)nΓ(n+ λ)Γ(n+ 2λ)

n!Γ(λ)Γ(2n+ 2λ)

∫ 1

−1

f(x)Dn
x [(1− x2)λ+n− 1

2 ]dx

=
(−2)nΓ(n+ λ)Γ(n+ 2λ)

n!Γ(λ)Γ(2n+ 2λ)

∫ 1

−1

f (n)(x)(1− x2)λ+n− 1
2dx

where the last equality follows by integration by parts n-times.

Now, taking f(x) = P
(λ)
n (x) in (3.21), by (C.6) we obtain

Corollary 3.4.

∫ 1

−1

P (λ)
n (x)P (λ)

r (x)(1− x2)λ−
1
2dx =

0 if r 6= n

πΓ(n+2λ)
22λ−1(λ+n)n![Γ(λ)]2

if r = n.

(3.22)
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This shows that ultraspherical polynomials are indeed orthogonal with respect

to the weight function h(x) = (1− x2)λ−1/2 on the interval [−1, 1] for λ > −1/2.

Next, let

f(x) =
n∑
k=0

akP
(λ)
k (x).

Then, by the orthogonality property (3.22), we have

∫ 1

−1

f(x)P (λ)
s (x)(1− x2)λ−

1
2dx =

πΓ(s+ 2λ)

22λ−1(λ+ s)s![Γ(λ)]2
as,

where

as =
2s+2λ−1Γ(s+ λ+ 1)Γ(λ)

πΓ(2s+ 2λ)

∫ 1

−1

f (s)(x)(1− x2)λ+n− 1
2dx

can be obtained using (3.21).

In particular, if a0 = 1 and ak = 0 for 1 ≤ k ≤ n, then f(x) = 1 since

P
(λ)
0 (x) = 1. Hence,

Corollary 3.5.

∫ 1

−1

P (λ)
s (x)(1− x2)λ−

1
2dx =

0 if s > 0

πΓ(2λ)
22λ−1(λ)[Γ(λ)]2

if s = 0.

(3.23)
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3.5. Expansion of Functions in Series of Ultraspherical Polynomials

Suppose we are given a function f(x) which is continuous in the closed interval

[−1, 1] and we want to expand this in an infinite series of P
(λ)
n (x). If

f(x) =
∞∑
n=0

anP
(λ)
n (x),

then from the orthogonality property (3.22), we have

an =
Γ(2λ)(n+ λ)n!Γ(λ)√
πΓ(n+ 2λ)Γ(λ+ 1

2
)

∫ 1

−1

f(x)P (λ)
n (x)(1− x2)λ−

1
2dx. (3.24)

Thus, if the integral on the right hand side of (3.24) exists, we can determine the

coefficients an. For instance, if the given function f(x) is analytic on [−1, 1], then

Lemma 3.21 implies that

an =
Γ(2λ)(n+ λ)n!Γ(λ)√
πΓ(n+ 2λ)Γ(λ+ 1

2
)

∫ 1

−1

f(x)P (λ)
n (x)(1− x2)λ−

1
2dx

=
Γ(2λ)(n+ λ)√
πΓ(λ+ 1

2
)

2nΓ(n+ λ)

Γ(2n+ 2λ)

∫ 1

−1

f (n)(x)(1− x2)λ+n− 1
2dx.

For further details about the summability conditions see [32, p.243] and references

therein.

In this section, we try to find ultraspherical expansion of a real continuous

function F (p) on Sm. We do this by using Poisson integral which is defined as

follows:

Definition 3.6 ([9]). For an arbitrary point p of Sm and 0 ≤ r < 1, let pr be

that point on the radius op such that opr = r. Furthermore, let F (p) be a real and

continuous point function defined in Sm. Then the Poisson integral is defined as

F (pr) =
1

ωm

∫
Sm

1− r2

(1− 2r cos pp′ + r2)
1
2

(m+1)
F (p′)dωp′ . (3.25)
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A classical result concerning the Poisson integral is

lim
r→1−

F (pr) = F (p). (3.26)

The proof can be found in [34], for example.

Now, we first find ultraspherical development of F (pr), then using the defini-

tion of Abel summability given below and (3.26) we obtain ultraspherical develop-

ment of F (p).

Definition 3.7 ([25]). If
∑∞

k=0 ak is a series of complex numbers, for 0 < r < 1 its

rth Abel mean is the series
∑∞

k=0 r
kak. If the latter series converges for r < 1 to the

sum S(r) and the limit S = limr→1− S(r) exists, then the series
∑∞

k=0 ak is said to

be Abel summable to S, and denoted as S ∼
∑∞

k=0 ak.

Theorem 3.8. The ultraspherical development of F (p) is given by

F (p) ∼
∞∑
n=0

n+ λ

λωm

∫
Sm

F (p′)P (λ)
n (cos pp′)dωp′ . (3.27)

Proof. Writing x = cos pp′ in (3.7) and differentiating with respect to r, we get

1− r2

(1− 2r cos pp′ + r2)λ+1
=
∞∑
n=0

(
n

λ
+ 1)rnP (λ)

n (cos pp′). (3.28)

Let λ = 1
2
(m− 1). Multiplying (3.28) by F (p′)/ωm and integrating both sides over

Sm, in view of (3.25), we now get the expansion

F (pr) =
1

ωm

∫
Sm

F (p′)
∞∑
n=0

n+ λ

λωm
rnP (λ)

n (cos pp′)dω′p

=
∞∑
n=0

n+ λ

λωm
rn
∫
Sm

F (p′)P (λ)
n (cos pp′)dω′p. (3.29)
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Hence, by (3.26), we have

F (p) = lim
r→1−

F (pr) = lim
r→1−

∞∑
n=0

n+ λ

λωm
rn
∫
Sm

F (p′)P (λ)
n (cos pp′)dω′p

=
∞∑
n=0

n+ λ

λωm

∫
Sm

F (p′)P (λ)
n (cos pp′)dωp′ . (3.30)

Hence, the ultraspherical expansion (3.30) is Abel summable at every point p of Sm

to the sum F (p).

Now let F(p) be a real continuous function on Sm. Assume further that F is a

zonal function. That is, for an arbitrary point p′ of Sm, F (p) = f(p ·p′) = f(cos pp′)

for some f : [−1, 1]→ R where pp′ is the spherical distance between p and p′. Then,

it is possible to find the ultraspherical expansion of such a function:

Theorem 3.9. Let the function F given in Definition 3.6 be zonal. Consider the

special case F (p) = f(cos θ). Then the ultraspherical expansion of f(cos θ) is given

by

f(cos θ) ∼
∞∑
n=0

(n+ λ)Γ(λ)Γ(n+ 1)Γ(2λ)

Γ(λ+ 1
2
)Γ(1

2
)Γ(n+ 2λ)

P (λ)
n (cos θ) (3.31)

×
∫ π

0

P (λ)
n (cos θ′)f(cos θ′) sinm−1 θ′dθ′.

Proof. Writing f(cos θ) instead of F (p′) in (3.27), in view of (B.13), the integral on

the right hand side of (3.27) becomes

In =

∫ π

0

···
∫ π

0

∫ 2π

0

f(cos θ′)P (λ)
n (cos pp′)sinm−1θ′sinm−2θ′1... sin θ

′
m−2dφ

′dθ′1...dθ
′
m−2dθ

′

(3.32)

which can be written as

In =

∫ π

0

f(cos θ′)Jnsin
m−1θ′dθ′ (3.33)
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where we have set

Jn =

∫ π

0

· · ·
∫ π

0

∫ 2π

0

P (λ)
n (cos pp′) sinm−2 θ′1... sin θ

′
m−2dφ

′dθ′1...dθ
′
m−2. (3.34)

This integral is now readily reducible to a simple integral as follows. Consider the

two points p1 and p′1 given in polar coordinates

p1 = (
1

2
π, θ1, ..., θm−2, φ), p′1 = (

1

2
π, θ′1, ..., θ

′
m−2, φ

′) (3.35)

both lying in the unit sphere Sm−1 defined by θ = 1
2
π. Then,

cos pp′ = p · p′ = cos θ cos θ′ + sin θ sin θ′p1 · p′1

= cos θ cos θ′ + sin θ sin θ′ cos p1p
′
1. (3.36)

We notice that Jn as given by (3.34) amounts to an integration of P
(λ)
n (cos pp′) over

Sm−1. If we take in Sm−1 a new system of polar coordinates (ζ = p1p
′
1, ζ1, ..., ζm−3, ψ),

of pole p1, we obtain

Jn =

∫ π

0

· · ·
∫ π

0

∫ 2π

0

P (λ)
n (cos pp′) sinm−2 ζ sinm−3 ζ1... sin ζm−3dψdζ1...dζm−3dζ.

(3.37)

Since pp′ depends only on ζ, as shown by (3.36), the remaining integrations may be

carried out leading to the expression

Jn = ωm−2

∫ π

0

P (λ)
n (cos pp′) sinm−2 ζdζ

= ωm−2

∫ π

0

P (λ)
n (cos pp′) sin2λ−1 ζdζ

= ωm−2

Γ(λ)Γ(1
2
)Γ(n+ 1)Γ(2λ)

Γ(λ+ 1
2
)Γ(n+ 2λ)

P (λ)
n (cos θ)P (λ)

n (cos θ′)

where the last equality follows from the addition formula and (3.23). Hence, Jn

is explicitly computed. Substituting its value into (3.33) we find that the general

expansion (3.27) reduces to (3.31). This expression is also Abel-summable as shown

in Theorem 3.8.
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4. POSITIVE DEFINITE FUNCTIONS ON SPHERES

Radial basis function approximation is well suited in many branches of geo-

sciences such as geodesy, meteorology, navigation etc. [17]. In such applications, we

can use the unit sphere as a model for earth. When we approximate on Sm within

Rm+1, we no longer use the Euclidean norm in connection with a univariate radial

function but apply the so called spherical (or geodesic) distances which is the length

of the shorter path of the great circle joining the two points on the sphere.

Therefore, the characterizations of positive definite functions given in Chapter

2 no longer apply, and one has to study alternative concepts of positive definite

functions on Sm. These functions are often called zonal rather than radial basis

functions since Sm is invariant under all orthogonal transformations. In this chap-

ter, following Schoenberg’s classical paper [9], we give characterizations of positive

definite functions on finite and infinite dimensional unit spheres.

4.1. Positive Definite Functions on Sm

In this section we present Schoenberg’s characterization of positive definite

functions on Sm as those ones whose expansions in series of ultraspherical polyno-

mials always have nonnegative coefficients. We begin with two auxiliary results.

Lemma 4.1. Let f(cos θ) be real and continuous for θ ∈ [0, π] and such that f(cos θ)

is positive definite on Sm. Then,

∫
Sm
f(cos pp′)dωp′ ≥ 0. (4.1)

Proof. Positive definiteness of f(cos t) on Sm implies that

n∑
j,k=1

f(cos pjpk)αjαk ≥ 0, (pj ∈ Sm, αj real).
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By (2.4), this quadratic form is equivalent to the integral inequality

I(h) =

∫
Sm

∫
Sm
f(cos pp′)h(p)h(p′)dωpdωp′ ≥ 0, (4.2)

for an arbitrary continuous function h(p) in Sm. For h(p) ≡ 1, (4.2) becomes

I(1) =

∫
Sm

(∫
Sm
f(cos pp′)dωp′

)
dωp = ωm

∫
Sm
f(cos pp′)dωp′ .

since the last integral is independent of p. Since I(1) ≥ 0, the result follows.

Lemma 4.2. The ultraspherical polynomials

P (λ)
n (cos t), (n = 0, 1, 2, ...; λ =

1

2
(m− 1)) (4.3)

are all positive definite on Sm.

Proof. We proceed by induction on m. For m = 1, λ = 0, the statement follows

from (3.9). Let m ≥ 2, and assume that P
(λ− 1

2
)

n (cos t) is positive definite on Sm−1

for all n = 0, 1, 2.... Suppose pi ∈ Sm(i = 1, ..., N) and associate with the point pi

a point p′i, on the “equator” of Sm−1 of equation θ = 1
2
π, such that the last m − 1

polar coordinates θ1, ..., φ of both points pi and p′i agree. By (3.36), we have

cos pipk = cos θi cos θk + sin θi sin θk cos p′ip
′
k.

An equivalent representation for addition formula for ultraspherical polynomials

given in Theorem 3.2 may be obtained by letting

ν +
1

2
= λ, ω = cos pipk, α = cos θi, β = cos θk,

x = − cos p′ip
′
k, (α2 − 1)s/2P

(λ+s)
n−s (t) =: P λ,s

n (t).
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Then, we have

P (λ)
n (cos pipk) =

n∑
s=0

cλs,nP
λ,s
n (cos θi)P λ,s

n (cos θk)P
(λ− 1

2
)

s (cos p′ip
′
k) (4.4)

where cλs,n’s are positive coefficients given in (3.2). But then,

N∑
i,k=1

P (λ)
n (cos pipk)αiαk =

n∑
s=0

cn,λ,s

N∑
i,k=1

P
(λ− 1

2
)

s (cos p′ip
′
k)ηiηk ≥ 0 (4.5)

where ηi = P λ,s
n (cos θi)αi. The expression is indeed non-negative since P

(λ− 1
2

)
n (cos t)

was assumed to be positive definite on Sm−1 for all n = 0, 1, 2, .... This completes

our proof.

Theorem 4.3. A necessary and sufficient condition in order that a continuous func-

tion f(cos θ) be positive definite on Sm is that the ultraspherical expansion (3.31)

have nonnegative coefficients in which case the series (3.31) converges throughout

0 ≤ θ ≤ π absolutely and uniformly to the sum f(cos θ). The most general f(cos θ)

which is positive definite on Sm is therefore given by the expansion

f(cos θ) =
∞∑
n=0

anP
(λ)
n (cos θ), (an ≥ 0, λ =

1

2
(m− 1)) (4.6)

provided the series converges for θ = 0.

Proof. First, let the function f(cos θ) be continuous for θ ∈ [0, π] and positive defi-

nite on Sm. The coefficient of P
(λ)
n (cos θ) in (3.31) may be written as

∫ π

0

P (λ)
n (cos θ′)f(cos θ′) sinm−1 θ′dθ′ =

1

ωm−1

∫
Sm
P (λ)
n (cos ap′)f(cos ap′)dωp′ (4.7)

where a is the point of Sm of coordinates x = 1, x1 = ... = xm = 0, (See Appendix

B.10). But then the integral on the right hand side of (4.7) is positive for the

following reason. Since P
(λ)
n (cos t) and f(cos t) are both positive definite on Sm,

their product also enjoys this property. Now Lemma 4.1 shows that the integral on
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the right hand side of (3.31) is non-negative. Also, by the deginiton of the Gamma

function, we get that all coefficients of P
(λ)
n (cos θ) in (3.31) are non-negative. We

may therefore rewrite (3.31) in the form

f(cos θ) ∼
∞∑
n=0

anP
(λ)
n (cos θ), (an ≥ 0). (4.8)

On the other hand, we know from Theorem 3.8 that this series is Abel-summable

for all θ, hence, in particular, for θ = 0. Thus, by (C.9), we have

k∑
n=0

an|P (λ)
n (cos θ)| ≤

k∑
n=0

anP
(λ)
n (1) ≤ lim

r→1−

∞∑
n=0

anr
nP (λ)

n (1) = f(1).

This shows that the series (4.6) is absolutely and uniformly convergent for all θ

(0 ≤ θ ≤ π), hence convergent to its Abel-sum which is f(cos θ).

Conversely, Theorem (2.2) implies that the convergent series (4.6) defines a posi-

tive definite f(cos θ). Indeed, f(cos θ) is continuous because the series (4.6) must

converge uniformly. Now, f(cos θ) being the continuous limit of positive definite

functions, it is positive definite itself.

4.2. Positive Definite Functions in S∞

In Chapter 1, we have denoted the class of positive definite functions as B(M).

An obvious property of B(M) is as follows. If M ⊂ N , then B(M) ⊃ B(N). By

denoting the infinite dimensional sphere as S∞, as we may assume

S1 ⊂ S2 ⊂ · · · ⊂ S∞,

it follows that

B(S1) ⊃ B(S2) ⊃ · · · ⊃ B(S∞).
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In fact, B(S∞) is identical with the intersection of all classes B(Sm) (m = 1, 2, ...).

In Example 2.7, we have shown that cos t ∈ B(Sm) for all m. Hence, we have

cos t ∈ B(S∞). By Theorem 2.2(i) we also have that (cos t)n ∈ B(S∞). Theorem

2.2(i) and (iii) show that

f(t) =
∞∑
n=0

an(cos t)n ∈ B(S∞), (4.9)

provided an ≥ 0 and
∑∞

n=0 an converges. In this section, we will show that the

functions f(t) of the form (4.9) exhaust the class B(S∞).

Lemma 4.4. For x ∈ [−1, 1] and n = 0, 1, 2, ..., we have

lim
λ→∞

P
(λ)
n (x)

P
(λ)
n (1)

= xn.

Proof. Let pλn(x) := P
(λ)
n (x)

P
(λ)
n (1)

. Utilizing (C.1) and (C.4), we have

pλn(x) =
n!Γ(2λ)

Γ(n+ 2λ)Γ(λ)

[n
2

]∑
s=0

(−1)sΓ(n+ λ− s)
s!(n− 2s)!

(2x)n−2s.

Then,

lim
λ→∞

pλn(x) =

[n
2

]∑
s=0

(−1)s(2x)n−2sn!

s!(n− 2s)!
lim
λ→∞

Γ(n+ λ− s)Γ(2λ)

Γ(λ)Γ(n+ 2λ)
. (4.10)

Now, using (B.8), we have

Γ(n+ λ− s)Γ(2λ)

Γ(λ)Γ(n+ 2λ)
=

(n+ λ− s)n+λ−s− 1
2 e−(n+λ−s)(2π)1/2eθ1/12(n+λ−s)

λλ−
1
2 e−λ(2π)1/2eθ3/12λ

× (2λ)2λ− 1
2 e−(2λ)(2π)1/2eθ2/12(2λ)

(n+ 2λ)n+2λ− 1
2 e−(n+2λ)(2π)1/2eθ4/12(n+2λ)
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where 0 < θj < 1 for j = 1, ..., 4. Therefore,

lim
λ→∞

Γ(n+ λ− s)Γ(2λ)

Γ(λ)Γ(n+ 2λ)
= lim

λ→∞

[(n+ λ− s)n+λ−se−(n+λ−s)][(2λ)2λe−(2λ)]

[λλe−λ][(n+ 2λ)n+2λe−(n+2λ)]

= lim
λ→∞

es
(n+ λ− s

λ

)λ (n+ λ− s)n−s

(n+ 2λ)n

( 2λ

n+ 2λ

)2λ

= lim
λ→∞

(
1 +

n− s
λ

)λ(n+ λ− s
n+ 2λ

)n es

(n+ λ− s)s
( 2λ

n+ 2λ

)2λ

= esen−s2−ne−n lim
λ→∞

1

(n+ λ− s)s
= 2−n

if s = 0, and zero otherwise. Now, the lemma follows by inserting this result into

(4.10).

Theorem 4.5. A continuous function f(cos θ) which is positive definite on S∞ is

necessarily of the form

f(cos θ) =
∞∑
n=0

an cosn θ, (an ≥ 0) (4.11)

where
∑∞

n=0 an <∞.

For the proof we need the following lemma:

Lemma 4.6. For all θ ∈ (0, π), and ε > 0, there exists L(θ, ε) such that for all

λ > L(θ, ε)

|p(λ)
n (cos θ)− cosn θ| < ε (4.12)

holds for all n = 0, 1, 2, ..., where p
(λ)
n (cos θ) := P

(λ)
n (cos θ)

P
(λ)
n (1)

.

Proof. From (C.8), we have

∆λ
n := pλn(cos θ)− cosn θ =

P
(λ)
n (cos θ)− cosn θP

(λ)
n (1)

P
(λ)
n (1)

=

∫ π

0

Fn(θ, φ) sin(2λ−1) φdφ

/∫ π

0

sin(2λ−1)φdφ, (4.13)
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where

Fn(θ, φ) = (cos θ + i sin θ cosφ)n − cosn θ. (4.14)

We observe that

|Fn(θ, φ)| ≤ |(cos θ + i sin θ cosφ)n|+ | cosn θ|

= (cos2 θ + sin2 θ cos2 φ)n/2 + | cos θ|n (4.15)

≤ (cos2 θ + sin2 θ)n/2 + 1 = 2.

Now we choose a δ = δ(θ) such that

0 < δ <
1

2
π, cos2 θ + sin2 θ sin2 δ < 1. (4.16)

Evidently, for π
2
− δ ≤ φ ≤ π

2
+ δ, cosφ ≤ cos(π

2
− δ) = sin δ. Therefore,

|Fn(θ, φ)| ≤ |(cos2 θ + sin2 θ sin2 δ)n/2|+ | cos θ|n.
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Thus, using (4.13), (4.14), (4.15) and (4.16) we get

|∆λ
n| ≤

∫ π

0

|Fn(θ, φ)|| sin2λ−1 φ|dφ
/∫ π

0

sin(2λ−1)φdφ

≤ 2

∫ 1
2
π−δ

0

sin(2λ−1)φdφ

/∫ π

0

sin(2λ−1)φdφ

+

∫ 1
2
π+δ

1
2
π−δ
|Fn(θ, φ)| sin(2λ−1) φdφ

/∫ π

0

sin(2λ−1)φdφ,

+ 2

∫ π

1
2
π+δ

sin(2λ−1)φdφ

/∫ π

0

sin(2λ−1)φdφ

= 4

∫ 1
2
π−δ

0

sin(2λ−1)φdφ

/∫ π

0

sin(2λ−1)φdφ

+ (cos2 θ + sin2 θ sin2 δ)
1
2
n + | cos θ|n.

Now let ε > 0 be given. Let n0 = n0(θ, ε) be such that n > n0 implies

(cos2 θ + sin2 θ sin2 δ)
1
2
n + | cos θ|n < 1

2
ε.

The existence of such an n0 is assured by (4.16). Furthermore, suppose λ0 = λ0(θ, ε)

is such that λ > λ0 implies

4

∫ 1
2
π−δ

0

sin(2λ−1)φdφ

/∫ π

0

sin(2λ−1)φdφ <
1

2
ε.

Hence, |∆λ
n| < ε, provided λ > λ0(θ, ε) and n > n0(θ, ε). On the other hand, by

Lemma 4.4 we have that |∆λ
n| < ε for n = 0, 1, ..., n0(θ, ε), provided λ > λ1(θ, ε).

Now taking L(θ, ε) as the larger of the two numbers λ0 and λ1, we get the result.

Proof of Theorem 4.5. If f(cos θ) is positive definite on S∞ it is also positive definite

on Sm. By Theorem 4.3 we are therefore assured to have an expansion with non-
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negative coefficients

f(cos θ) =
∞∑
n=0

an(λ)P (λ)
n (cos θ), (an(λ) ≥ 0, 0 ≤ θ ≤ π) (4.17)

which is valid for all values of λ of the form λ = 1
2
(m− 1), (m = 1, 2, 3, ...). Setting

pλn(cos θ) =
P

(λ)
n (cos θ)

P
(λ)
n (1)

, (4.18)

we have a similar expansion

f(cos θ) =
∞∑
n=0

bn(λ)pλn(cos θ) (bn(λ) ≥ 0, 0 ≤ θ ≤ π). (4.19)

Since pλn(1) = 1, and hence

f(1) =
∞∑
n=0

bn(λ),

we see that the coefficients bn(λ) are uniformly bounded by f(1) for all n and

the range of values of λ. By Cantor’s diagonalization argument, we may find a

subsequence λν →∞ such that

lim
ν→∞

bn(λν) = an ≥ 0, (n = 0, 1, 2...). (4.20)

Now, let θ have a fixed value between 0 and π, and write the relation (4.19) in the

form

f(cos θ) =
∞∑
0

bn(λν)cos
nθ +

∞∑
0

bn(λν)[p
λν
n (cos θ)− cosnθ].

By Lemma 4.6, we have

∣∣ ∞∑
0

bn(λν)[p
λν
n (cos θ)− cosnθ]

∣∣ < ε

∞∑
0

bn(λν) = εf(1),
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provided λν is sufficiently large, thus we may write

f(cos θ) =
∞∑
0

bn(λν)cos
nθ + σ, (4.21)

where |σ| < εf(1) for sufficiently large λν . However, the series

∞∑
0

bn(λν)cos
nθ (4.22)

converges uniformly with respect to the variable λν because it is majorized by the

convergent series with constant terms

∞∑
0

f(1)|cosθ|n.

But now the limiting relations (4.20) imply that the series (4.22) will tend to∑
an cosn θ as λν →∞. Thus, (4.21) may be written as

f(cos θ) =
∞∑
0

ancos
nθ + σ′

where |σ′| < εf(1). Now letting ε→ 0, we conclude that σ′ = 0 and hence that

f(cos θ) =
∞∑
0

ancos
nθ. (4.23)

It remains to show that (4.23) is also valid for θ = 0 and θ = π. This last point,

however, is readily settled. Indeed, (4.23) implies the convergence of the series
∑
an

by letting θ → 0. Now the continuity of both sides of the relation (4.23) at both ends

of the interval 0 ≤ θ ≤ π implies its validity throughout this closed interval.

In the last part of his article, Schoenberg uses positive definite functions for

embedding problems which is a quite different concept from our motivation of study-

ing positive definite functions. Hereafter, we mention his results very briefly. We
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begin with a definition.

Definition 4.7. Let F (t),(0 ≤ t ≤ π), is a continuous function with F (0) = 0,

F (t) ≥ 0 if 0 < t ≤ π. We can remetrize the metric space S∞ from the original

distance function pq to the new distance function F (pq). The new semi-metric space

thus obtained is called the metric transform of S∞ by the function F (t) and denoted

by the symbol F (S∞).

Theorem 4.8. The metric transform F (S∞) is isometrically imbeddable in the real

Hilbert space iff

F 2(t) =
∞∑
n=1

an(1− cosn t), (an ≥, 0 ≤ t ≤ π).

In order to prove the above theorem, Schoenberg uses a lemma stating that

the metric transform F (S∞) is isometrically imbeddable in real Hilbert space iff the

function exp[−λF 2(t)] is positive definite on S∞ for all λ > 0. The proof of this

lemma is given in ([35], p. 527).

Moreover, as Askey [36] observed, the fact that the isometric imbedding of a

metric space in another one gives rise to a reverse inclusion in their positive definite

functions can be used to obtain “a couple of interesting results” when combined

with the work of Bochner [37]. For example, P d(R) can be isometrically imbedded

in P 2d(C), but P d+1(R) cannot be isometrically imbedded in P 2d(C). Here, P d(R)

and P d(R) are real and complex projective spaces with dimension d, respectively.

For further examples and details, we refer the reader to [31].
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5. EXTENSIONS OF POSITIVE DEFINITE

FUNCTIONS

In this chapter, our main concern will be strictly positive definite functions

and conditionally (strictly) positive definite functions. The results presented in this

chapter are mostly based on the results which we have obtained for positive definite

functions in previous chapters.

5.1. Strictly Positive Definite Functions

In Chapter 2, we have shown that the interpolation matrix AΦ,X = (φ(‖ xj −

xk ‖2)) (1.5) is positive semi-definite if φ is completely monotone on [0,∞) (see

Theorem 2.16). Recall that a strictly positive definite function leads to a positive

definite interpolation matrix. Hence, for the interpolation theorem to be uniquely

solvable we should work with strictly positive definite functions rather than positive

definite ones. In this section, we will present several characterizations of strictly

positive definite functions. The first characterization is due to Micchelli [38].

Theorem 5.1 ([1]). For a function φ : [0,∞) → R, the corresponding multivari-

ate function Φ(·) := φ(‖ · ‖) is strictly positive definite on every Rn iff φ(
√
·) is

completely monotone on [0,∞) but not constant.

Based on Schoenberg’s result Theorem 4.3, Cheney and Xu [39] gave a sufficient

condition for strictly positive definite functions on spheres.

Theorem 5.2 ([39]). Let m be a positive integer. Set λ = (m− 1)/2. Let

g(t) =
∞∑
n=0

anP
(λ)
n (cos θ), an > 0,

∞∑
n=0

anP
(λ)
n (1) <∞. (5.1)

Let x1, x2, ..., xN be N distinct points on Sm. In order that the N × N matrix

Ajk = g(xjxk) be positive definite it is sufficient that the coefficients an be positive
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for 0 ≤ n < N.

This means that in order that the function g be strictly positive definite on

Sm, it is sufficient that all coefficients an be positive.

Later on, Screiner [40] improved Cheney and Xu’s result by showing that if

only finitely many of the coefficients in the expansion (5.1) are zero, then f is still

strictly positive definite.

It is readily seen that the strict-positive-definiteness of a function f given in

(5.1) depends only on the set

Km,f = {n ∈ Z+ : an > 0},

but not on the actual values of the coefficients an [41]. Motivated with this fact we

have the following definition.

Definition 5.3 ([41]). A subset K of Z+ is said to induce strict positive definiteness

on Sm if the function

θ 7−→
∑
k∈K

P
(λ)
k (cos θ)

is strictly positive definite on Sm. Here we assume that the series converges uni-

formly.

Example 5.4 ([47]). The following functions are strictly positive definite on Sm.

i. f(t) = (1 + r2 − 2rt)−1/2, where an = hn, for 0 < r < 1,

ii. f(t) = (1− r2)(1 + r2 − 2rt)−3/2, where an = (2n+ 1)hn, for 0 < r < 1,

iii. f(t) = 1−
√

1−t
2

, where a0 = 1/3 and an = 2
(2n−1)(2n+3)

, n ≥ 1.

Ron and Sun [42] showed that if K contains arbitrarily long sequences of

consecutive even integers and of consecutive odd integers, then K induces strict
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positiveness on Sm.

Menegatto et. al. [41] proved that in order for a subset K of Z+ to induce

strict positive definiteness on Sm, (m ≥ 2), it is necessary and sufficient that K

contains infinitely many odd integers as well as infinitely many even ones. This

characterization, however, fails to stand for strictly positive definite functions on

the unit circle, which corresponds to the case m = 1. Giving a full characterization

for strictly positive definite functions on the unit circle is an open problem [43].

In chapter 4, we have presented Schoenberg’s characterization of the family of

all positive definite functions on the unit sphere of a real Hilbert space. Menegatto

[44] showed necessary and sufficient conditions for the strictly positive definite func-

tions on the unit sphere of a real and complex Hilbert space [45].

5.2. Conditionally Positive Definite Functions

Our investigation of positive definite functions was motivated by the interpo-

lation problem (1.4), using an interpolant of the form (1.3). This particular choice

was very convenient for analysis because everything could be restricted to the inves-

tigation of a single function Φ. But of course (1.3) is not the only possible approach

to the interpolation problem. We will show in this section that we can interpolate

the data uniquely without using strictly positive definite radial basis functions. Our

motivation is the following theorem:

Theorem 5.5 ([38]). Let φ ∈ C∞[0,∞) be such that φ′ is completely monotone

but not constant. Suppose further that φ(0) ≥ 0. Then AΦ,X is non-singular for

Φ(x) = φ(‖ x ‖2).

This is a weaker requirement because if φ is completely monotone, then all

of its derivatives are, subject to a suitable sign change in the original function.

Thus, we may consider φ such that φ′ is completely monotone, or so as to weaken

the requirement further, by demanding that, for some k, (−1)kφ(k) is completely
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monotone. In this case, positive definiteness of the interpolation matrix can no

longer be expected. As an example, consider the thin plate spline

Φ(x) =‖ x ‖2 log ‖ x ‖, x ∈ Rn.

Obviously, it is a radial function so let r =‖ x ‖2. Then,

φ(r) =
1

2
r log r.

Then, φ′(r) = 1
2

log r+ 1
2

and φ′′(r) = 1
2r

which is completely monotone on (0,∞).

Now, let the centers be the vertices of a regular simplex whose edges are all of unit

length, and N = n+ 1. Then, all entries Φ(xj − xk) of the interpolation matrix are

zero meaning that the thin-plate spline is not strictly positive definite. We will later

see that a slight change in the definition of interpolant (1.3) ensures solvability of

the interpolation problem with the thin plate spline.

Hence, we should generalize the notion of positive definite functions in a way

that covers all the relevant possibilities for basis functions. The notion of conditional

positive definiteness serves for this purpose.

Definition 5.6. A continuous function Φ : Rn → C is said to be conditionally

positive definite of order m if, for all N ∈ N, all pairwise distinct centers x1, ..., xN ∈

Rn, and all α ∈ CN satisfying

N∑
j=1

αjp(xj) = 0 (5.2)

for all complex-valued polynomials of degree less than m, the quadratic form

N∑
j,k=1

αjαkΦ(xj − xk) (5.3)

is nonnegative, Φ is said to be strictly conditionally positive definite of order m if
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the quadratic form is positive unless α is zero.

The conditional positive definiteness of order m can be interpreted as the

positive definiteness of the matrix AΦ,X = (Φ(xj − xk)) on the space of vectors α

such that

N∑
j=1

αjpl(xj) = 0, 1 ≤ l ≤ Q = dim(πm−1(Rn)),

where πm−1(Rn) denotes the space of polynomials of total degree at most (m − 1)

in n unknowns. Thus, in this sense, AΦ,X is positive definite on the space of vectors

α “perpendicular” to polynomials. We should reflect on this subject for a moment.

For each pair consisting of a vector α ∈ CN and a set of distinct points X =

{x1, ..., xN} that together satisfy (5.2) for all polynomials in πm−1(Rn), we define a

linear functional

λα,X :=
N∑
j=1

αjδxj

where δx denotes the point evaluation functional at x, and we denote the space

of all such functionals by πm−1(Rn)⊥. Then α is admissible in the definition of a

conditionally positive definite function iff λα,X ∈ πm−1(Rn)⊥.

Since the matrix AΦ,X is conditionally positive definite of order m, it is positive

definite on a subspace of dimension N − Q, Q = dim(πm−1(Rn)). Courant-Fischer

theorem, ([46],p.136), implies that at least N −Q of its eigenvalues are positive. In

the case m = 1, we have a stronger statement:

Theorem 5.7. Suppose that Φ is conditionally positive definite of order 1 and that

Φ(0) ≤ 0. Then the matrix AΦ,X ∈ RN×N has one negative and N − 1 positive

eigenvalues. In particular, it is invertible.

Proof. From the Courant-Fischer theorem we conclude that AΦ,X has at least N −1



55

positive eigenvalues. But since 0 ≥ NΦ(0) = tr(AΦ,X) =
∑n

i=1 λi where the λi

denote the eigenvalues of AΦ,X and tr(AΦ,X) its trace, AΦ,X must also have at least

one negative eigenvalue.

Theorem 5.8. Let a function φ ∈ C[0,∞) ∩ C∞(0,∞) be given. Then the func-

tion Φ(x) = φ(‖ x ‖2) is conditionally positive definite of order m on every Rn iff

(−1)mφ(m) is completely monotone on (0,∞).

It follows immediately from the preceding theorem that the thin plate spline

is conditionally positive definite of order 2.

The most important observation we make now is that we can always interpolate

uniquely with strictly conditionally positive definite functions if we define the inter-

polant to a function f at the centers X = {x1, ..., xN} as

sf,X(x) =
N∑
j=1

αjΦ(x− xj) +

Q∑
k=1

βkpk(x).

Here, Q is again the dimension of the polynomial space πm−1(Rn) and {p1, ..., pQ} is a

basis of πm−1(Rn). To cope with the additional degrees of freedom, the interpolation

conditions

sf,X(xj) = f(xj), 1 ≤ j ≤ N,

are completed by the additional conditions

N∑
j=1

αjpk(xj) = 0, 1 ≤ k ≤ Q.

Solvabilitiy of this system is therefore equivalent to solvability of the system

AΦ,X P

PT 0

α
β

 =

f |X
0

 (5.4)
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where AΦ,X = (Φ(xj − xk)) ∈ RN×N and P = (pk(xj)) ∈ RN×Q. This last system is

obviously solvable if the matrix on the left hand side, which we will denote by ÃΦ,X ,

is invertible.

Theorem 5.9 ([1]). Suppose that Φ is conditionally positive definite of order m

and X is a πm−1(Rn)−unisolvent set of centers. Then the system (5.4) is uniquely

solvable.

Note that the points X = {x1, ..., xN} ⊆ Rn with N ≥ Q = dimπm−1(Rn) are

called πm−1(Rn) − unisolvent if the zero polynomial is the only polynomial from

πm−1(Rn) that vanishes on all of them.

The method described in this section can be generalized by using arbitrary

linearly independent functions p1, ..., pQ on Rn instead of polynomials. Moreover, the

conditionally positive definite function can be replaced by a conditionally positive

definite kernel Φ : Ω× Ω→ C.

For zonal functions on the unit sphere Sn, we have the following definition.

Definition 5.10 ([47]). A function Φ : [0, π]→ R is said to be conditionally strictly

positive of order m on Sn whenever its associated interpolation matrix AΦ,X =

Φ(arccos(xT
j xk)) is positive definite on the subspace of RN given by

Wm−1 = {α ∈ RN :
N∑
j=1

αjY (xj) = 0 for all Y ∈ πm−1(Sn)}

for all distinct set of centers X = x1, ..., xN on Sn. Here, πm−1(Sn) = πm−1(Rn+1)|Sn

denotes the space of all spherical harmonics on Sn of order at most m− 1. Detailed

information on spherical harmonics can be found in [34].

Based on Schoenberg’s result on positive definite functions, for zonal functions

on the unit sphere Sn, we have the following characterization of conditional strict

positive definiteness:
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Theorem 5.11 ([47]). If f(t) is conditionally strictly positive definite of order m

on Sn, then it has the following form

f(t) =
∞∑
k=0

akP
(λ)
k (t) (5.5)

where

ak ≥ 0 for k ≥ m and
∞∑
k=0

akP
(λ)
k (1) <∞. (5.6)

Here, P
(λ)
k are the ultraspherical polynomials and λ = (n− 1)/2.

Remark 5.12. The case that f(t) is strictly positive definite of order on Sn is

covered by setting m = 0 in the above theorem.

However, the complete characterization of the class of functions of the form

(5.5) satisfying (5.6) that are conditionally positive definite on Sn remains an open

problem. See [47] and [17] for further information.
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APPENDIX A: The Fourier Transform on Rm

For the proofs of the results given in this section, one may consult on [26], for

example.

Definition A.1. For f ∈ L1(Rm) we define its Fourier transform by

f̂(x) = (2π)−m/2
∫
Rm

f(ω)e−ix
Tωdω

and its inverse Fourier transform by

fg(x) = (2π)−m/2
∫
Rm

f(ω)eix
Tωdω, x ∈ Rm. (A.1)

Theorem A.2. If f ∈ L1(Rm) is continuous and has a Fourier transform f̂ ∈

L1(Rm) then f can be recovered from its Fourier transform:

f(x) = (2π)−m/2
∫
Rm

f̂(ω)eix
Tωdω, x ∈ Rm. (A.2)

Theorem A.3. Suppose f, g ∈ L1(Rm). Then,

i.
∫
Rm f̂(x)g(x)dx =

∫
Rm f(x)ĝ(x)dx

ii. The Fourier transform of the convolution

f ∗ g(x) =

∫
Rm

f(y)g(x− y)dy

is given by

f ∗ g = (2π)m/2f̂ ĝ.

iii. For τaf(x) = f(x− a), a ∈ Rm, we have τ̂af(x) = e−ix
Taf̂(x).

iv. With f̃(x) = f(−x), we find that f ∗ f̃ = (2π)m/2|f̂ |2.

Theorem A.4. Define gl(x) = (l/π)m/2e−l‖x‖
2
, l ∈ N, x ∈ Rm. Then the following
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hold true.

i.
∫
Rm gl(x)dx = 1,

ii. ĝl(x) = (2π)−m/2e−‖x‖
2
2/4l,

iii. Φ(x) = liml→∞
∫
Rm Φ(ω)gl(ω − x)dω provided that Φ(x) = O(‖ x ‖n) for

‖ x ‖→ ∞, n ∈ N.
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APPENDIX B: The Gamma Function and Integration on

Spheres

The material given in this appendix is mostly taken from [48, 32, 34].

The Gamma function can be defined as

Γ(z) =

∫ ∞
0

e−ttz−1dt (B.1)

for Re(z) > 0. It follows from the definition that

Γ(
1

2
) =
√
π and Γ(1) = 1. (B.2)

A useful property of the Gamma function follows from the definition applying

integration by parts:

Γ(z + 1) = zΓ(z). (B.3)

Another important formula is

Γ(z)Γ(z +
1

n
) · · · Γ(z +

n− 1

n
) = n

1
2
−nz(2π)(n−1)/2Γ(nz) (B.4)

where n is a positive integer.

The special case n=2 of (B.4) is

Γ(z)Γ(z +
1

2
) = 21−2z

√
πΓ(2z) (B.5)

which is known as the duplication formula [48].
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The Euler integral of the first kind

B(p, q) =

∫ 1

0

xp−1(1− x)q−1dx =
Γ(p)Γ(q)

Γ(p+ q)
, p > 0, q > 0 (B.6)

can be expressed in terms of the Gamma function as

B(p, q) =
Γ(p)Γ(q)

Γ(p+ q)
. (B.7)

Another essential identity for the Gamma function is

Γ(x) = xx−
1
2 e−x(2π)

1
2 eθ/12x (B.8)

where x > 0 and 0 < θ < 1 (for details see [48, p. 253]).

From now on, we summarize the necessary information about integration on

spheres following [34].

Let Rm+1 be the usual (m+ 1)-dimensional Euclidean space, let

ξ · η = x1y1 + ...+ xmym + xm+1ym+1

denotes the Euclidean inner product of two vectors ξ = (x1, ..., xm+1)T and η =

(y1, ..., ym+1)T in Rm+1 and let

‖ ξ ‖=
√
ξ · ξ =

√
x2

1 + ...+ x2
m+1

denotes the Euclidean norm of ξ. The m-dimensional unit sphere Sm is given by

Sm = {ξ ∈ Rm+1 : ‖ ξ ‖= 1}.
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We denote its surface element by dωm and the total surface by ωm, where this surface

is given by

ωm =

∫
Sm

dωm.

By definition we set ω0 = 2. Then we have

ω1 = 2π and ω2 = 4π.

If the vectors ε1, ..., εm+1 are an orthonormal system in Rm+1, we may represent

the points on Sm by

ξm+1 = tεm+1 +
√

1− t2ξm; −1 ≤ t ≤ 1; t = εm+1 · ξm+1 (B.9)

where ξm is a unit vector in the space spanned by ε1, ..., εm. The surface element of

the unit sphere then can be written as

dωm = (1− t2)(m−2)/2dtdωm−1, (B.10)

and we have from above

ωm =

∫
Sm−1

∫ 1

−1

(1− t2)(m−2)/2dtdωm−1. (B.11)

Making the transformation u = t2, we have

∫ 1

−1

(1− t2)(m−2)/2dt =

∫ 1

0

(1− u)(m−2)/2u−1/2du =
Γ(1

2
)Γ(m

2
)

Γ(m+1
2

)

where the last equality follows from (B.6) and (B.7). Hence, for m = 2, 3, ... we have

ωm =

√
πΓ(m

2
)

Γ(m+1
2

)
ωm−1 =

(
√
π)m−1

Γ(m+1
2

)
ω1 =

2π
m+1

2

Γ(m+1
2

)
. (B.12)
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Definition B.1. A point p = (x, x1, ..., xm) ∈ Sm is expressed in terms of hyper-

spherical coordinates as

x = cos θ,

x1 = sin θ sin θ1 cos θ2,

.

.

. (B.13)

xm−2 = sin θ sin θ1... cos θm−2,

xm−1 = sin θ sin θ1... sin θm−2 cosφ, (0 ≤ θj ≤ π, 0 ≤ φ ≤ 2π)

xm = sin θ sin θ1... sin θm−2 sinφ, (j = 0, 1, ...,m− 2).
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APPENDIX C: Further Properties of Ultraspherical

Polynomials

In addition to the definitions in Chapter 3, we add here more information

about the ultraspherical polynomials following [32], [22].

Ultraspherical polynomials have the following explicit expression

P (λ)
n (x) =

[n/2]∑
s=0

(−1)sΓ(λ+ n− s)
Γ(λ)s!(n− 2s)!

(2x)n−2s (C.1)

for n ≥ 0; and

P
(λ)
−n (x) = 0 (C.2)

for all n = 1, 2, ....

From (C.1), we can easily read off the first few ultraspherical polynomials:

P
(λ)
0 (x) = 1,

P
(λ)
1 (x) = 2λx,

P
(λ)
2 (x) = −λ+ 2λ(1 + λ)x2,

P
(λ)
3 (x) = −2λ(1 + λ)x+

4

3
λ(1 + λ)(2 + λ)x3.

Moreover, writing x = 0 in (C.1), we obtain

P
(λ)
2n (0) =

(−1)nΓ(n+ λ)

n!Γ(λ)
, P

(λ)
2n+1(0) = 0 (C.3)
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and using (3.7) in x = 1, we have

P (λ)
n (1) =

Γ(n+ 2λ)

n!Γ(2λ)
. (C.4)

The following property of ultraspherical polynomials follows easily from (C.1)

DxP
(λ)
n (x) = 2λP

(λ+1)
n−1 (x) (C.5)

which implies that

Dn
xP

(λ)
n (x) =

2nΓ(λ+ n)

Γ(λ)
. (C.6)

Other well known properties of ultraspherical polynomials P
(λ)
n (x) is that they

satisfy the following recurrence relation

nP (λ)
n (x) = 2(n+ λ− 1)xP

(λ)
n−1(x)− (n+ 2λ− 2)P

(λ)
n−2(x), n = 2, 3, ...

and the following equation named as Gegenbauer differential equation

(1− x2)y′′ − (2λ− 1)xy′ + n(n+ 2λ)y = 0, y = P (λ)
n (x). (C.7)

Laplaces’s integral representation for ultraspherical polynomials is

P (λ)
n (cos θ) =

21−2λΓ(n+ 2λ)

Γ(λ)n!

∫ π

0

(cos θ + sin θ cosφ)n sin(2λ−1) φdφ. (C.8)

It immediately follows from the Laplace’s integral representation that

|P (λ)
n (cos θ)| ≤ P (λ)

n (1). (C.9)
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