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”If we were to name the most powerful assumption of all, which leads one on and on

in an attempt to understand life, it is that all things are made of atoms, and that

everything that living things do can be understood in terms of the jigglings and

wigglings of atoms.”

Richard Feynman, 1963.
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ABSTRACT

MOLECULAR DYNAMICS STUDY OF WATER-HBN

NANOFLUID

This study considers the molecular simulations of nanofluids and the goal is to

investigate the thermomechanical mechanisms in nanoscale thermal transport. The

enhanced thermal conductivity and limited shear viscosity increase is the fundamental

phenomena that makes nanofluids as a hot research topic of the recent thermal-fluid

and nanoscience literature, and a potential novel complex liquids for variety of appli-

cations. The nanofluid problem has been studied from the nanomechanical point of

view and molecular dynamics simulations are used to investigate the physical aspects.

A water-copper system has been modelled as a benchmark study to understand the

nanocolloid concept and the capacity of existing methodologies. Green-Kubo formal-

ism, pure water system, thermal enhancement and viscosity increase of water-copper

nanofluids and Brownian motion effect has been studied and compared with the exper-

imental results. Potential function improvement has been aimed for a water-hexagonal

boron nitride system to obtain a robust mathematical foundation for the molecular

dynamics simulations. Therefore, interlayer interactions of hexagonal boron nitride

and interface interactions at the water-hexagonal boron nitride interface have been

formulated using recent quantum simulation results and experimental data. Thermo-

mechanical properties of hexagonal boron nitride have been accurately estimated using

simulations with derived potentials, and water-hexagonal boron nitride interfacial dy-

namics have been discussed for the interfacial thermal transport. A new temperature

calculation algorithm for non-equilibrium simulations has been introduced and tested

for rigid and flexible water model. A new approach has been preliminarily developed to

study the agglomeration in nanofluids with orthotropic nanoparticles using simulations

and experimental images.
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ÖZET

SU-HBN NANOAKISKANLARIN MOLEKULER

DINAMIK SIMULASYONU

Bu çalışmada nanoakışkanların moleküler dinamik simülasyonu yapılmış ve nano-

boyutlardaki termomekanik mekanizmaların ortaya çıkarılması amaçlanmıştır. Yüksek

ısıl iletkenlik ve sınırlı vizkozite artışı, bu yeni nesil nanomalzemelerin ısı-akışkan ve

nanobilim literatürünün son yıllardaki popüler araştırma konularından biri olmasını

saglamış ve birçok uygulamada kullanılması için potansiyel yaratmıştır. Nanoakışkan

problemi nanomekanik bir perspektiften ele alınmış ve ilgili fiziksel olguları belirlemek

ve ölçmek için moleküler dinamik simülasyonları kullanılmıştır. Nanoakışkan kon-

septini ve literatürdeki metotların yeterliliklerini anlayabilmek için ilk olarak bir su-

bakır nanoakışkan sistemi modellenmiştir. Bu sistem ve saf su sisteminde Green-Kubo

formalizmi, nanoakışkandaki ısıl iletkenlik ve vizkozite artışları ve nanoparçacıkların

Brownian hareketinin ısıl iletkenlige etkisi nümerik olarak çalışılmış ve deneysel verilerle

karşılaştırılmıştır. Ayrıca su-hegzagonal bor nitrat nanoakışkan sistemi de çalışılmış,

fakat modellere daha isabetli bir matematiksel altyapı oluşturmak için potansiyel fonksi-

yon geliştirilmesi hedeflenmiştir. Bu amaçla hegzagonal bor nitrat katmanları arası etk-

ileşimler ve su ile hegzagonal bor nitrat yüzey etkileşimleri güncel kuantum simülasyon

sonuçları ve deney verilerinden yararlanılarak matematiksel olarak tanımlanmıştır.

Hegzagonal bor nitratın termomekanik özellikleri bu potansiyeller kullanılarak isabetli

bir şekilde hesaplanmıştır. Su-hegzagonal bor nitrat arayüzey dinamikeri yüzeydeki ısı

iletimi açısından tartışılmıştır. Ayrıca dengede olmayan moleküler dinamik analizleri

için yeni bir sıcaklık hesaplama prosedürü literatüre tanıtılmış ve rijit ve esnek su mod-

elleri ile test edilmiştir. Ortotropik nanoparçacıklardaki topaklanma mekanizmalarını

simülasyonlar ile incelemek için yeni bir metot onerilmiş ve yöntem nano-akışkanların

mikroskop görüntülerine dayandırılmıştır.
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1. INTRODUCTION

1.1. Motivation

Improved heat transfer is sought in many engineering applications, either to im-

prove system efficiency or for the safe or reliable operation. Many researchers have

been working on heat transfer enhancement in wide range of applications, from en-

ergy systems to vehicles or from space vehicles to opto/electronic thermal management

etc. One means of enhancing heat transfer is through the use of engineered materi-

als such as heat transfer fluids specifically designed to improve the thermal efficiency.

Colloidal suspensions can be produced by dispersing small particles with high con-

ductivity within a base fluid and then used as heat transfer fluid. This idea was first

introduced experimentally by Ahuja [1]. However, stability and clogging problems have

been observed when particles with micrometer size are used. Choi [2] suggested using

nanometer sized particles for improved stability, and referred these as nanofluid which

triggered the development of a new research topic of thermal nanoscience. He sug-

gested that nanoparticles are small enough to behave like liquid molecules and do not

clog the flow channel. Since then, nanofluids have often been considered as the next

generation heat transfer fluids due to their enhanced thermal properties and there has

been an increasing number of studies about nanofluids.

Nanoscience is a new emerging field, which is triggered with the synthesis of new

nanostructures in recent years. Therefore, there is an increasing amount of research

interest for these new concepts, and nanofluids have also been gaining attention of

researchers from different backgrounds in that context. Although much progress have

been made to understand the fluids, colloids and associated flow properties, there are

still open questions when nanoparticles are introduced to a typical fluid, such as how

transport properties change and why.

Nanofluids have been a popular research topic of the thermal-fluid science in the

last decade, and the current literature suggests that there are still more to discover
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to accelerate the translation of this technology from laboratories to the applications.

There has been a recent significant attempt to improve this process, and one of the

main objectives is to clarify the physical mechanisms involved. These mechanisms were

introduced in the literature 16 years ago [3] and have been accepted and studied by the

majority of the researchers, but the full picture of the involving physics has not been

clarified yet. The hypothesis for these mechanisms are enhanced ballistic heat transfer

in the nanoparticles, nanolayering around the nanoparticle, Brownian motion of the

nanoparticle, and the aggregation of nanoparticles. They are constructed based on the

governing physics associated with the nanoparticles, interaction between nanoparticles

and the base fluid, and the interaction between nanoparticles, which are different than

the case of colloids with large particles.

Nanofluids may lead to significant improvements in different applications such

as enhancing critical heat flux in nuclear reactors [4], controlling spacecraft thermal

systems [5], or oil and gas production [6]. It was shown that 100 MW solar thermal

power tower in Tucson, AZ can save about $3.5 million per year [7], or over $2 million

tons of CO2 emission can be avoided in solar hot water technologies in Phoenix, AZ [8]

by using nanofluids to increase the efficiency. As a result, there have been increasing

number of studies on nanofluids from variety of different aspects such as feasibility,

economics, application, engineering and scientific points of views. One of the most

important components of these attempts is the material selection for nanofluids.

Hexagonal boron nitride (hBN) nanoparticles are recently synthesized and there

is a growing scientific focus to characterize hBN since it has several unique properties.

Hexagonal boron nitride has a very high thermal conductivity and is used as an in-

dustrial lubricator [9]; therefore, it has a potential to enhance the heat transfer while

limiting the shear viscosity increase for nanofluids, which is supported by experiments.

Recently it was shown that the enhancement in thermal conductivity exceeds the in-

crease of shear viscosity [10]. However, there are other limitations associated with the

experimentation when the nanoparticles are considered and this is the basic motivation

for computational and theoretical studies. While Ilhan et al. [10] proposed that the

enhancement is due to percolation qualitatively, no quantification data was presented
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to support this hypothesis,

As in the case of all science and engineering problems, the nanofluid studies can

be classified as experimental, theoretical, and numerical. Experimentation has a major

role in every science and engineering problem; however, this has several limitations

when the characteristic lengths are on the order of nanometers since it is very diffi-

cult to observe and quantify the dynamics in molecular level with devices. Therefore,

theoretical and numerical models are also common approaches. It is difficult to de-

rive a theoretical model, where all the physical effects associated with nanoparticles

are considered, due to limited knowledge of the mathematical definition of interatomic

interactions. However, numerical modelling is becoming a common practice for the

design and improvement of the nanofluids, which can also be categorized as macro and

micro models. Macroscale numerical studies assume continuum fields similar to classi-

cal Computational Fluid Dynamics schemes and are important for the application of

nanofluids. They require the use of proper properties to solve heat and momentum

equations, and the governing physical mechanism must be introduced through prede-

fined constitutive relations. As a consequence, simulations that are valid in nanoscale

characteristic lengths are required to observe the molecular behavior in and around

the suspended nanoparticles in nanofluids, and Molecular Dynamics simulations are

one of the well established methods for the proposed purpose, as shown by numerous

researchers for the few decades.

Computational nanoscience can be considered as an emerging branch of compu-

tational physics, where nanoscale length scales in nanosecond timescales are considered

to analyse the behavior in the molecular level. One such approach is the molecular

dynamics (MD), where molecular interactions are defined in terms of Newtonian me-

chanics and potential function. Therefore, MD is one of the most popular simulation

techniques in computational nanoscience since the method fundamentally consider the

interatomic forces and the resulting dynamics of the system, and it has been widely

used in numerous computational studies [11]. Molecular Dynamics approach has sev-

eral advantages including the detailed description of interatomic dynamics; the energy

flow in different mediums or interfaces, interaction between any type of substance or
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the trajectory of any particular group of atoms can be estimated. However, there are

major limitations as well, such as the lack of potential functions for different materials.

These mathematical formulations are describing a constitutive equation for a system of

atoms, and they are crucial for the simulations, but potential functions are well defined

only for small number of material types and their validity in more complex structures

are highly questionable. Another disadvantage of the MD simulations are their compu-

tational expense that limits simulations with nanometer length and microsecond times

at most (using supercomputers). Considering these specifications, MD is a feasible and

promising tool for studying colloidal systems having nanoparticles.

Several simulation results of nanofluids are presented in this dissertation, and

they mainly focus on nanoscale mechanisms and modelling methods from a scientific

point of view. It is believed that these theoretical and numerical approaches are neces-

sary for further nanofluid studies, and this cumulative knowledge will not only allow us

to develop this technology and to achieve commercial products in the future, but also

to understand the physics in smaller scales extending our vision about the nature. As

in the case of most of the nanoscience projects, understanding the full picture of the

nanofluids also requires different types of approaches in terms of computational mod-

elling and experimentation. Multiscale studies are feasible and may be even necessary

to understand the physical aspects, where considerations start from the electron cloud

and goes beyond the macro scale applications. This can be observed in the nanofluid

literature; quantum, Molecular Dynamics or Monte Carlo simulations, mesoscale and

Computational Fluid Dynamics simulations along with the experiments are parts of a

chain of information flow from the smallest to the largest scales. These methods may

have advantageous and disadvantageous depending on the problem as in the case of all

numerical modelling techniques. There is a significant effort in the current literature

to overcome the modelling limitations, aiming to make use of these tools to understand

the complete physical behavior of different systems.
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1.2. Objective

The main objective of this dissertation is to study water based nanofluids with

hexagonal boron nitride (hBN) nanoparticles using MD simulations. hBN is selected

considering its unique thermal, mechanical and tribological properties, and promising

behavior observed in experiments as will be discussed in detail in the upcoming chap-

ters. Water and water-Cu nanofluid were also studied for validation and improvement

purposes. MD simulations have been used and tested for several different cases to make

investigations beyond the state of the art. Both Equilibrium and non-Equilibrium MD

methods have been extensively studied to clarify the physical aspects of the nanofluid

problem and improve the capabilities of the existing well established methods.

A water-Cu nanocolloidal system has been studied to estimate the transport prop-

erties first, which is motivated by the observation that the method has not been vali-

dated extensively for more common nanofluids such as water based metallic nanopar-

ticles. A water-hBN system has also been considered; however, the simulation of hBN

nanoparticles requires improved MD potentials since the available ones in the litera-

ture are observed to have lower accuracy with respect to experiments. Therefore, it

is aimed to develop a new interlayer potential for hBN layers. Besides, interfaces are

important in thermal transport between different phases, which must be considered for

the water-hBN system. The interfacial thermal resistance of the water-hBN interface

has been studied to investigate the effect of solid-liquid interactions on the thermal

behavior of nanofluids. Water is the majority part of the nanofluid systems, and there

is not many robust water models in the literature for MD simulations. The existing

studies differ for both methodological details and resulted values. A new temperature

formulation has been studied for non-equilibrium MD (NEMD) to obtain an accurate

model for the thermal conductivity and avoid any suppressing effect of potential func-

tion errors (high thermal conductivity for water) for the heat transfer enhancement of

nanofluids. With these studies done, significant amount of knowledge has been gained

for the three different components of a nanofluid; that are the nanoparticle, interface

and base fluid. Aggregation is believed to be a major effect in nanoscale heat transfer

mechanism in nanofluids, and this phenomena has been considered using the outcomes
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of the previous sections to estimate the effect of agglomeration of nanoparticles on the

heat transfer using the experimental images and simulation results.

1.3. Organization and Contributions

This thesis comprises of 7 Chapters, and the studies addressing the objectives

listed in the previous section are presented in individual chapters that is followed by

conclusions and recommendations for future work. Chapter 2 of the thesis presents the

estimation of the thermal conductivity enhancement and shear viscosity increase of

water-Cu nanofluid using MD simulations, discusses the related physical mechanisms,

and taken from Ref. [12]. Then a water-hBN nanofluid has been considered in Chapter

3, a new interlayer potential has been parametrized for the interlayer interactions of

hBN, and this chapter includes findings published in Ref. [13]. A water-hBN system has

been considered in Chapter 4 based on Ref. [14], where water-hBN interface potential

and the interfacial thermal resistance have been focussed particularly. Investigation

of different potentials using different MD techniques for the thermal conductivity is

presented in Chapter 5 based on Ref. [15]. Finally, the effect of orthotropic hBN

nanoparticles and Brownian rotation on the effective properties of hBN nanofluids

are presented in Chapter 6 using the results presented in the previous chapters. The

conclusion of the dissertation and future work recommendations are given in Chapter

7.
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2. PREDICTION OF THERMAL CONDUCTIVITY AND

SHEAR VISCOSITY OF WATER-CU NANOFLUIDS

USING EQUILIBRIUM MOLECULAR DYNAMICS

2.1. Introduction

Many nanofluid studies are experimental investigations of the thermal and rhe-

ological behavior of nanofluids [16, 17]. Others perform on macroscopic modelling of

the heat and fluid flow as is required to investigate various nanofluid applications.

Effective properties of thermal conductivity and viscosity, are used in these models,

and the accuracy of these properties is essential to correctly predict the thermal and

flow behavior of nanofluids. The active transport mechanisms must be known in order

to develop theoretical models that are capable of accurately predicting the effective

nanofluid properties though.

Four physical mechanisms have been suggested to explain the increase in the

effective transport properties of nanofluids by Keblinski et al. [3]; heat transfer due to

ballistic phonon transfer through the nanoparticle, dense liquid layering at the liquid-

solid interface, enhanced energy transfer due to Brownian motion of nanoparticles,

and clustering of highly conductive nanoparticles. These have been assumed to be the

fundamental basis for the physics of nanofluids and have been subject of investigation

for more than a decade.

• Energy transfer becomes ballistic rather than diffusive when the length scales are

smaller than the mean free path of phonons. Keblinski et al. [3] estimated Al203

nanoparticles’ phonon mean free path as 35 nm, and that heat is transported

ballistically for particles with smaller diameters. They also noted that ballistic

phonon transfer is possible only if the nanoparticles are very close to each other,

i.e. ballistic heat transfer becomes significant in nanofluids with aggregates. Nie

et al. [18] studied ballistic heat transfer for the base fluid using density functional
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theory (DFT), and concluded that the mean free path of the fluid molecules does

not change significantly due to presence of nanoparticles. Since fluid is the ma-

jority of the volume in a typical nanofluid, they contended that ballistic phonon

transfer instead has an insignificant effect on the heat transfer enhancement of

nanofluids.

• When a liquid is in contact with a solid, an interface layer forms due to solid-

liquid interactions based on tribological properties and surface topography. The

“nanolayer” that forms around the nanoparticles can affect the thermal enhance-

ment of nanofluids [17]. Xue et al. [19] studied the effect of liquid layering at

the liquid-solid interface of the nanoparticle using molecular dynamics (MD),

and concluded that the nanolayer around the particle has a negligible effect on

thermal transport enhancement for mono-atomic liquids. However, they also re-

ported that complex liquids might behave differently. Similarly, Doroodchi et

al. [20] found that nanolayering could not explain the thermal conductivity en-

hancement observed in nanofluids. Conflicting evidence is given by Zhou and

Gaou [21], who showed a significant nanolayer effect theoretically, using a differ-

ential effective dipole approximation and multiple image methods.

• Brownian motion is the random motion of suspended small particles in a liq-

uid, and is believed to enhance the energy transfer by creating a nano-convection

effect around the particle. Bhattarcharya et al. [22] performed a Brownian dy-

namics simulation and found a significant Brownian motion effect and thermal

enhancement results that agreed with the experimental data. Prasher et al. [23]

also studied the convection induced by Brownian motion and found a significant

effect on the thermal conductivity enhancement. However, Evans et al. [24] used

a kinetic theory based analysis and found a smaller effect. Gupta and Kumar [25]

also performed a Brownian dynamics simulation and found that only 6% of the

thermal conductivity enhancement was based on the Brownian motion. Keblinski

et al. [26] studied experimental data, and concluded that the Brownian motion

and nanolayer formation are not the major causes of thermal conductivity en-

hancement, and suggested that effective medium theories be extended to include

the effect of clustering.
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• In a nanofluid, the suspended particles can collide with each other and agglom-

erate from attractive forces [27]. This is important because agglomeration is a

design parameter for nanofluids, can cause clogging and increase the pumping

power, and it is also considered as the most important of the four mechanisms of

in the current literature. Prasher et al. [28] showed that the nanoparticles form

clusters, and since heat can be conducted more efficiently through solids than

liquids, clustering enhances phonon transport through agglomerated particles.

Evans et al. [29] used Monte Carlo simulations to determine the effective ther-

mal conductivity of the nanofluid and found that thermal conductivity increases

with increasing cluster size. However, the viscosity also increases with cluster

size. Keblinski et al. [26] show how effective medium theories can be modified

for nanofluids using agglomeration mechanisms, and suggested further research

considering the thermal enhancement and viscosity increase simultaneously. This

was studied by Prasher et al. [30] where the viscosity increase and thermal en-

hancement were mathematically coupled. He showed that the relative increase

in the viscosity had to be less than four times the relative enhancement of the

thermal conductivity to be beneficial. Kang et al. [31] studied an argon copper

system with multiple nanoparticles using MD simulations, and achieved a 71%

thermal enhancement and 26% viscosity increase with a specific cluster geometry.

Those studies show that a nanofluid with agglomerated particles can improve ef-

ficiency; however, agglomeration can also degrade the stability. In addition to clogging

and pumping power problems, the heat transfer properties could change over time with

the presence of precipitates. Therefore, long term stability is sought for engineering

applications and is achieved using techniques including ultrasonic mixing, pH control

and surfactant additives [32].

There is no consensus in the literature on a single mechanism that completely

explains the enhancement in thermal conductivity, and as a result there is no general

model capable of accurately predicting nanofluid properties. Effective medium theories

such as Maxwell theory [33] or Hamilton-Crosser theory [34] assume that the nanofluid
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is a well dispersed mixture with small particles, do not consider any of the mechanisms

above and underpredict the enhancement with respect to experimental data [35, 36].

The Einstein relation [37], can be used to predict effective nanofluid viscosity for par-

ticle volume fractions less than 2% and Batchelor [38] derived a relation for higher

volume fractions. However, both of these shear viscosity models consider only the

Brownian effect, and neither the Einstein nor the Batchelor relations accurately pre-

dict the effective viscosity.

Another means of predicting the nanofluid conductivity and viscosity is to use

correlations based on experimental data. Xiang and Mujumdar [16] gave a detailed

review of experimental studies, including those studying different measurement meth-

ods, nanofluids with different materials and the effects of particle volume fraction,

mean nanoparticle diameter, temperature, etc. These studies showed that enhance-

ments up to a reported 125% is possible depending on the choice of nanoparticle and

base fluid material. The most commonly used nanoparticles in these studies are Cu,

Al2O3 and CuO due to their availability. Eastman et al. [39] presented thermal con-

ductivities of water based nanofluids, and reported up to a 60% increase in thermal

conductivity for a 5% particle volume concentration. A similar study conducted by

Li and Peterson [40] reported the effect of temperature and particle volume fraction

on the thermal conductivity of water based nanofluids with Al2O3 and CuO. They

concluded that the nanoparticle material, nanoparticle size, volume fraction and base

fluid temperature have all significant effects on the thermal conductivity enhancement

of nanofluids, and derived correlations for the thermal conductivity. Xuan and Li [41]

studied metallic and ceramic nanoparticles in both water and oil, and compared their

results with those of Eastman et al. [39]. They reported a 78% increase in thermal

conductivity for Cu-water, and a 45% increase for Cu-oil nanofluids with 8% particle

concentration.

Mahbubul et al. [42] reviewed viscosity measurement studies and concluded that

particle size, shape, temperature and volume concentration have significant effects on

the viscosity of nanofluids. They observed that the viscosity increases with particle

volume fraction, and that nanofluids show Newtonian behavior in low concentrations.
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They provided temperature dependent empirical correlations indicating that viscosity

is inversely proportional to the temperature. Balasubramanian et al. [43] performed

experiments on silica nanoparticles dispersed in water and also found that the shear

viscosity of the nanofluid increases with particle volume fraction. They also developed

an empirical correlation in terms of particle size, shape and volume fraction.

Experimental studies provide reliable information about the increase in thermal

conductivity and viscosity. However, these procedures are not capable of deriving

generalized relations, and focus on specific cases due to the high cost and limitations at

the nanoscale. The physical mechanisms relevant to the nanofluids are mostly governed

by atomic interactions that are not directly observable in experiments. Therefore, these

procedures are mostly limited to property measurements rather than investigation of

the physical aspects of the problem, quantification of the effect of atomic interactions,

and iterative design of the nanoparticles can all be done more easily with numerical

techniques.

Molecular dynamics (MD) is a well established method for estimating liquid

properties that has recently been extended to nanofluids. MD is believed to be one

of the most powerful tools when the challenges associated with understanding the

governing physical mechanisms for the nanofluids are considered. The two main ap-

proaches to estimate fluid properties are equilibrium molecular dynamics (EMD) using

the Green-Kubo method, and non-equilibrium molecular dynamics (NEMD) using the

Muller-Plathe algorithm. Sarkar and Selvam [35] used equilibrium MD simulations

with Lennard-Jones (LJ) potential to predict the thermal conductivity of liquid Ar-Cu

nanofluids, and reported up to a 52% increase with respect to that of liquid argon. Kang

et al. [31] extended that study using the Embedded Atom Method (EAM) to describe

the Cu inter-atomic forces. They showed that the thermal conductivity was roughly

a linear function of the nanoparticle volume fraction, and found conductivities higher

than those predicted by conventional effective medium theories. Sankar et al. [36] con-

sidered a water-Pt nanofluid using the Extended Simple Point Charge (SPC/E) water

model, Spohr-Heinzinger, Morse and finitely Extendable Nonlinear Elastic (FENE)

potentials for the nanoparticles. They also reported an approximately linear relation



12

between particle concentration and thermal conductivity, and that Maxwell theory sig-

nificantly underpredicts the enhancement for more than 2% particle loading. Balasub-

ramanian et al. [43] simulated a SiO2-water nanofluid using MD with the TIP3P water

model and a Tersoff potential for silica, and found that the nanofluid shear viscosity

increased with particle volume fraction. They attributed the increase to nanolayering

around the particle. Wang et al. [44] studied Poiseuille flow using a non-equilibrium

molecular dynamics simulation and observed local viscosity and wall-fluid interaction

effects on the flow characteristics. They found large viscosity values for nanofluids with

a 5% particle volume fraction.

Modelling Ar based nanofluids are more straightforward when compared to the

commonly used base fluids such as oil and water, and used in MD simulations to inves-

tigate the different mechanisms; however, use of real fluids is necessary for comparison

with experiments. Sankar et al. [36] considered a water-Pt nanofluid using the Ex-

tended Simple Point Charge (SPC/E) water model and Spohr-Heinzinger, Morse and

finitely Extendable Nonlinear Elastic (FENE) potentials for the nanoparticle interac-

tions. They reported an approximately linear relation between particle concentration

and thermal conductivity, and concluded that Maxwell theory significantly underpre-

dicted the thermal conductivity for more than 2% particle loadings. Lee et al. [45]

simulated Carbon Nanotube (CNT) nanoparticles in water, compared their thermal

conductivity results with experiments and discussed the difference of nanoparticle di-

mensions in MD simulations and experiments. Another MD simulation of water based

nanofluids can be found in the work of Milanese et al. [46] where Cu and CuO nanopar-

ticles are used. They studied nanolayering around the nanoparticle and the effect of

oxide layer which can be also observed in some experiments. Shear viscosity has been

studied for water-Al2O3 [47] and water-SiO2 [43] nanofluids, and it has been shown

that the shear viscosity increase with particle volume fraction is due to the solid-liquid

interface interactions and resulting nanolayering around the particle. There are vari-

ety of different MD results of nanofluids in these studies mentioned; however, thermal

conductivity and shear viscosity increases in a same nanofluid model with complete

validation and feasibility analysis is missing in the literature to our knowledge.
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Considering these MD studies, a basic requirement of a nanofluid model is an ac-

curate and robust base fluid model. Since water is the most widely used heat transfer

fluid, several MD studies have investigated the thermophysical properties of various

water models. Berendsen et al. [48] developed an extended version of the simple point

charge water model (SPC/E) and stated that the model properties are in good agree-

ment with experiments. Maruyama [49] also supported this conclusion. Sirk et al. [50]

conducted a comprehensive study of different water models to estimate thermal conduc-

tivity using both EMD and NEMD. They reported similar thermophysical properties

for rigid SPC, SPC/E and TIP3P-Ew models, whereas flexible models show difference

with respect to the rigid models. English and Tse [51] also investigated different flex-

ible and rigid water models including TIP4P, TIP4P/2005 and TIP5P, and estimated

the thermal conductivity of supercooled water using the GK method. Their results are

in relative agreement with experiments for all three models. Mao et al. [52] studied

the thermal conductivity, shear viscosity and specific heat values of eight different rigid

water models using NEMD. Kumar et al. [53] also used NEMD and the TIP5P model

to analyse liquid water behavior at low temperatures.

The literature suggests that MD simulations can be used to predict effective

thermal conductivity and shear viscosity of nanofluids. However, many MD results

have not been sufficiently validated by comparison with the more common experimental

data in the literature such as that for water-Cu nanofluids. This chapter considers

the thermal conductivity and shear viscosity of a water-Cu nanofluid and investigates

the effect of Brownian motion using molecular dynamics simulations. Equilibrium

molecular dynamics simulations of pure water are carried out to assess the water model,

since the accuracy of the nanofluid model depends on the performance of the base fluid.

The thermal conductivity enhancement and shear viscosity increase with suspended Cu

nanoparticles are measured and discussed. Finally, Brownian motion is studied using

equilibrium molecular dynamics.
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2.2. Methodology

2.2.1. Molecular Dynamics

Molecular Dynamics is a microscopic modelling technique relevant to the length

and time scales shown in Figure 2.1. A system comprising a finite number of molecules

is simulated using intermolecular forces based on Newtonian mechanics [11]. The in-

termolecular forces acting within the system are defined through potential functions

and include various effects such as Pauli repulsion, Van der Waals attraction, and

Coulumbic forces. Since it is possible to use MD to simulate the physical behavior of

systems containing any type of molecules (as long as the potential function is given),

it is widely used in different disciplines of science and engineering including material

science, chemistry, biochemistry or biophysics.

Figure 2.1: Simulation techniques for different time and length scales. Figure taken

from [54].

MD is limited to certain length and time scales to maintain reasonable simulation

times. Previous MD studies could simulate systems with approximately 100 atoms for

200 ps [55], but recently computers are able to handle more than 106 atoms [56] or

milliseconds production runs [57]. Same studies show promising results with graphics
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processing unit (GPU) acceleration of MD simulations and report speed-up factors up

to 70 (depending on the problem) when compared to central processing units (CPU)

[58].

2.2.2. Potential Functions

One of the most crucial parts of a MD simulation is the selection of a potential

function. The potential function governs all the interactions within the system, and is

often selected from the ones available in the literature. This is delicate though, since

the validity of some functions is limited to particular situations. Developing a potential

function is an alternative, but requires additional data from experiments or electronic

structure calculations.

Potentials frequently found in the literature include Lennard-Jones, Sutherland,

Tersoff, Buckingham, and Buckingham-Corner [59]. The LJ 6-12 potential is one of the

most widely accepted, and is often used as the intermolecular potential for non-polar

molecules.

φ(rij) = 4εij

[(
σij
rij

)12

−
(
σij
rij

)6]
(2.1)

where εij is an energy scale, σij is a characteristic length, rij is the scalar distance

between atoms i and j. This potential function and its derivatives are used extensively

throughout the dissertation.

Modelling water is more cumbersome than mono-atomic fluids due to the internal

structure and the existence of Coulombic forces. There are many studies on simulating

water since this is common in engineering applications. Guillot [60] reviewed 46 water

models, including TIP3P, TIP4P, TIP5P, SPC and others. Berendsen’s [48] and Ale-

jandre et al.’s [61] results showed that the (SPC/E) model is in good agreement with

experimental values for density, energy, radial distribution function and surface ten-

sion. Mao and Zhang [52] measured TC and SV for the commonly used potentials by

NEMD, and they reported TC and SV results higher than experiments for the TIP3P,
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TIP4P, SPC, and SPC/E potentials. They did find excellent agreement with TIP5P

potential of Rick [62]; but their method is considered further in Chapter 5. The SPC/E

potential is used in this chapter with a cutoff distance of 0.9 nm.

Water models usually include the electrostatic contribution to the LJ potential

as:

φ(rij) = 4εij

[(
σij
rij

)12

−
(
σij
rij

)6]
+
Kcqiqj
rij

(2.2)

where, qi is the charge of atom i, and Kc is Coulomb’s constant. There is a cut-off

distance rc for the short range interactions (r−6ij and r−12ij ) to reduce the computation

expense. However, the Coulombic term r−1ij can be conditionally convergent, and must

be handled delicately. This can be resolved by summing the particle interactions in

reciprocal space, or by a particle-particle-particle-mesh (PPPM) solver which aggre-

gates atom charge on a three dimensional mesh and uses a fast Fourier transform to

interpolate electric fields on the mesh points [63].

The effective energy of the bonds in a water molecule is usually separated into

angular and radial components:

Ebo = Kbo(r − r0)2 (2.3)

Ea = Ka(θ − θ0)2 (2.4)

where Eb is the energy of the radial component, Ea is the energy of the angular compo-

nent, Kb and Ka is are the constants with units of energy, r0 is the equilibrium distance

for the bond, and θ0 is the equilibrium angle. The potential parameters for some of

the models are presented in Table 2.1. The SPC/E water model is employed neglecting

all LJ interactions of H-H and O-H for intramolecular pairs and the rigid bonds and

angles were implemented using the SHAKE algorithm [64].
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Table 2.1: Potential parameters of different water models.

TIP3P [65] TIP3P [66] SPC [48] SPC/E [48]

εOO (kcal/mole) 0.152 0.102 0.155 0.155

σOO (Å) 3.151 3.188 3.166 3.166

r0 (Å) 0.957 0.957 1 1

θ0 (o) 104.52 104.52 109.47 109.47

Kb (kcal/mole) 450 450 Rigid Rigid

Ka (kcal/mole) 55 55 Rigid Rigid

qO(e) -0.834 -0.83 -0.82 -0.848

qH(e) 0.471 0.415 0.41 0.424

Cu atoms have metallic bonding which ideally requires something other than

a LJ type function, such as the embedded-atom method (EAM) potential of Mei et

al. [67]. However, multibody potentials are computationally expensive and there are

several studies that approximate the interatomic Cu interactions in nanofluids with a

LJ 6-12 potential [36,68]. We also used a LJ 6-12 function for the Cu interactions with

ε = 9.4353, and σ = 2.3387 [69], and a cut-off distance of 0.63 nm. There are several

combination rules to determine the Lennard-Jones potential coefficients between the

atoms. One of the most commonly used is the Lorentz-Berthelot (LB) rule that uses

arithmetic and geometric averaging:

σij =
σi + σj

2
(2.5)

εij =
√
εiεj (2.6)

This mixing rule has no physical justification, but gives similar results to the alternative

sixth power rule [70] for nanofluid properties [12]. Chapter 4 discusses the surface

interactions for a water-hBN in more detail.
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2.2.3. Ensembles

MD simulations require a choice of which thermodynamic variables to control

and which to let vary, i.e., a choice of ensembles. The macro-canonical ensemble

(NVT) and micro-canonical ensemble (NVE) specify the system’s volume, number of

molecules, and temperature for NVT or total energy for NVE. The system is brought

to an equilibrium state in the NVT ensemble using a Nose-Hoover thermostat, which

adds an extra kinetic energy term to keep the Helmholtz free energy constant and

stabilize the system at the target temperature. Once the system reaches equilibrium,

the NVE ensemble is used for the GK formalism since this method is sensitive to small

variations in the overall atomic energy. The equations of motion used by Shinoda

et al. [71], which combine the hydrostatic equations of Martyna et al. [72] with the

strain energy proposed by Parrinello and Rahman [73] are followed in this study. The

time integration schemes uses Verlet and rRESPA integrators derived by Tuckerman

et al. [74].

2.2.4. Green-Kubo

Thermal conductivity and shear viscosity of a fluid can be estimated with molec-

ular dynamics using two options. In equilibrium molecular dynamics (EMD), the

transport properties are expressed in terms of integrals of the corresponding time auto-

correlations functions [75] in the equilibrium state. This is known as the Green-Kubo

method. Alternatively, in nonequilibrium molecular dynamics (NEMD), a heat flux or

stress is imposed on the system and the thermal conductivity or viscosity is directly

calculated based on the resulting temperature or velocity gradient [76, 77]. It can be

difficult to stabilize the temperature in NEMD due to the external disturbance, and

finite size effects are more severe in NEMD because of the magnitude of the result-

ing temperature gradients [78]. The selection of the equilibrium or non-equilibrium

method should be done considering the problem conditions. As an example, EMD

does require more computational power but it does not suffer from the high unstable

thermal fluxes. On the other hand, NEMD can be applied to larger systems as long

as the applied heat fluxes are precisely tuned. The Green-Kubo formalism is used
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in this chapter and all MD simulations and visualizations are done with Large-scale

Atomic/Molecular Massively Parallel Simulator (LAMMPS) [79] software and Visual

Molecular Dynamics (VMD) [80] in this dissertation. Water and water-Cu systems are

first studied using EMD approach since there are accurate thermal conductivity results

with respect to experiments using this technique [50,51].

The Green-Kubo method relies on the fluctuation-dissipation theorem and linear-

response theory [81] and describes the dynamics of the system using time correlation

functions. It has been shown to give consistent results with experiments and NEMD

simulations if the system considered has decaying auto-correlation functions [82]. The

thermal conductivity is defined by the integral:

k =
1

3kBV T 2

∫ ∞
0

〈
J̄(0) · J̄(t)

〉
dt (2.7)

where kB is Boltzmann’s constant, T is the temperature in Kelvin, V is the

volume of the system, J̄ is the heat current vector, and the integrand is the heat auto-

correlation function (HACF) defined as an ensemble average. The HACF relates the

thermal conductivity to the heat current in an equilibrated system. Auto-correlation

functions (ACF) involve integrals in the continuous case, but since time is discrete in

MD simulations, integral is replaced by a sum. The heat current vector is calculated

as:

J̄ =
1

V

[∑
i

eiv̄i +
1

2

∑
i<j

(
f̄ij · (v̄i + v̄j)

)
r̄ij

]
(2.8)

where v̄i is the velocity of atom i, and r̄ij and f̄ij are distance and force vectors

between atoms i and j. The total energy ei is the sum of the atom’s kinetic and

potential energy and can be expressed as

ei =
1

2
miv̄

2
i +

1

2

∑
j

Φ(rij) (2.9)
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The shear viscosity calculations follow a similar procedure where the heat current

vector is found from the stress tensor. The Green-Kubo integral form for the shear

viscosity is:

µ =
V

3kBT

∫ ∞
0

∑
p<q

〈Ppq(0)Ppq(t)〉 dt (2.10)

where the integrand is the stress auto-correlation function (SACF). Ppq denotes

the non-diagonal terms of the stress tensor which can be along the planes xy, xz and

yz and has the form:

¯̄P =
1

V

[∑
i

miv̄i ⊗ v̄i +
∑
i 6=j

r̄ij ⊗ f̄ij
]

(2.11)

2.2.5. Models

2.2.5.1. Liquid Water. Cubical simulation cells ranging from 1.855 to 5.49 nm in one

dimension, and containing 125 to 6590 water molecules are used to study the effect

of number of molecules. No significant size effect is observed for models having more

than 1400 water molecules. For the initial configuration, the water molecules are spaced

on a uniform grid with edge length 0.32 nm to satisfy the liquid density; the oxygen

atoms are placed first and then the hydrogen atoms are placed to satisfy the O-H

bond length and bond angle constraints as shown in Figures 2.2 and 2.3. The density

is kept constant by applying the NVT and NVE ensembles, and the initial velocities

of the water molecules are randomly sampled from a uniform Gaussian distribution

to satisfy the specified temperature. Periodic boundary conditions are applied in all

directions [83].

2.2.5.2. Water-Cu Nanofluid. A spherical region is created in the center of the simu-

lation box and the water molecules in this region are replaced with Cu atoms spaced

0.363 nm apart, on a face centered cubic (FCC) lattice. One of the objectives of
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Figure 2.2: Initial configuration for water molecules, side view.

Figure 2.3: Initial configuration for water molecules, isometric view.

.
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this chapter is to identify the effect of changing particle volume fraction on the ther-

mal conductivity and viscosity. Nanofluids with different particle volume fractions are

modelled by changing the number of water molecules, while the nanoparticle diameter

is kept constant at approximately 2 nm. Another objective of the study is to investi-

gate the contribution of Brownian motion to the thermal transport. For this portion

of the study, the particle diameter is changed from 1 to 2 nm and the simulation cell

size is increased from 2.305 to 4.355 nm to keep the volume concentration constant.

A snapshot of a 4.3% volume fraction water-Cu nanofluid with 2615 water molecules

and 228 Cu atoms is shown in Figures 2.4 and 2.5. The initial velocities for the Cu

atoms are randomly sampled from a Gaussian distribution, the same as for the water

molecules.

Figure 2.4: Snapshot of a water-Cu nanofluid with 4.3% particle volume fraction,

frontal view of initial geometry.

2.3. Results and Discussion

2.3.1. Simulation Details and Equilibration

The simulation size, timestep, and interatomic potential can all affect the ac-

curacy of MD simulations. A 1 fs timestep was found to give the optimal balance of

accuracy and required computational time, and consistent with the literature [43,51,84].
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Figure 2.5: Snapshot of a water-Cu nanofluid with 4.3% particle volume fraction,

isometric view during equilibration.

.

Next, a pure water system was equilibrated in the NVT ensemble at 300 K for 200 ps

with a timestep size of 1 fs. The temperature and energy equilibrated after approxi-

mately 20 ps as shown in Figure 2.6. After equilibration, the GK calculations require

significant computational time as the ACF decays and the desired properties converge.

Eqns. (2.7) and (2.10) are integrated for 1 ps intervals using heat flux or stress tensor

data. 1 ps integration interval for GK is used following the analysis in next section.

The thermal conductivity and shear viscosity are calculated at 3 ns, significantly after

both properties converge at about 2 ns as shown in Figure 2.7.

2.3.2. Green-Kubo Accuracy

EMD calculations involve various parameters, such as the time step and integra-

tion time which can affect the accuracy. Most EMD studies do not justify the selection

of time scales for the transport property calculations; however, the literature discusses

the significant effect of the Green Kubo parameters on the thermal conductivity re-

sults. Chen et al. [85] proposed a statistical approach to improve the accuracy of EMD

simulations. They stated that random fluctuations can have a significant effect on the

accuracy of Green-Kubo results, and proposed a cut-off time for each ACF integration.
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Figure 2.6: Temperature and energy stabilization for water using the SPC/E

potential.

Figure 2.7: Thermal conductivity and shear viscosity results for water using the

SPC/E potential.
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English and Tse [51] calculated thermal conductivities of different water models using

a 20 ps integration time, and stated that longer integration periods are required to

capture the physical processes involved in thermal conductivity. However, they did

not provide any supporting statistical or physical evidence. Recently, Oliveira and

Greaney [86] proposed a statistical approach where they modelled the slower decay of

ACFs as random walks and calculated uncertainty envelopes to assess the statistical

accuracy of EMD results. Their results show that the convergence of the ACF and the

corresponding integration schemes should be considered.

The effect of integration time on the ACFs and the resulting statistical behavior

is considered in Figures 2.8 to 2.11. The normalized HACF and SACF converge to 0 as

shown in Figures 2.8 and 2.9, but a relatively small overshoot in the tail of the SACF

is observed. This manifests in Figures 2.10 and 2.11, as the shear viscosity almost

converging after integrating the SACF up to 2 ps; longer than that is used in the

literature [43]. Unless otherwise indicated, an integraion time of 2 ps and a timestep

of 1 fs is used throughout this chapter.

2.3.3. Validation

The equilibrium MD results for the SPC/E water model are validated by compar-

ing the thermal conductivity and shear viscosity with experimental and reverse NEMD

(RNEMD) results in Figures 2.12 and 2.13. The thermal conductivity measurements of

EMD agree with the RNEMD of Mao and Zhang [52], and both simulation results fol-

low the same trend as the experimental data [87]. The 40% relative error with respect

to experiments can be attributed to limitations of the SPC/E potential. The shear

viscosity values agree with the experimental data in Ref. [87] at the higher tempera-

tures investigated. The average relative error is only 20% with respect to experiments,

and less than that of the RNEMD predictions of Mao and Zhang [52]. However, rela-

tively large absolute errors for water properties is neglected for now, since the focus of

this study is to investigate the thermal conductivity enhancement and shear viscosity

increase.
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Figure 2.8: Convergence of normalized HACF of SPC/E water model for ACF and

simulation time.

2.3.4. Nanofluid Properties

An ideally dispersed water-Cu suspension is assumed with the configuration

explained in Section 2.2.5.2 using simulation parameters described in Section 2.3.1.

Nanofluids with different concentrations are instantiated by changing the number of

water molecules and the dimensions of the cell while keeping the particle diameter fixed.

The system is equilibrated in the NVT ensemble for 200 ps before being switched to

the NVE ensemble for production run, the same for pure water case. The nanofluid

thermal conductivity and shear viscosity values are divided by the corresponding ones

for pure water to obtain enhancement values for both properties. The same cell di-

mensions are used for both the nanofluid and pure water to eliminate any size effect.

These enhancement values are then compared to the Maxwell [33] equation for thermal

conductivity and Batchelor [38] for shear viscosity, and with experimental data from

the literature [41].
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Figure 2.9: Convergence of normalized SACF of SPC/E water model for ACF and

simulation time.

The particle diameter in the experimental work of Xuan and Li [41] that is used

for comparisons is reported as 100 nm. However, simulations of nanofluids with 100 nm

diameter particles are computationally prohibitive. Instead, the simulations are carried

out with 2 nm diameter particles. This not only introduces a higher surface area to

volume ratio, but also increases the Brownian effect, both of which may increase the

thermal conductivity relative to experiments. On the other hand, the model assumes

that the nanofluid is well dispersed, and agglomeration effects are not considered. The

relative magnitudes of these counteracting effects are not yet well established.

The thermal conductivity enhancement is measured for three different particle

volume concentrations (2, 4.3 and 7%) at 300 K and 1 atm. The change in the nanofluid

to basefluid thermal conductivity ratio, knf/kbf , as a function of the particle volume

fraction, φ, is presented in Figure 2.14. The EMD values agree well with the exper-

imental data of Xuan and Li [41] despite the sources of error described above. Since

there are slight differences in the particle volume fraction values for the model and the
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Figure 2.10: Convergence of thermal conductivity of SPC/E water model for ACF

and simulation time.

experiments, the relative error is calculated at the same simulated concentration by

using a second order polynomial curve fitted to the experimental values. The EMD

errors for volume fractions 2, 4.3 and 7% are 19, 18 and 2%, respectively. The Maxwell

equation under predicts the nanofluid thermal conductivity, as expected. Based on

these results, we conclude that EMD with the SPC/E water model and a Lennard-

Jones potential for Cu is capable of predicting the thermal conductivity enhancements

of water-Cu nanofluids.

Nanoparticle sizes in MD simulations are generally much smaller than in exper-

iments due to the computational expense. The only experimental study considering

smaller nanoparticles is by Jiang et al. [89], who synthesized water-Cu nanofluid with

particle diameters ranging from 2.9 to 6.4 nm. They used a water based nanofluid with

dispersed 6 nm Cu nanoparticles without surfactant, and reported decreasing thermal

conductivity with increasing volume fraction. However, our simulations showed signif-

icant enhancement with 2 nm well-dispersed Cu nanoparticles. The main difference
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Figure 2.11: Convergence of shear viscosity of SPC/E water model for ACF and

simulation time.

Figure 2.12: Simulated thermal conductivity values of Mao and Zhang [52],

experimental values of Lemmon et al. [88], and EMD results.
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Figure 2.13: Simulated shear viscosity values of Mao and Zhang [52], experimental

values of Lemmon et al. [88], and EMD results.

between their experiment and our simulations is the volume fraction; they only con-

sider volume concentrations up to 0.5% whereas we were not able to simulate such

low volume fractions due to their computational demand. Figure 2.15 shows that our

thermal conductivity enhancement could also be negligible for 0.5% volume fraction.

Combined with statistical uncertainty, this could lead to the decrease observed by Jiang

et al..

The accuracy of the shear viscosity is evaluated only with the Batchelor model

[38], as there is no experimental data available in the volume fraction range of 2 to 7%.

The literature generally considers very dilute suspensions, and simulating nanofluids

with such low particle volume concentrations is not feasible due to the required com-

putational time. The effective shear viscosity µnf/µbf is presented in Figure 2.14. Note

that the simulation includes the Brownian effect that is the basis of Batchelor’s deriva-

tion [38]. As a result of this, the EMD predictions are in agreement with the analytical

expression, with relative errors of 7, 9 and 9% for increasing volume concentration,

but it should be noted that Batchelor’s relation is known to under predict the shear
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Figure 2.14: EMD thermal conductivity enhancements for different volume

concentrations compared to theoretical [33] and experimental results [41].

.

Figure 2.15: EMD shear viscosity increase for water-copper nanofluids as compared

to the Batchelor relation [38].

.
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viscosity increase of nanofluids [44] due to the ignoring of percolation and the existence

of particle-particle interactions.

Most MD studies of nanofluids report either thermal conductivity or shear vis-

cosity, but not both. However, considering these two parameters together is important

to quantify the feasibility of nanofluid design. This can be done using the formulation

of Prasher et al. [30] where the balance between thermal enhancement and pumping

power increase is considered for nanofluids in terms of the thermal conductivity and

shear viscosity. They showed that the expression (µnf/µbf −1)/(knf/kbf −1) should be

less than 4 for a nanofluid to be an effective heat transfer fluid. The results of Figures

2.14 and 2.15 for this calculation lead to 0.064, 0.272 and 0.37 for volume fractions 2,

4.3 and 7%, respectively. These results show superior nanofluid performance in terms

of transport properties; however, the effect of particle aggregation on these findings

should be clarified.

2.3.5. Brownian Motion Effect

Brownian effect is one of the thermal conductivity enhancement mechanisms pro-

posed by Keblinski et al. [3] and Prasher et al. [23]. Some subsequent studies, such as

Babaei et al. [90], contend that the effect of Brownian motion on the thermal conduc-

tivity enhancement is negligible. In order to investigate the effect of Brownian motion

on thermal conductivity of water-Cu nanofluids, the simulated particle behavior is first

validated. The Brownian velocity is given as [91]:

VN =
1

dN

√
18kBT

πρNdN
(2.12)

where dN is the particle diameter and ρN is the material density (8960 kg/m3 for Cu).

The velocity of the center of mass of the Cu nanoparticle is calculated for a 4.3%

volume concentration. Three different nanoparticle diameters of 1, 1.6 and 2 nm are

considered at 300 K, and the results are compared with the analytical formula in Figure

2.16. The simulations are observed to be in good agreement with the theory, and the
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maximum and average errors are 14 and 8%, respectively. We therefore conclude that

MD is capable of successfully capturing the Brownian motion of the nanoparticles, and

can be used to further investigate the importance of Brownian motion as a thermal

enhancement mechanism.

Figure 2.16: Brownian velocity of copper nanoparticles with different particle

diameters.

Prasher et al. [28] suggested a nano-convection effect that increases the kinetic

energy of the fluid molecules around the nanoparticle. This was investigated by Babaei

et al. [90] using EMD in a methane-Cu nanofluid. Their analysis relied on the decom-

position of the heat flux into kinetic energy, potential energy and virial terms which

are shown in Equations (2.8) and (2.9). They found that the effect of the kinetic en-

ergy term on the thermal conductivity was negligible, and that the virial term was

the most significant [90]. This implies that the nano-convection effect due to particle

movement is insignificant to the heat transfer enhancement. In order to investigate

if their conclusion is also valid for a water-Cu nanofluid, the average directional heat

flux is calculated by neglecting the kinetic energy term, and the heat flux results are

compared for varying volume fractions. Figure 2.17 shows that the heat flux does not

significantly change when the kinetic energy term is neglected, but that it differs by
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a considerable amount when the virial term is not taken into account. We conclude

that the nano-convection does not significantly enhance the heat transfer, confirming

the conclusions presented by Babaei et al. [90].

Figure 2.17: Heat flux with kinetic energy term and without kinetic energy term for

different volume concentrations.

2.4. Conclusion

Nanofluids are considered as the next generation of heat transfer fluids due to

their enhanced thermal properties. Predictions of their effective transport properties

as required for macroscopic modelling are not sufficiently accurate. Molecular dy-

namics simulations provide an alternative, and have been used in several studies of

nanofluid systems. Although there are many equilibrium molecular dynamics studies

of nanofluids such as Ar-Cu available in the literature, there are just a few of nanofluids

composed of realistic materials such as water. The objective of this chapter is to predict

the thermal conductivity and shear viscosity of water-Cu nanofluids using equilibrium

molecular dynamics simulations with the Green-Kubo formalism, and to validate the

method by comparing the results with experimental data from the literature. A statis-

tical assessment of the Green-Kubo method is presented for the calculation of transport
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properties.

The nanofluid is modeled as having well dispersed smaller particles (1-2 nm) in the

simulations due to computational limitations of the method. The predicted effective

thermal conductivity is agreement with the literature and experiments for different

particle volume concentrations [41]. Similarly, the shear viscosity results are consistent

with the analytical expression of Batchelor [38] with the absence of the agglomeration

effect and using smaller particle diameter; these are believed to be the reason for the

experimentally observed higher viscosity values.

The Brownian motion of the nanoparticles and the related nano-convection effect

induced by Brownian motion are considered to be the potential heat transfer enhance-

ment mechanisms. We find though that the heat current does not change appreciably

when the kinetic energy is neglected. Considering the heat current as the measure of

nano-convection, we conclude that nano-convection has an insignificant contribution

to the heat transfer enhancement of water-Cu nanofluids, consistent with the findings

of other researchers in the literature. Based on the results, we also conclude that

other nanofluids with more complex atomic structures could be analysed with the pro-

posed method as well. However, the method would need to be further developed to

include other effects like percolation to improve the accuracy of the measured effective

transport properties.
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3. A NEW INTERLAYER POTENTIAL FOR

HEXAGONAL BORON NITRIDE

3.1. Introduction

The properties of low dimensional materials often differ significantly from those of

their bulk counterparts, and offer promising opportunities for novel devices and appli-

cations. Current advanced materials research aims to develop new material components

or designs that benefit from the improved properties of low dimensional materials. For

hexagonal boron nitride (hBN), improved properties include superior stability, high

chemical resistance, hardness, mechanical strength and thermal conductivity [92, 93].

Moreover, hBN is distinguished as an electrical insulator, and has been used as a high

temperature lubricant, a substrate or heat sink for electronic devices, and in ceramic

production and coatings [94]. Structurally, hBN is a low dimensional material with a

honeycomb lattice of alternating boron and nitrogen atoms in plane (Figure 3.1), and

with layers stacked with an AB stacking arrangement out of plane (Figure 3.2). The

figures are created using the VMD software [80].

Studies concerning hBN are more limited than those on similar materials such

as graphene, and further characterization of hBN is required. Moreover, there are in-

consistencies in the available data. For example, experiments show that the measured

thermal conductivity depends on the synthesis method, measurement technique, and

sample size. In-plane measured thermal conductivities of 11.7 nm and 13.3 nm thick

samples were reported to be 150 W/mK and 225 W/mK at 300 K, respectively [95],

whereas the measured thermal conductivities of 5-layer and 11-layer samples were re-

ported to be 250 W/mK and 360 W/mK at 300 K, respectively [96].

Molecular dynamics simulations offer the ability to investigate material properties

in the absence of experimental complications. However, the accurate representation

of the system requires suitable interatomic potentials. These has been extensively
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Figure 3.1: The in-plane atomic structure of hBN, a is the lattice parameter.

Figure 3.2: The out-of-plane atomic structure of hBN.
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developed for materials such as graphene [97–99], but the number of studies for hBN

is limited. While mechanical and thermal properties such as the bending and tensile

rigidity, Poisson’s ratio, heat capacity, and thermal expansion coefficient have been

considered [100,101], many of these properties have not been characterized accurately

or precisely. Notably, the thermal conductivity of hBN in MD simulations is reported

to be anywhere from 80 W/mK to 1000 W/mK [102,103].

The existing MD simulations only examine the in-plane properties of hBN, and

most consider just a single hBN sheet even though hBN is usually multi-layered in

practice [92,95,96]. This is significant because multi-layered hBN (MLhBN) has ther-

mal and mechanical properties that differ by orders of magnitude along the in-plane

and out-of-plane directions. Experiments on 50-120 µm thick hBN samples found the

in-plane elastic constant c11 and out-of-plane elastic constant c33 to be 811 GPa and

27 GPa, respectively [104]. Similarly, experiments found the thermal conductivity at

300 K to be 250 W/mK and 2 W/mK in the in-plane and out-of-plane directions,

respectively [105].

Since the accuracy of MD simulations is limited by the interatomic potentials

used, the interatomic potential should be able to accurately reproduce relevant be-

haviors at the nano-scales. In the case of thermal properties, this includes collective

motions such as phonon transport [106, 107]. There are just a few studies in the liter-

ature with interatomic potentials which are capable of characterizing the anisotropic

behavior accurately, and the objective of this chapter is to improve on them.

The structure of hBN naturally suggests that the in-plane and out-of-plane atomic

bonding be handled differently. The Tersoff potential [108] is commonly used for the

covalent in-plane interactions between adjacent borons and nitrogens. Originally devel-

oped for Si-Ge and C-Si systems, the potential was eventually extended to hBN [109]

and is now used extensively in the literature [102, 103, 110]. The out-of-plane interac-

tions appear to be mainly governed by Coulombic forces, dispersion forces and Pauli

repulsion, meaning that it would not be appropriate to use the Tersoff potential for

interlayer bonding and a different potential should be used. Lindsay and Broido [110]
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neglected Coulombic forces and assumed same Lennard-Jones 6-12 parameters for all

of the B-B, N-N and B-N interactions in a recent study, but this contradicts (DFT)

calculations that showed that the Coulombic forces play a critical part in stabilizing

the stacking mode and regulating interlayer sliding corrugation [111]. Leven et al. [112]

developed a potential for the interlayer interactions based on extensive DFT simula-

tions. However, this function is computationally expensive for sizable MD simulations,

and potentials calibrated to DFT results do not necessarily give physically reasonable

behavior at finite temperatures [113]. Green et al. [114] proposed a LJ 6-12 potential

with a Coulombic term, with the potential parameters and resulting elastic constants

are calculated theoretically. Since there were few experiments available at that time,

they were able to compare their results only for c33 and did not test the potential

performance for other properties. Kuzuba et al. [115] adopted a similar approach using

the same functional form, but derived the potential parameters from the experimental

structure and elastic constants of MLhBN. However, the derivations of these poten-

tials included some questionable assumptions such as the same parameters for different

types of atomic interactions, and used only the limited experimental data that was

available at that time.

The objective of this study is to derive a computationally efficient and easy to

implement interlayer potential that is capable of reproducing the thermo-physical prop-

erties of hBN accurately, using MD simulations. More recent experimental data is used

to improve the accuracy of existing potentials and a comparison of the potential with

other potentials in the literature is presented.

3.2. Methodology

3.2.1. Potential Function Parameters: Derivation

The calculation follows a similar procedure to that of Kuzuba et al. [115]. Let

Φij(rij) be the interaction energy between the i-th and j-th atoms in two distinct layers
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separated by a distance

rij =
√

(xi − xj)2 + (yi − yj)2 + (zi − zj)2 (3.1)

where the layers are parallel to the x-y plane. The interlayer interaction energy of the

infinite crystal is then

E =
1

2

∑
m

∑
n6=m

∑
i∈Lm

∑
j∈Ln

Φij(rij) (3.2)

where m and n are integer labels for the layers and Lm and Ln are the set of integer

labels for the atoms in layer m and n, respectively. The contribution to the interaction

energy of a single pair of B and N atoms in layer zero (the reference layer) is then

E =
1

2

∑
n 6=0

∑
j∈Ln

ΦBj(rBj) + ΦNj(rNj) (3.3)

where ΦBj and ΦNj are the potentials between the pair of atoms in the reference layer

and atom j. The function defined by Equation (3.3) has attractive, repulsive and

electrostatic components. The repulsive and attractive terms are assumed to be of the

LJ 6-12 type, and Coulomb’s law is used for the electrostatic interactions. This yields

ΦN = −αBjr
−6
Bj + βBjr

−12
Bj +KcqBqjr

−1
Bj (3.4)

ΦB = −αNjr
−6
Nj + βNjr

−12
Nj +KcqNqjr

−1
Nj (3.5)

where the coefficients αBj, αNj and βBj, βNj are assumed to be positive and control

the strength of the attractive and repulsive interactions, q is the atomic partial charge

in units of the elementary charge, and Kc is the Coulombic constant. Since charge

balance requires that the partial charges of the B and N atoms have same magnitude,

the three different interactions (B-B, N-N, B-N) lead to the seven unknowns; αNN , αBB,

αBN , βNN , βBB, βBN and q. This implies that at least seven constraint equations are

required to solve for the parameters of the interlayer potential of MLhBN. The Van der

Waals radius for B is 192 pm [116], much smaller than the 330 pm between hBN layers.
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Neglecting the short range B-B interactions, as is often done for ionic materials [117],

reduces the number of unknowns to five. Since N has a nonbonding electron orbital

that extends above and below the layer [118], the N-N and B-N interactions cannot

similarly be neglected. If Eqns. (3.4) and (3.5) are inserted into Equation (3.3) with

this simplification, the interlayer contribution of the reference pair becomes:

E = −1

2
αBj

∑
n6=0

∑
j∈Ln

r−6Bj +
1

2
βBj

∑
n6=0

∑
j∈Ln

r−12Bj

+
KC

2
qBqj

∑
n6=0

∑
j∈Ln

r−1Bj −
1

2
αNj

∑
n6=0

∑
j∈Ln

r−6Nj+

1

2
βNj

∑
n6=0

∑
j∈Ln

r−12Nj +
KC

2
qNqj

∑
n6=0

∑
j∈Ln

r−1Nj

(3.6)

The attractive and repulsive lattice summations in Equation (3.6) can be evaluated

term-by-term since the atomic positions in the ground state structure are known. It

is observed that these summations converge with 400 atoms in each layer, and the

calculations are done for 900 atoms in a layer.

The Coulombic contribution to the interaction energy is only conditionally con-

vergent, preventing similar evaluation of these sums. The Ewald summation method

is used, following a procedure described elsewhere [114, 115], to replace those with

exponentially decaying sums over the in-plane reciprocal lattice vectors ~g. The mathe-

matical derivation of the method is given in Appendix A.1. This yields the energy due

to electrostatic interactions as

Ec = KCq
22π

A

∑
~g

cos(~g · ~u) exp(−|~g|d) (3.7)

where A is the area of the real-space unit cell (0.0543 nm2), ~u is the lateral shift of the

layer relative to the reference layer, and d is the distance between neighboring layers.

Equation (3.7) replaces the summations over r−1 in Equation (3.6). As a result, the

interlayer potential E can be defined as a function of five fitting parameters, together

with ~u and d as determined by the structure.
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Constraints on this function include the DFT equilibrium layer separation, ex-

perimental c33 and c44 values, and the binding energy at equilibrium. This yields 4

constraints and 5 unknowns, leaving an undetermined system of equations. This is re-

solved by assuming that the potential function for rhombohedral boron nitride (rBN) is

identical to hBN, differing only in the registration of neighbouring layers; the stacking

of rBN shifts the third layer by one B-N bond length in the in-plane direction as shown

in Figure 3.3. The experimental equilibrium layer separation, c33 and c44 values, and

binding energy at equilibrium for rBN provide four additional constraints.

Figure 3.3: Schematic for hBN and bond shifted structure of rBN.

The experimental lattice parameters are reported as a = 0.2506 nm and c =

0.6657 nm (Figure 3.1) for hBN [104], and a = 0.2504 nm and c = 0.6667 nm for

rBN [119]. Since the derivation procedure effectively calibrates the potential for the 0

K structure, the experimental room temperature lattice constants are larger than the

ideal because of thermal expansion. Therefore the interlayer distance, d, is taken to

be 0.320 nm for hBN and 0.319 nm for rBN as predicted by DFT calculations at 0

K [120]. The requirement that the potential be at a minimum at the equilibrium layer
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spacing yields two constraint equations, one for hBN and one for rBN:

∂E

∂z
=
∑
n6=0

∑
j∈Ln

∂φ(rij)

∂zij

∣∣∣∣
zij=nd

= 0 (3.8)

where zij is the z-component of the atomic separation. The following four constraint

equations are obtained by relating the experimental elastic constants to the second

derivatives of Equation (3.3).

∂2E

∂z2
=
∑
n6=0

∑
j∈Ln

∂2φ(rij)

∂z2ij

∣∣∣∣
zij=nd

=
c33A

d
(3.9)

∂2E

∂x2
=
∑
n6=0

∑
j∈Ln

∂2φ(rij)

∂x2ij

∣∣∣∣
zij=nd

=
c44A

d
(3.10)

Equations (3.9) and (3.10) are evaluated with the atoms in the 0 K equilibrium

positions. Experimental elastic constants for hBN [104] and rBN [119] are evaluated for

the room temperature equilibrium interlayer spacing in an attempt to handle thermal

softening. The last two constraint equations simply equate Equation (3.3) to an overall

binding energy. The values of the elastic constants and theoretical binding energy per

pair of atoms are taken from the literature, and are shown in Table 3.1. The resulting

overdetermined system is solved by least squares minimization to find the parameters

reported in Table 3.2 [121]. These are presented for the following type of LJ 6-12

function.

φ(rij)LJ = 4εij

[
−
(
σij
rij

)−6
+

(
σij
rij

)−12]
+KCqiqjr

−1
ij (3.11)

where Kc is Coulombic constant, σ, ε, and q are the potential parameters.
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Table 3.1: Target constraint equation values, the 0 K least square solution, and 300 K

MD results.

MD Fitted Target

∂E
∂z

(kcal/moleÅ) - 0 0

∂E
∂z

(kcal/moleÅ) - 0.3299 0

chBN
33 (GPa) 29.9086 26.876 27 [104]

crBN
33 (GPa) - 28.5822 28.5 [119]

chBN
44 (GPa) 5.1873 7.5855 7.7 [104]

crBN
44 (GPa) - 2.166 2.052 [119]

EhBN
b (kcal/mole) -3.5949 -1.9332 -1.9063 [114]

ErBN
b (kcal/mole) - -1.8204 -1.8516 [114]

Table 3.2: Fitting parameters of the proposed study and others from the literature.

This work Ref. [114] Ref. [115]

εBN(kcal/mole) 0.007 0.0476 0.0872

εNN(kcal/mole) 0.2496 0.0544 0.027

σBN(nm) 0.375 0.34256 0.3137

σNN(nm) 0.31461 0.33106 0.38013

q(e) 1.1378 1.15 1.05
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3.2.2. Performance of Potential Function: MD Simulation Details

MD simulations were used to evaluate the performance of the LJ 6-12 potential

derived in Section 3.2. An hBN model with 12 layers (shown in Figure 3.1) ensured

sufficient length in the z direction to allow the application of small strains without

periodic boundary effects. The model was 5×4.7 nm2 in plane, and included 10560

atoms spaced according to the equilibrium spacing of hBN with periodic boundary

conditions in all directions. The timestep was set to 1 fs, orders of magnitude smaller

than the estimated phonon lifetime in transverse mode for hBN [110]. A standard

Tersoff potential [109] was employed for the intralayer interactions, and the proposed

LJ 6-12 potential from Section 3.2.1 and two potentials from the literature [114, 115]

(shown in Table 3.2) were used for the interlayer interactions. Cutoff distances were

set to 0.8 nm for the attractive and repulsive terms. The energy of the system was first

minimized, then the temperature and pressure were equilibrated using the isothermal-

isobaric ensemble (NPT) at specified temperature. All components of the stress tensor

were independently set to 0 atm for 20 ps, at which point the system was observed to

be in equilibrium. All MD calculations were carried out in LAMMPS [79].

3.2.2.1. Elastic Constant Calculations. After stabilization, the system was switched

to the canonical ensemble (NVT) and the stress tensor was measured for 100 ps. The

simulation box was then deformed, the system energy was minimized, and the stress

tensor was averaged over 100 fs intervals in the deformed condition for an additional

100 ps. Note that the individual stress components must be controlled separately due

to the orthotropy of MLhBN. Strain was applied in tension or compression in the z

direction, or as a shear in the x direction on the z face. For sufficiently small strains,

the elastic constants can be calculated as follows:

c33 =
σd
zz − σi

zz

εzz
(3.12)

c44 =
σd
xz − σi

xz

γxz
(3.13)
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where εzz and γxz are the imposed normal and shear strains, and the superscripts d

and i respecively denote the deformed and initial stages for the stress component σ,

respectively.

3.2.2.2. Thermal Conductivity Calculations. The same initial simulation conditions

and equilibration procedure were used as for the elastic constant calculation, and the

thermal conductivity of MLhBN in the out-of-plane direction was estimated using

RNEMD with the Muller-Plathe algorithm [76]. The simulation box was divided into

12 slabs along the out-of-plane direction with each slab containing one hBN sheet,

and a heat flux was applied in this direction by exchanging the velocities of atoms in

different slabs. Velocity swapping occurred every 100 fs, with the two atoms with the

highest velocities in one slab and the lowest velocities in the other being swapped. After

NPT equilibration, the ensemble was switched to the NVE, a heat flux was applied to

the system for 50 ps, and the temperature difference between the hot and cold slabs

was measured for another 500 ps. The temperature of a slab was calculated with the

formula

T =

∑
miv

2
i

3NkB
(3.14)

where mi is the mass, and vi is the velocity of the ith atom, N is the number of atoms,

and kB is Boltzmann’s constant. The temperature gradient was averaged over 100 fs

intervals. We observed that the heat flux and temperature gradient had converged for

the last 400 ps, meaning that the system had reached steady state. Once the heat flux

and the temperature gradient were calculated, the thermal conductivity was estimated

using Fourier’s law:

k =
q′′

∂T/∂z
(3.15)

where q′′ is heat flux per unit area and ∂T/∂z is the temperature gradient along the

out-of-plane direction.
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3.3. Results and Discussion

3.3.1. Potential Functions

The interatomic distance vs. potential energy is shown for the derived potential

and the potential offered by Green et al. [114] in Figure 3.4. The proposed potential

has a noticeably higher binding energy for the N-N interaction.

Figure 3.4: Potential energy vs. interatomic distance for proposed LJ 6-12 potential

(in the form of (3.11)) and Green et al. [114].

3.3.2. Stability of the Structure

The equilibrium interlayer spacing is calculated from MD simulations by averag-

ing the distance between layers, and is presented for the derived potential and those of

Green et al. [114] and Kuzuba et al. [115] in Figure 3.5. Our potential deviates 2.25%

from the experimental value of 0.33 nm, while the other potentials deviate by 3% and

6%, respectively. A corresponding trend is also observed for the density of MLhBN in

Figure 3.6, where the other potentials underestimate the density as compared to the

proposed potential. It can be observed that the potentials in the literature overestimate

the interlayer spacing while the derived potential slightly underestimates it.
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Figure 3.5: Layer spacing for MLhBN calculated by MD simulations.

Figure 3.6: Density for MLhBN calculated by MD simulations.
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3.3.3. Elastic Constants

The temperature and pressure responses of the model with the proposed potential

are shown in Figures 3.7 and 3.8. The system is equilibrated for 100 ps and the

components of the stress tensor are averaged over 100 fs intervals. Then the system is

deformed and evolved for 200 ps, with 100 ps for the system to converge and 100 ps to

average the stress components.

Figure 3.7: Temperature equilibrium of MD simulations for 12 layers hBN model at

300 K.

Figure 3.8: Stress equilibrium of MD simulations for 12 layers hBN model at 300 K.

Stress-strain plots for simulations and experiment [104] are presented in Figures

3.9, 3.10 and 3.11. The elastic constants c33 (in compression and tension), and c44 for

three different strain values for each of the three interlayer potentials are also evaluated

from stress-strain plots and compared with the experimental values in Table 3.3. Figure
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3.9 shows that the proposed LJ 6-12 potential parameters slightly overestimates the

experimental c33 in compression, whereas the others slightly underestimate. However,

MD results of the proposed LJ 6-12 potential is much closer to the experimental c33 in

tension than the others as seen in Figure 3.10. More precisely, a relative error of 11.5%,

while those of Green et al. [114] and Kuzuba et al. [115] have relative errors of 28.6%

and 41.4% as seen in Table 3.3. The reason that c33 is higher in compression than

tension is the asymmetry of the potential. The improved accuracy of the proposed LJ

6-12 potential, when compared to the other potentials can also be observed for c44 in

Figure 3.11.

Figure 3.9: MD results of c33 in compression using three different interlayer potentials.

Figure 3.10: MD results of c33 in tension using three different interlayer potentials.

The more accurate elastic constants suggest that the proposed LJ 6-12 will model

transverse phonon modes more accurately, compared to the other potentials. Note that

the experimental value of c44 may be artificially high. This can be attributed to the
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Figure 3.11: MD results of c44 using three different interlayer potentials.

use of pyrolytic samples [105], which generally have some covalent bonding between

layers. These covalent bonds stiffen the structure, whereas our model assumes a perfect

crystal.

Table 3.3: Elastic constants in GPa, and the percentage errors are presented in

parenthesis.

c33 (tension) c33 (compression) c44

This work 23.9(11.5%) 31.2(15.6%) 5.25(31.9%)

Green et al. [114] 19.3(28.6%) 24.98(7.5%) 2.73(64.6%)

Kuzuba et al. [115] 15.83(41.4%) 21.56(20.1%) 2.67(65.4%)

Experiment [104] 27 27 7.7

3.3.4. Thermal Conductivity

The thermal conductivity is calculated in the out-of-plane direction for the three

different potentials at five different temperatures in the interval from 200 K to 400

K. Temperature is plotted vs. non-dimensional length (z∗ = z/L) in the out-of-plane

direction in Figure 3.12 for the proposed LJ 6-12 potential at an average temperature

of 200 K, 250 K, 300 K, 350 K and 400 K. Only half of the simulation box is considered

since the system is symmetric in the z dimension due to the nature of the Muller-Plathe
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algorithm. Linear temperature profiles are obtained for all five different cases, allowing

Fourier’s law to be applied.

Figure 3.12: Temperature profile along out-of-plane direction of MLhBN.

The thermal conductivity calculation is repeated for different numbers of layers

to determine if there is any size effect. Results for all three potentials are presented

for 6, 8, 10, 12, 14, and 16 layers in Figure 3.13. The absence of information about

the number of layers in experiments precludes us from making a detailed comparison

of thermal conductivity for each number of layers; however, the thermal conductivity

in MD tends to increase with number of layers up to 14 layers. This is attributed

to increased phonon boundary scattering for small models. Since there appear to be

no significant changes in thermal conductivity from 12 layers to 16 layers, apart from

fluctuations, the thermal conductivity of the 12 layer model is considered to be sufficient

for the further analysis.

The thermal conductivity of MD simulations as a function of temperature for

the different potentials is also considered, with the results presented in Figure 3.14.

The proposed LJ 6-12 potential has the same (fluctuating) decreasing trend in thermal

conductivity as the experimental studies [105]. The potentials of Green et al. [114] and

Kuzuba et al. [115] fluctuate more and do not follow the experimental trend as well

as the proposed potential. Moreover, the proposed potential predicts higher conduc-

tivities than the others, and its predictions are closer to experiments. More accurate

representation of the transverse phonon modes may lead to this slight improvement
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Figure 3.13: Out-of-plane thermal conductivity results for different potentials for

different number of layers.

of the thermal conductivity. All MD results are lower than the reported value of

2 W/mK, [105] though. This is reasonable because the experimental samples were

pyrolytic with covalent bonds that could enhance the phonon transport along the out-

of-plane direction. Hence, this difference in thermal conductivity is attributed to the

ideal structure assumption in our models. The average errors with respect to the exper-

imental thermal conductivity results in Figure 3.13 and Figure 3.14 are also presented

in Table 3.4.

Figure 3.14: Out-of-plane thermal conductivity results of different potentials for

different temperatures.
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Table 3.4: Average thermal conductivity percentage errors with respect to the

experiments (for the results of Figure 3.14 and Figure 3.13) for different potentials.

Figure This work Ref. [114] Ref. [115]

3.14 30.2 41.5 53

3.13 16 23.4 43

3.4. Conclusion

A new interlayer potential composed of Lennard-Jones 6-12 terms and a Coulom-

bic term is developed for multi-layer hexagonal boron nitride. The derivation follows

a similar fitting procedure to Kuzuba et al. [115], but is calibrated with more recent

experimental data for the hexagonal boron nitride and the rhombohedral boron ni-

tride structures. The calibration is performed by a least squares minimization, and

molecular dynamics simulations allow the performance of the proposed potential to

be compared with two others with regard to interlayer spacing, elastic constants, and

thermal conductivity. The proposed potential is found to predict the interlayer spacing

more accurately, while errors for c33 predictions in compression are similar for all three

potentials. The proposed potential again leads to the smallest error for c33 predictions

in tension and for c44 predictions. More accurate elastic constants suggest that the

proposed potential better reproduces phonon modes in the out-of-plane direction.

The thermal conductivity is evaluated for the three potentials using the Muller-

Plathe algorithm and the RNEMD method [76] as a function of temperature and the

number of layers. The size effect is found not to be significant for systems with more

than 10 layers. The thermal conductivity of the 12 layer model with the proposed

potential decreases with increasing temperature, consistent with the increased phonon

scattering that occurs in experiments. Overall, the proposed potential is found to more

accurately predict properties such as density, elastic constants and thermal conductiv-

ity, and it is believed that this improvement will lead more accurate MD simulations

of multi layer hexagonal boron nitride.
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4. NANOLAYERING AROUND AND THERMAL

RESISTIVITY OF THE WATER-HEXAGONAL BORON

NITRIDE INTERFACE

4.1. Introduction

Solid-liquid interfaces have been extensively studied due to their critical impor-

tance in a variety of physical phenomena, including electrochemical deposition [122],

adsorption of proteins [123], solid-melt systems [124], etc. However, there are still open

questions regarding the dynamics and wetting properties of solid-liquid interfaces [125].

In colloidal suspensions of nanoparticles (nanofluids), the interfaces are believed to be

one of the main heat transfer enhancement mechanisms [3]. This has encouraged the

development of a literature on interfaces in nanofluids, mainly concerned with clarifying

and understanding the physical phenomena involved. These studies use experimental,

numerical modelling, and theoretical approaches.

The nanolayer is a dense liquid layer that forms around the nanoparticle, and

its effect on the heat transfer enhancement of nanofluids is unclear. Most theoretical

approaches to the interfacial properties of nanofluids introduce nanolayering in effective

medium theories by modifying the Maxwell [33] or Hamilton-Crosser [34] equations.

The Hamilton-Crosser equation for the thermal conductivity enhancement in nanofluids

was developed for non-spherical particles [126], though other similar mathematical

relations can be found in the literature [127, 128]. However, effective medium theories

rely on empirical parameters that depend on the material type and shape, limiting the

generality of the model. These calculations also assume a continuous medium even

though the nanolayer has a thickness in the order of nanometers.

Molecular dynamics can be used to study a variety of interfaces and interfacial

properties [129–131], provided that suitable interatomic potentials have been found.

For example, a NEMD simulation was performed of a Cu-ethylene glycol nanofluid,
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and the thermal conductivities of the nanofluid and nanolayer were calculated [132].

The results did not agree with experimental thermal conductivity data. These stud-

ies mostly rely on the Lorentz-Berthelot rule to define the interatomic potential at

the interface; this simply averages the LJ 6-12 parameters of the solid and the liq-

uid phases, and does not have a rigorous justification. The interatomic potential at

the interface should ideally be derived from experimental data or more fundamental

numerical results, and should be validated to ensure that it adequately captures the

thermo-physical behavior at the interface.

Eapen et al. [133] studied the effect of the interatomic potential between the

solid and liquid phases for LJ fluids by changing the energy parameter of the LJ 6-12

function. They showed that the nanolayering and thermal conductivity enhancement

of the nanofluid both increase with the energy parameter. Sikkenk et al. [134] used MD

simulations to find the potential parameters between solid and liquid phases using the

wetting and drying transitions. They suggested further investigation of van der Waals

forces at different interfaces. Maruyama et al. [131] studied the contact angle of a

liquid droplet on a solid surface using MD simulations, and showed that the interfacial

properties depend strongly on the interatomic potential between atoms in the solid

and liquid phases. They also reported that changing the energy parameters of the LJ

6-12 potential between the two phases changed the liquid density in the vicinity of the

surface, but not the thermal conductivity. The effect of interfacial thermal resistance

was not considered in this study.

A similar approach was followed by Leroy and Muller-Plathe [135], who found

the surface free energy and contact angle for different LJ interaction parameters. The

work of adhesion of the water-graphene interface was calculated by Leroy et al. [136]

as a function of the energy parameters of the LJ612 potential. Coulombic interactions

were neglected and relegated to the future work. Geysermans et al. [137] used the

experimental cohesive energy to define the interatomic potential between liquid Ar

and solid Cu and investigated the liquid layering on metal surfaces by means of the

density profile, interfacial atomic vacancies, and adsorption of the liquid. Vanzo et

al. [138] showed that the energy of the solid-liquid interface changes dramatically when
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Coulombic interactions are included and the partial charges of the surface atoms are

varied in a graphene and water system. Bratko et al. [139] came to a similar conclusion

by studying electrowetting in a nanopore geometry. Giovambattista et al. [140] showed

that the hydrophobicity of a silica-water interface could be controlled by scaling the

surface charges of the atoms. They found a significant variation in the contact angle

for different surface dipole moments, showing that the effect of surface charges on the

interface interactions can be substantial. Considering the limited knowledge about

interfacial interactions and the validity of LB mixing for the LJ 6-12 parameters in the

literature, our conclusion is that there is still much work to be done in understanding

solid-liquid interactions and interfacial properties in MD simulations.

In particular, the Kapitza resistance is the interfacial thermal resistance at solid-

liquid interfaces, and likely has a strong effect on the thermal conductivity enhancement

in nanofluids. One study of a pump-probe setup involving a nanoparticle considered the

cooling rate of the nanoparticle as a function of the attractive part of the LJ612 func-

tion [141]. No thermal conductivity enhancement was observed, and the researchers

attributed this to the presence of a Kapitza resistance at the nanoparticle-liquid inter-

face. This resistance was observed in a NEMD study [142] as well, where the temper-

ature jump at the interface was found to depend on the attractive parameters of the

LJ interaction between the solid and liquid. The Kapitza length at Ar-graphite and

Ar-Ag interfaces was calculated using many body potentials for graphite and Ag [130].

This study considered the temperature effect on the Kapitza length, and the investi-

gation of more complex surfaces and the effect of electrical charges and polar fluids

were suggested as future work. All of these studies used LB mixing for the LJ 6-12

parameters that define the solid-liquid interactions.

Most of the studies mentioned above show some nanolayering at the interface

for simple monoatomic substances. However, the materials of interest for nanofluids

typically involve more than pairwise potentials and require more complex dynami-

cal analysis. Wei et al. [143] studied a solid-liquid problem where they explored the

wetting properties of graphene oxide with water, combining MD simulations and the-

oretical analysis. One of their major findings was that the contact angle can change
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depending on the surface roughness in experimental samples, whereas most numerical

studies assume perfectly flat surfaces. The effect of wrinkles and surface defects on

the contact angle was also mentioned by Li and Zeng [144], who performed quantum

molecular dynamics (QMD) simulations of graphene and hBN monolayers. They also

estimated the charges of carbon, boron, and nitrogen atoms in the presence of water

using DFT and the Born-Oppenheimer approximation. The effect of temperature and

system size on the contact angle of a water droplet on graphite and hBN surfaces was

investigated [145], and properties such as the wetting temperature and line tension

were calculated but not compared with experimental data. Water-carbon nanotube

(CNT) and water-graphene interfaces were studied to investigate the liquid structure

near the solid using first principle MD calculations [146]. They reported that differ-

ent interatomic potentials between the solid and liquid correspond to different liquid

behaviors at the interface, demonstrating the necessity of improved fitting procedures

for this purpose. Quantum simulations and MD simulations were used to study the

wetting properties of a hBN nanolayer by fitting the charges of boron and nitrogen

atoms for specific geometries including a rhodium substrate [147]. This showed that

the interfacial energy between hBN and water was very close to the surface energy of

water. A very recent study presented by Wu et al. [148] proposed to obtain potential

parameters by combining diffusion Monte Carlo (DMC), random phase approximation

(RPA), and MD methods to simulate the formation of a water droplet over a hBN

surface. The nano-droplet contact angle was extrapolated to the macro-scale result by

using the modified Young’s equation, though the line tension is extremely difficult to

measure physically.

The main purpose of this study is to develop a new method to calibrate in-

teratomic potentials at the solid-liquid interface. This involves changing the partial

charges of the surface atoms until the simulated surface energy of the interface satisfies

Young’s equation for the experimental surface energy of the solid and the liquid, and

the experimental contact angle. The calibration method is applied to the hBN-water

system. hBN is of particular interest due to its advantageous thermal and mechanical

properties [92–94]. The effects of different potential parameters and system size on

the calculated interfacial potential at the interface, the formation of a nanolayer, and
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thermal conduction at the interface are investigated.

4.2. Theory and Method

4.2.1. General Approach

The contact angle is one of the major properties of a solid-liquid interface that is

measurable from experiment, though the interfacial energy is more readily accessible

from simulations. We propose to convert the contact angle to an interfacial energy and

to use this to calibrate the interatomic potential. The conversion is accomplished by

means of Young’s equation:

γs − γsl − γl cos(ΘC) = 0 (4.1)

where ΘC is the contact angle, γl is the surface energy of the liquid with vacuum, γs

is the surface energy of solid with vacuum, and γsl is the interfacial energy of the solid

and liquid. Equation (2.2) is assumed for the interactions between water and hBN

atoms. Our intention is to adjust the partial charges of the hBN surface atoms in such

a way that γsl defined by Equation (4.2) and is calculated by Equation (4.3) satisfies

Equation (4.1) based on the experimental values of contact angle, γs, and γl.

Other studies generally attempt to calibrate surface interactions through εij, or

simply use the Lorentz-Berthelot rule to specify this parameter. The motivation for

changing the partial charge instead of εij is that the partial charge is affected by the

presence of other charges in the environment, while the inner shell electron distribution

is unlikely to change significantly. Note that the partial charges of nitrogen and boron

are assumed to be equal and opposite to maintain charge balance.
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For a given charge, γsl is calculated from simulations based on the definition [149]:

γ =

(
∂I

∂A

)
S,V,N

(4.2)

where I is the internal energy of the system, A is the interfacial surface area, S is

the entropy, V is the volume, and N is the number of atoms. This derivative is

approximated by the finite difference:

γ = 0.5

(
I12l − I8l
A12l − A8l

)
S,V,N

(4.3)

where the subscripts 12l and 8l correspond to 12-layer and 8-layer models, respectively.

The number of layers is selected considering the effect of the number of layers on the

thermal properties of hBN [13]. These models are discussed in more detail in the

following sections.

4.2.2. Models

Surface energies are calculated by MD simulations using several different models

with different dimensions. The 8-layer hBN model is shown in Figure 4.1, and the

simulation cell filled with water molecules in the remaining volume is shown in Figure

4.2. The 8-layer and 12-layer models contain same number of borons and nitrogens,

and differ in the y-dimension as shown in Figure 4.3. The difference of the internal

energies allows γsl to be calculated by means of Equation (4.3). Since the simulation

cells do not involve a droplet, there is no need to use the modified Young’s equation.

The 8-layer and 12-layer models are used together for the contact angle calibration,

and the 8-layer model is also used for the estimation of nanolayer thickness and density

analysis in the absence of a thermal load. Temperature, volume and number of atoms

were kept constant throughout using the NVT ensemble.

The thermal properties of the interface are calculated using a model with two

hBN particles. The two particles have similar structures to the 8-layer particles in the
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previous models, and each contain 5408 nitrogens and 5408 borons. The particles were

located in the intervals 3.7-6 and 11.9-14.2 nm along the z direction in a simulation cell

of dimensions 5.7×6.5×18.3 nm3. The empty simulation volume was filled with 15876

water molecules. This model is used with the Muller-Plathe algorithm for RNEMD.

Figure 4.1: MD models of pure hBN.

4.3. Problem Statement

4.3.1. Problem Details

The partial charges of boron and nitrogen have been reported to significantly

affect the interaction between the two phases in the water-boron nitride nanotube

system [150], and the same is expected for the partial charges of the hBN layer at

the interface of a hBN particle and a second phase. Furthermore, these are expected

to be different from the partial charges of layers in the interior of the particle due to

the absence of mitigating partial charges in the external half space. Calibrating the

partial charges of the hBN layer at the interface should therefore give a more accurate

description of any phenomena there. An experimental contact angle is required to

follow the calibration procedure described in Section 4.2, though surface roughness and

related defects can change the contact angle as discussed previously [143, 144]. These
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Figure 4.2: MD models of one particle hBN.

Figure 4.3: Surface areas of 8-layer and 12-layer models.
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studies suggest that roughness increases the hydrophilicity of the surface, and decreases

the contact angle. This likely contributes to the difference in experimental [151] and

QMD results [144] where the contact angle is reported to be in the interval 33o to

77o and 86o, respectively. The same effect is likely responsible for the variation in

other experimental results from 40o to 160o [152–157], where samples with different

preperation methods have different surface morphologies. Since the hBN surfaces in our

models are atomically flat, we prefer to use experiments with the minimum roughness.

The experimental reference value for the contact angle measurement is chosen to be

67o from Li et al. [154], since they achieved hBN films with very little roughness and

a small air-liquid contact friction. The experimental surface energy is taken to be 72

mJ/m2 from Ref. [151].

Many interface studies assume stationary solid substrates. This is not possible

when studying interfacial thermal resistance since kinetic energy must be exchanged

between the phases. Allowing motion of substrate atoms introduces a complication as

the density calculations to identify the nanolayer must be performed with respect to a

moving interface. The position of the surface is calculated as the average z-coordinate

of borons and nitrogens in the surface layer.

4.3.2. Size Effect

Twelve models with several different dimensions are used to investigate the size

effect on our calculations. The x-dimension is roughly 6.1 nm and fixed for all models,

the y-dimension is varied to obtain different interface areas, and the initial z-dimension

is approximately 11.3 nm for 8-layer models and 17 nm for 12-layer models. The

resulting number of atoms and y-dimensions are presented in Table 4.1.

The planar elastic modulus c11 is reported as 750 GPa for hBN, and the resulting

strain energy for 1% in plane strain is on the order of 10 mJ/m2. Since γsl is also on the

order of 10 mJ/m2, the fluctuations in strain energy with NPT boundary conditions can

obscure the calculation of the surface energy. We introduce the following procedure

to avoid this excessive strain energy difference: The smallest model with 8 layers
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is created, and the x and y dimensions are recorded after NPT equilibration in all

directions. Then the x and y positions of hBN atoms in the larger models are scaled

with respect to the dimensions of the smallest model, and the simulation is performed

with volume control.

Table 4.1: y-dimension and number of atoms for different models used in the

investigation of the size effect.

8-layer 12-layer

NhBN Ntotal Ly (nm) NhBN Ntotal Ly(nm)

13440 51738 7.59615 13440 51738 5.06468

26880 103482 15.19405 26880 103482 10.12936

40320 155226 22.79107 40320 155226 15.19405

53760 206970 30.38809 53760 206970 20.25873

67200 258714 37.98511 67200 258714 25.32341

80640 315246 45.58214 80640 315246 30.38809

4.3.3. Force Fields

Interactions within the water are described using the flexible TIP3P poten-

tial [158]. Interactions within the solid depend on the orientation of the bond. The

Tersoff potential with the parameters of Albe et al. [109] is used for the covalent bonds

between B and N atoms in the plane. The interlayer interactions (z-direction in Figure

4.1) use the LJ 6-12 potential and Coulombic interactions with the parameters from our

previous study [13]. Water-hBN interactions include the LJ612 potential and Coulom-

bic interactions, but with three different sets of parameters. The first uses LB mixing

to define the LJ 6-12 parameters, using the parameters from our previous work [13].

The second uses the LJ 6-12 parameters and charge values for a water-boron nitride

nanotube as given by Hilder et al. [150]. The fitting procedure used DFT and consid-

ered the interaction between water and B and N in a nanotube geometry. Despite these

geometric differences, the parameters of Hilder et al. [150] are the best candidates for

TIP3P water-hBN interactions in the literature to our knowledge. The third uses the
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LJ 6-12 parameters of Hilder et al. [150] but adjusts the partial charges of the B and

N atoms in the surface layers. For reference, the interfacial Lennard-Jones parameters

from the literature are reported in Table 4.2. The regions where each interatomic po-

tential is applied are shown in Figure 4.4.

Table 4.2: Interfacial LJ parameters of 3 different models that are used in this study.

LB denotes Lorentz-Berthelot and MC denotes Modified Charges. Parameters of

Model 2 and Model 3 are taken from Ref. [150], and those of Model 1 are from

Ref. [13].

Model 1 Model 2 Model 3

(LB Ref. [13]) (Ref. [150]) (MC Ref. [150])

εNO(kcal/mole) 0.159 0.144 0.144

σNO(nm) 0.317 0.303 0.303

εBO(kcal/mole) - 0.215 0.215

σBO(nm) - 0.310 0.310

q(e) 1.1378 0.975 1.1205

Coulombic interactions are calculated using the PPPM solver, the initial velocities

of the atoms are uniformly distributed, and the system energy is minimized before

equilibration. All simulations are equilibrated with the NVT ensemble as described in

Section 4.3.2 for 100 ps, more than enough to observe stabilization of the temperature

(300 K), and energy. For surface energy calculations, the potential energy of the system

is recorded for 50 ps in the NVT ensemble at 300 K. For simulations with temperature

gradients, the system is further equilibrated for a 100 ps in the NVE ensemble while

the RNEMD velocity exchange algorithm [76] is applied, and the temperature profile

is calculated in the NVE ensemble for further 300 ps. Different procedures are applied

after the equilibration stage depending on the properties being investigated. All MD

simulations are performed with LAMMPS.
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Figure 4.4: Schematic of different potentials used for water, interlayer interactions of

hBN, and interface.

4.4. Results and Discussions

4.4.1. Contact Angle Fitting

The values of γsl estimated using the Lennard-Jones parameters of Hilder et

al. [150] as a function of the charge of the surface atoms and system size are shown in

Figure 4.5.

There appears to be a noticeable size effect on the calculated γsl for interface areas

smaller than 50 nm2, with random fluctuations observed thereafter. The resulting γsl

for each surface charge value is calculated by averaging the γsl of the largest three

models of Figure 4.5, where DA is larger than 50 nm2. Then the calculated γsl for

different surface charges along with the experimental γsl are plotted in Figure 4.6. γsl

is observed to depend linearly on the surface charge, and the resulting surface charge

is estimated by linear interpolation in Figure 4.6.
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Figure 4.5: Surface energy results of Equation (4.3) for different interface areas and

surface charges. DA is the denominator of Equation (4.3) for different sized models.

Figure 4.6: Surface energy results of Equation (4.3) using MD for different surface

charges, the surface energy results of Equation (4.1) using experimental data [151],

and the linear fit to MD results for interpolation.
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The γsl values found by Equation (4.3) are sensitive to the partial charges, and

show a trend similar to that of Vanzo et al. [138] for the graphene-water system. More-

over, a preliminary calculation considering the interaction with three water molecules

above a hBN surface suggest that the derivative of Coulombic energy per unit area with

respect to surface charge is on the order of 102 J/m2e, similar to the slope in Figure

4.6. The resulting surface charge is found to be 1.1205 e using linear interpolation.

4.4.2. Nanolayering Near the Surface

The number density of water molecules in the vicinity of the hBN surface is

measured to identify the effect of the surface charges on nanolayering. The bins are

slabs of depth ranging from 0.01 to 0.1 nm perpendicular to the surface, and are defined

relative to the average position of atoms in the surface layer of the hBN particle. The

number density of water molecules in a slab is estimated by averaging the number of

oxygen atoms per volume every 10 fs for 300 ps after equilibration. The results are

averaged over the two surfaces of the hBN particle, normalized with respect to the

bulk number density of water. The effect of interface area on the nanolayer density

calculations is considered first, and presented in Figure 4.7 for different interface areas

with Model 3. Changing the interfacial area has no visible effect on the nanolayer

density profile. Therefore, the smallest model with a 45 nm2 surface area is used in

the rest of the chapter.

Figure 4.8 shows the nanolayer density profile as a function of distance from

the surface. The density peak around 0.31 nm from the surface is an indication of

nanolayering, in agreement with previous radial distribution calculations for solid-liquid

problems [159]. Our analysis obeys the simulation symmetry though, whereas a radial

distribution function would not. There is no significant change in the position or height

of the nanolayer peak between Model 2 and Model 3; however, there is a substantial

difference between those two cases and and Model 1 where LB mixing is used for the

LJ 6-12 parameters. Models 2 and 3 lead to a 45% density increase with respect to

Model 1 at the peak density position. We conclude that the LJ parameters have a

significant effect on the density of the nanolayer, whereas no significant surface charge



69

Figure 4.7: Density profile of nanolayer for 8-layer one particle models with different

interface area using Model 3. N* is the number density of water molecules

normalized with respect to bulk water and r is the distance from the surface.

Figure 4.8: Density profile of nanolayer for 8-layer one particle model. N* is the

number density of water molecules normalized with respect to bulk water and r is the

distance from the surface. Parameters of the models are taken from Table 4.2.
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effect is observed between Models 2 and 3.

4.4.3. Interfacial Thermal Resistivity

Interfacial thermal resistance has been studied extensively in the literature, and

most studies calculate the Kapitza length using an interaction potential with LJ 6-

12 parameters given by the Lorentz-Berthelot rule. Figures 4.5 and 4.6 suggest that

these models could give unreasonably weak interactions and underestimate the thermal

conductivity enhancement of the nanolayer. This motivated our study of the thermal

characteristics of the water-hBN interface using RNEMD with the Muller-Plathe algo-

rithm for the two particle model.

Figure 4.9: Density profile of nanolayer for 8-layer model at different surface

temperatures according to Model 1 of Table 4.2. N* is the number density of water

molecules normalized with respect to bulk water and r is the distance from the

surface.

The number density profiles of water molecules near the surface are shown in

Figures 4.9, 4.10 and 4.11 for the three different solid-liquid interactions (given in

Table 4.2). The temperature gradient induced by velocity swapping in the RNEMD

algorithm raises the temperature of one side of the surface to 326 K and lowers the

other to 300 K.
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Figure 4.10: Density profile of nanolayer for 8-layer model at different surface

temperatures according to Model 2 of Table 4.2. N* is the number density of water

molecules normalized with respect to bulk water and r is the distance from the

surface.

Figure 4.11: Density profile of nanolayer for 8-layer model at different surface

temperatures according to Model 3 of Table 4.2. N* is the number density of water

molecules normalized with respect to bulk water and r is the distance from the

surface.
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Figures 4.9, 4.10 and 4.11 show that the nanolayer is denser with increasing

temperature. The distance from the surface that the water reaches the bulk density

is consistently around 0.3 nm. This distance is used as the starting point to create

bins that are slabs of depth (0.1 nm) perpendicular to the surface to measure the

temperature profile. The size effect on the temperature profile is quantified first, as it

was done for the density calculations. The temperature profiles for different interfacial

areas using Model 3 were estimated by averaging the temperature of each bin over

samples taken every 10 fs for total 300 ps, and are presented in Figures 4.12, 4.13 and

4.14.

Figure 4.12 shows that a linear temperature profile is achieved with the Muller-

Plathe algorithm; this exchanges the velocities of pairs of particles in specified cold and

hot regions (20, 40 and 60 oxygen atoms for 45 nm2, 90 nm2 and 135 nm2 interface

areas, respectively), and does not control the temperature directly. For this reason the

maximum temperature and the temperature gradient in the liquid are not the same in

all cases. The most significant feature of Figures 4.12, 4.13 and 4.14 is the temperature

jump at the interfaces indicating the existence of an interfacial thermal resistance that

depends on the choice of potential. The thermal resistivity and thermal conductivity

are calculated as

R =
∆T

q′′
(4.4)

k =
q′′

δT/δz
(4.5)

where R is the thermal resistivity, ∆T is the temperature difference between the surface

and the liquid slab 0.27 nm from the surface, k is the thermal conductivity, q′′ is the

heat flux rate obtained with the Muller-Plathe algorithm, and δT/δz is the temperature

difference divided by distance δz.
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The interfacial thermal resistivity (ITR) and interfacial thermal conductivity

(ITC) are estimated using the temperature difference at the interface (between points

2-3 for the cold surface and points 4-5 for the hot surface in Figure 4.12), and the over-

all thermal conductivity (OTC) of the system is estimated using the maximum and the

minimum temperature values of the system (between points 1 and 6 in Figure 4.12).

The interfacial thermal resistivity and thermal conductivity are reported in Figures

4.13) and 4.14).

Figure 4.12: Temperature profile using the two particle 8-layer model with different

interface areas using Model 3. T is the temperature and z is the z-coordinate of the

simulation box.

Figure 4.13: Thermal resistivity of the interface as functions of interfacial area using

the two particle 8-layer model with Model 3.

The surface area is found to have no significant effect of the thermal resistiv-

ity and thermal conductivity at the interface. Therefore, the thermal properties for
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Figure 4.14: Thermal conductivity of the interface as functions of interfacial area

using the two particle 8-layer model with Model 3.

different surface charges are measured using the 45 nm2 interfacial area. The temper-

ature profiles for different interface potentials are presented in Figure 4.15, and the

corresponding interfacial properties are reported in Table 4.3.

Figure 4.15: Temperature profile using the two particle 8-layer model. T is the

temperature and z is the z-coordinate of the simulation box. Parameters of the

models are taken according to Table 4.2.
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Table 4.3 indicates that the surface charge modification of this chapter lowers

the interfacial thermal resistivity and raises the thermal conductivity of both the in-

terface and overall. Surface charge modifications are found to enhance the overall

thermal conductivity, suggesting that a poor choice of potential could be the cause of

the underestimation of the heat transfer enhancement in NEMD studies of nanoflu-

ids. Specifically, Model 3 leads to an approximately 21.4% reduction in ITR, 28.1%

enhancement in ITC, and 11.8% increase in OTC with respect to Model 1.

Table 4.3: MD estimates of interfacial thermal properties for three different potentials

presented in Table 4.2.

Surface at 300 K Surface at 326 K

Model 1 Model 2 Model 3 Model 1 Model 2 Model 3

ITR(µ K/mW) 1.045 1.028 0.887 0.918 0.884 0.664

ITC(W/m.K) 0.301 0.306 0.355 0.343 0.356 0.474

Model 1 Model 2 Model 3

OTC(W/m.K) 1.193 1.18 1.334

4.5. Conclusions

Water-hBN surface interactions and more specifically nanolayering and interfacial

thermal resistivity are studied using molecular dynamics simulations. Most studies in

the literature use the Lorentz-Berthelot rule to define the Lennard-Jones parameters

in the interphase interactions, though there is little formal justification for doing so.

To our knowledge, there is no other extensive study in the literature where the effect of

the solid-liquid interactions on both the density and thermal properties of the interface

are considered.

A new calibration procedure for interfacial interactions is introduced to find the

partial charge of atoms in the solid surface. Specifically, the partial charges of the

surface atoms are adjusted until the surface energies are consistent with the experi-

mental surface energy of water, experimental contact angle of water on a hBN surface,
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and Young’s equation. A potential with Lennard-Jones 6-12 parameters given by the

Lorentz-Berthelot rule is used as a reference for the other sets of potentials considered

in this study.

The formation of a water nanolayer in the vicinity of the hBN surface was quan-

tified by applying a dynamical analysis where the bins used to calculate the number

density of water molecules were defined relative to the position of the hBN surface.

The effect of the choice of interfacial interactions on the nanolayer (the lower interfacial

thermal resistivity with the proposed surface charge optimization) was investigated.

The RNEMD method with the Muller-Plathe algorithm was applied to investi-

gate the thermal resistivity and thermal conductivity of the water-hBN interface using

Fourier’s law. We found that tuning the surface charge to reproduce the experimental

interfacial energy reduced the thermal boundary resistivity at the interface, and that

this is a possible explanation for the underestimation of the thermal conductivity of

nanofluids in NEMD studies.

Considering these results and the fact that wetting properties of a solid surface

strongly depends on the Lennard-Jones parameters and surface charges, we suggest that

interface interactions should be directly calibrated for the materials being investigated,

rather than relying on standard parameter mixing procedures.
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5. THERMAL CHARACTERIZATION ASSESSMENT OF

RIGID AND FLEXIBLE WATER MODELS IN A

NANOGAP USING MOLECULAR DYNAMICS

5.1. Introduction

Water plays a key role in biological, chemical, and a variety of engineering sys-

tems. The estimation of water properties in the past generally relied on empirical

correlations and equations of state [160], whereas the molecular dynamics (MD) ap-

proach has recently become more common with the increase in computational capabil-

ities [161]. Gulliot [60] counted 46 water models in the literature, and this number con-

tinues to increase with recently developed models such as the Four-Site Transferrable

Intermoleculer Potential (TIP4P) and Five-Site Transferrable Intermoleculer Potential

(TIP5P). These models are usually classified as rigid, flexible, or polarizable [162].

Mao and Zhang [52] state that one of the major challenges with water models

is to reproduce experimental data including the melting and boiling points, specific

heat, viscosity, and thermal conductivity. Thermal conductivity is one of the prop-

erties most infrequently considered, and requires the use of specific techniques such

as Equilibrium Molecular Dynamics (EMD) or Non-equilibrium Molecular Dynamics

(NEMD). EMD relies on the Green Kubo formalism and the calculation of the autocor-

relation function. The significant computational time involved means that estimates

of water thermal conductivity using the EMD technique are limited in the literature.

Bresme et al. [163] estimated the thermal conductivity of supercooled TIP4P/2005

water model [164] using EMD and found higher results than the experiments. Rosen-

baum et al. [165] presented EMD results of the thermal conductivity for SPC/E [48],

TIP4P-Ew [166] and TIP4P-FQ [167] potentials and achieved 10-20% relative errors

with respect to the experiments. English and Tse [51] also used EMD technique with

TIP5P potential of Mahoney and Jorgensen, [168] and reported good agreement with

experiments for the thermal conductivity predictions. Sirk et al. [50] reported both
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NEMD and EMD thermal conductivity results that agreed with experiments and sug-

gested further investigation of the thermal behavior of water-solid interfaces. They

studied several different water models, reported that the bond and angle stretching

in water molecules do not significantly contribute to the heat transport, and did not

find any significant difference in thermal conductivity for the rigid TIP3P, TIP4P and

SPC/E models. Kumar and Stanley [53] found very high thermal conductivity results

using NEMD and rigid TIP5P potential of Mahoney and Jorgensen [168], but Mao

and Zhang [52] reported good agreement with experiments for the TIP5P potential

re-parametrized by Rick [62].

NEMD, proposed by Muller–Plathe [76], effectively reproduces the experimental

procedure by imposing a heat flux on the system and is often more computationally

efficient than EMD; however, the size effect and thermal gradient dependence should

be carefully considered when extrapolating to bulk properties [78]. NEMD was initially

developed for simple monoatomic substances, and afterwards extended to polyatomic

substances [169] and rigid molecules [170]. Bedrov and Smith [170] applied NEMD

to rigid water molecules such as those in the TIP5P model, but this required that a

classical MD solver be modified to include an implementation of the rigorous algorithm

they describe. More generally, the calculation of the temperature of rigid molecules

by means of the equipartition theorem requires careful consideration of the number of

degrees of freedom within the domain [169, 171]. A simple and rigorous approach to

calculate the temperature of rigid molecules that can intersect the domain boundary

in NEMD studies would be valuable.

This chapter proposes a new method to calculate the temperature and thermal

conductivity in MD simulations, and compares the performance of the proposed method

for the rigid TIP5P and flexible TIP3P water models with that of Mao and Zhang [52].

The proposed method is found to give more reasonable temperature profiles than that

of Mao and Zhang [52] when molecules are rigid and the atomic density is non-uniform

due to the presence of solid-liquid interfaces. Solid blocks are introduced to apply

Muller–Plathe algorithm [76] without the need to implement the algorithm of Bedrov

and Smith [170]. Temperature profiles using NEMD and the thermal conductivity
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predictions of both NEMD and EMD are presented to compare with experimental

data.

5.2. Methodology

5.2.1. Non-equilibrium Molecular Dynamics

Two copper blocks are separated by regions filled with water molecules in a

simulation box with periodic boundary conditions in all directions, as shown in Figure

5.1. The simulation box has initial dimensions of 3.2x3.2x6.9 nm3 and contains 2592

copper atoms and 1448 water molecules. We applied the velocity swapping of the

Muller–Plathe algorithm [76] to the monoatomic copper atoms to generate a thermal

gradient and estimate the thermal conductivity of the intervening water regions. This

obviated the need to swap the momentum and angular momentum of rigid molecules,

and considerably simplified the procedure.

A TIP5P model with the parameters of Rick [62], or a TIP3P model with the

parameters of Jorgensen et al. [65], was used for the water molecules, and a Lennard-

Jones pair potential was used for the copper atoms [12]. The water-Cu interactions

followed the LB rule. The net z-momentum of each copper block was set to zero every

10 fs to avoid translation through the simulation cell. The system was equilibrated

in the NPT ensemble for 100 ps at 300 K and 1 atm with a timestep of 1 fs, after

which the NVE ensemble was used for a 1 ns production run. As described above, the

velocities of atoms in the copper blocks were swapped rather than applying the velocity

swapping algorithm of Bedrov and Smith [170] directly to the rigid TIP5P molecules.

The velocities of three copper atoms were swapped every 200 fs, and LAMMPS [79]

was used for MD calculations.

The system was divided into 20 bins along the z-direction (perpendicular to the

water-copper interface) and the temperature in each bin was calculated by two different

approaches. The first defined an atomic temperature for each atom as proposed by Mao
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Figure 5.1: MD model of TIP5P-Cu system, containing two Cu blocks with periodic

boundary conditions.

and Zhang [52]:

Ti =
2KEi

kBM I
i

(5.1)

where KEi is the kinetic energy of the atom, kB is Boltzmann’s constant and M I
i is

the number of degrees of freedom (DOF) for that atom. The DOF is calculated as:

M I
i = 3− Ci

2
(5.2)

where Ci is the number of distance constraints that involve atom i, and angle con-

straints are viewed as distance constraints on non-adjacent atoms. Note that Ci is not

always an integer, e.g., there is no way to equitably distribute five angle constraints

on four hydrogens in rigid methane without allowing fractional constraints. Once the

atomic temperatures are calculated using Equation 5.1, they are averaged over the

atoms in a bin to find the temperature of that bin. This is denoted as Method 1 in

this study.

We propose a new method to calculate the temperature of a domain containing

rigid molecules, and denote this as Method 2. The temperature is defined by means of
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the equipartition theorem:

T =
2
∑

iKEi

kB
∑

iM
II
i

(5.3)

where the sums are performed over all atoms in the domain. The number of degrees

of freedom M II
i of atom i is given by:

M II
i = 3(mi + Ii) (5.4)

where mi and Ii are the fractional contribution of atom i to the mass and to the

moment of inertia of the rigid molecule. An atom without constraints is considered to

be a rigid molecule of one atom and has no moment of inertia. This is believed to more

equitably distribute the degrees of freedom of the rigid molecule among the constituent

atoms, and is particularly important when a rigid molecule is only partly contained

in the domain. The resulting DOF for atoms in the TIP5P model are summarized in

Table 5.1.

Table 5.1: DOF for the atoms in the TIP5P model as calculated by two different

methods. MO is for oxygen, MH is for hydrogen, and ML is for the ghost atoms of the

TIP5P model.

MO MH ML

Method 1 1 1.25 1.25

Method 2 2.782 1.609 0

Temperatures of the bins were calculated using Eqns. (5.1) or (5.3) and time

averaged over 1000 data points taken for each of 10 equal intervals during the 1 ns

production run. Theil-Sen regression [172] was used for the temperature gradient

calculation to minimize the effect of outliers. The mean and standard deviation of

the temperature gradient were calculated using bootstraping with 10000 resampled

temperature data [173]. Once the temperature gradient was estimated for a given heat

flux, the thermal conductivity was calculated by Fourier’s law [76] (Equation (3.15))
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for both water regions as seen in Figures 5.2, 5.3 and Figures 5.4 and 5.5, and they were

averaged for the overall result. The temperature gradient was estimated by ignoring

the outlier points for Method 1 with TIP5P as seen by the regression lines in Figure

5.2.

5.2.2. Equilibrium Molecular Dynamics

The EMD technique was performed using cubic simulation boxes with 1331 water

molecules. The edge length of the simulation box converged to 3.38 nm for TIP3P and

3.42 nm for TIP5P after a 100 ps NPT equilibration at 300 K and 1 atm, giving

respective densities of 1.03 kg/m3 and 0.99 kg/m3. For the GK calculations, Equation

(2.7) is used. McGaughey and Kaviany [174] reported that the correlation is short-lived

for low thermal conductivity materials, and different sampling times ranging between

2-50 ps are used in the literature [50, 51, 163]. The timestep chosen was 1 fs [163] and

the HCAF converged over a 20 ps sampling time. The micro-canonical ensemble (NVE)

was used during the production run, and the thermal conductivity was calculated by

averaging over the x, y and z directions (water is isotropic). Further details of the GK

calculations can be found elsewhere [12].

5.3. Results and Discussion

The temperature profile of the water region as calculated by the two methods

discussed above is presented in Figures 5.2 and 5.3 for the TIP5P and TIP3P water

models. The variation in the number of atoms per bin as shown in Figures 5.4 and

5.5 is mainly a result of the formation of a nanolayer near the surface. Vertical bars

indicate the average boundaries of the copper regions, and the difference in the z-

dimensions and the bin positions of the TIP3P and TIP5P models are due to the

different surface interactions. The energy parameter of the LJ potential between oxygen

and copper differs by 30% for the TIP3P and TIP5P models, and this affects the

nanolayer density [131].
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Method 1 strongly depends on the number of atoms in the bin for the rigid water

model. More specifically, if an inhomogeneity causes the proportion of atomic species

in a bin to differ significantly from that of the rigid water molecule, and the degrees

of the rigid molecule are not equitably distributed among the atomic species, then the

calculation of degrees of freedom in the bin will be inaccurate. With this in mind,

we observe the relative excess of oxygens in the bins adjacent to the copper blocks in

Figure 5.4. There are also some copper atoms observed outside of the vertical bars due

to the random drift of the copper blocks along the z-dimension during the simulation.

This does not affect our thermal transport predictions though, since the bulk water

regions are used for the Fourier law calculations. By comparison, Method 2 gives a

linear temperature profile within the bulk of the water, with temperature jumps that

result from the thermal resistance of the nanolayers, and no apparent systematic error

from the density variations.

The same variation in the temperature for Method 1 is not observed for the flexible

TIP3P molecules in Figure 5.3, and the two method leads to very similar temperature

profiles. While the average ratio of the atomic kinetic energy and degrees of freedom in

Method 1 is in general not equivalent to the ratio of the average atomic kinetic energy

and average degrees of freedom in Method 2, the two methods are equivalent for flexible

molecules where every atom has the same number of DOF. Nevertheless, Method 2

(proposed here) adheres more closely to classical statistical mechanics and gives more

physically reasonable results for rigid molecules than Method 1, and therefore should

be preferred in general.

For the EMD calculations, the normalized HCAF along the x-direction for the

last 20 ps interval is plotted for the flexible TIP3P and rigid TIP5P models in Figures

5.6 and 5.7. The substantial difference in the rate of decay of the fluctuations of the

TIP3P and TIP5P models is attributed to the bond stretching in the TIP3P model,

in agreement with the findings of Sirk et al. [50]. The resulting thermal conductivities

are presented in Figure 5.8. The thermal conductivity converges after approximately

500 ps, and the average thermal conductivity is calculated for the 600 ps to 1000 ps

interval.
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Figure 5.2: Temperature calculation by Method 1 and Method 2 for TIP5P water

model. Vertical lines denote the average boundaries of the copper regions.

Figure 5.3: Temperature calculation by Method 1 and Method 2 for TIP3P water

model. Vertical lines denote the average boundaries of the copper regions.



85

Figure 5.4: Number density calculation for TIP5P. Vertical lines denote the average

boundaries of the copper regions.

Figure 5.5: Number density calculation for TIP3P. Vertical lines denote the average

boundaries of the copper regions.
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Figure 5.6: Normalized HCAF in the x-direction for rigid TIP5P model.

Figure 5.7: Normalized HCAF in the x-direction for rigid TIP3P model.
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Figure 5.8: Thermal conductivity results of TIP3P and TIP5P models using EMD.

Table 5.2: Thermal conductivity results of TIP5P and TIP3P water models using

different methods, the experimental value is 0.63 W/mK [175].All entries are reported

in units of W/mK.

Method TIP3P TIP5P

This work EMD 0.983 ± 0.038 0.65 ± 0.032

Ref. [51] EMD - 0.67 ± 0.031

Method 1 NEMD 0.882 ± 0.09 0.382 ± 0.016

Method 2 NEMD 0.843 ± 0.08 0.79 ± 0.063

Ref. [53] NEMD - 1.5 ± 0.07
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The results in Table 5.2 indicate that the TIP3P model has a higher thermal

conductivity than the TIP5P model. This is in agreement with the results of Mao

and Zhang [52], and Sirk et al. [50] even reported that flexible models generally have

higher thermal conductivity than rigid models. The atomic temperature calculation

(Method 1) gives a substantially lower thermal conductivity than experiments for the

rigid TIP5P model, but is in agreement with EMD for the TIP3P model. This is

consistent with the atomic temperature calculation incorrectly assigning atomic degrees

of freedom in rigid molecules and consequently overestimating the thermal gradient in

our TIP5P simulations. Method 2 gives much more consistent thermal conductivity

results, slightly below those of EMD for the TIP3P model and slightly above those of

EMD for the TIP5P model. While this suggests that Method 2 in preferable to Method

1 for rigid molecules, we observe that the NEMD results generally do not fall within

the confidence intervals of the EMD results (and vice versa). This is quite possibly

follows from additional sources of systematic error in NEMD that can be difficult to

control, but our results show significant amount of improvement when compared to

the results of Kumar and Stanley [53]. Specifically, the EMD result for TIP5P is in

agreement with the findings of English and Tse [51] has a relative error of 3%, whereas

the NEMD result using the temperature calculation in Equation 5.3 has a 25% relative

error with respect to experiment.

A frequent source of systematic error is the so-called size effect [176], which

is evaluated here by increasing the simulation length along the z-direction (Figure

5.1). We ran simulations with z-dimensions of 3, 5, 7, 9 and 11 nm, and observed

an insignificant size effect on our thermal conductivity predictions. A second source

of error could be the presence of unreasonably high thermal gradients. The thermal

gradients for the TIP3P and TIP5P models are presented in Table 5.3 along with the

reported values of Sirk et al [50]. and Mao and Zhang [52]. While thermal gradients

of these magnitudes are indeed unphysical, the ones in our simulations are less so than

for other established results in the literature.
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Table 5.3: Average thermal gradient results of TIP5P and TIP3P water models

(K/Å).

TIP3P TIP5P

This work 1.39 1.68

Ref. [50] 1.77 -

Ref. [52] 2.51 3.34

5.4. Conclusion

The temperature calculation for rigid and flexible water models in non-equilibrium

molecular dynamics simulations with a nanogap between solid walls is considered. A

new method is proposed and compared with that of Mao and Zhang [52]. Both meth-

ods give similar temperature results for flexible TIP3P molecules, but only the pro-

posed method gives a reasonable temperature profile and thermal conductivity for rigid

TIP5P water model between solid walls. This is achieved by distributing the degrees

of freedom of a rigid molecule among its atoms according to our formulation in Equa-

tion 5.4. The thermal conductivity calculations using equilibrium molecular dynamics

and non-equilibrium molecular dynamics for TIP3P and TIP5P models are compared

with experiments, and the proposed technique is found to give more accurate thermal

conductivity results among the non-equilibrium molecular dynamics predictions.



90

6. ORTHOTROPY AND AGGLOMERATION ANALYSIS

OF HEXAGONAL BORON NITRIDE NANOPARTICLES

6.1. Orthotropic Nanoparticles

6.1.1. Introduction

Most MD studies of nanofluids in the literature consider nanoparticle with isotropic

heat transfer properties. However, a nanofluid with orthotropic nanoparticles could be

engineered to improve the thermal performance by adjusting the nanoparticle mor-

phology. This chapter specifically considers the effect of changing hBN nanoparticle

morphology on the thermal properties of a water-hBN nanofluid.

6.1.2. Method

6.1.2.1. Simulation Details. The simulation cell has dimensions of 9.93×9.93×4.66

nm3, and contains 14400 water molecules with 724 B atoms, and 724 N atoms. Two

identical nanoparticles (one of them is shown in Figure 6.1) in the simulation, positioned

symmetrically with respect to the middle plane in the x-direction. The particles have 4

layers, and all atoms along the edges have at least 2 covalent bonds to prevent spurious

interlayer bonding. The potential function for the interlayer hBN interactions is that

of Chapter 3, and the water model and water-hBN interactions are those of Chapter

4. All simulations use a 100 ps NPT equilibration, a 100 ps NVE equilibration with

the Muller-Plathe algorithm, and a 500 ps production run to measure the thermal

properties by RNEMD. The system is divided into 20 bins along the x-direction, and

the velocities of 10 oxygen atoms are exchanged between the hot and cold bins every

20 fs.
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Figure 6.1: Hexagonal Boron Nitride nanoparticle specifically designed for RNEMD

studies. The atoms that are used for orientation calculations are indicated with red

circles. Water molecules are not shown.
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6.1.2.2. Orthotropy Analysis. Let P be a moving frame attached to the top surface

of the suspended nanoparticle, and Q be the global fixed frame of the simulation box

as seen in Figure 6.2 (~p3 is perpendicular to the top layer). The relative orientation of

these frames enables us to calculate the rotation of the nanoparticle with respect to its

initial orientation.

Figure 6.2: The moving frame, P attached to the nanoparticle in the nanofluid.

Water molecules are not shown.

Let the components of P be written as ~p1 = a1î+ b1ĵ + c1k̂, ~p2 = a2î+ b2ĵ + c2k̂

and ~p3 = a3î+ b3ĵ + c3k̂ where ~pi is a normalized vector. Let Q consist of unit normal

vectors along x, y and z directions. Then the rotation matrix that transforms a column

of the P-coordinates of a vector into a column of the Q-coordinates of the same vector

is:

R =


a1 a2 a3

b1 b2 b3

c1 c2 c3

 (6.1)
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The elements of R are found from the coordinates of atoms in the top layer. An

arbitrary vector on the top layer of hBN along x-direction is denoted as ~p1. The cross

product of ~p1 and any non-parallel vector in the same hBN layer ~p2 gives ~p3, and then

~p3 = ~p2 × ~p1. This gives the frame P which follows the position of the flat surface

of the hBN nanoparticle during the simulation, and the corresponding transformation

matrix, R.

Once the transformation matrix is found, the following system of equations is

considered:

K′ = RKRT (6.2)

where K′ is the TC matrix in the R frame as measured by RNEMD, and K is the TC

matrix in the P frame following the nanoparticle orientation.

The thermal conductivity and the components of R are calculated every 200 fs by

averaging 10 data points with 20 fs intervals. Theil-Sen regression is used to calculate

the thermal gradient, and Fourier’s law is used for the thermal conductivity with the

same RNEMD procedure as in the previous chapters. 500 ps production run with

Muller-Plathe algorithm leads to 2500 set of values for R and K′ in one direction. All

three Cartesian directions are considered which physically correspond to three different

configurations. First is the initial configuration where c-axis of the hBN nanoparticle

coincides with the direction of heat flux as shown in Figure 6.3 and denoted with kzz.

The other two cases correspond to initial configuration where layers coincide with the

direction of heat flux as shown in Figure 6.4 and denoted with kxx or kyy.

6.1.3. Results and Discussion

The results of xx, yy and zz components of K are found to be kxx = 1.09 ,

kyy = 1.06 and kzz = 1.03 W/mK, with the standard deviations on the order of 10-2.

This implies that the orientation of the nanoparticle does not have any significant

effect on the heat transfer. Considering the physical mechanisms involved, Brownian
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Figure 6.3: A schematic of the kzz component of K.

Figure 6.4: A schematic of the kxx or (kyy) component of K.
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motion is believed to be a minor contribution to the heat transfer enhancement of the

nanofluids as discussed in the current literature and Section 2.3.5 for Cu nanoparticles,

however, the effect orthotropy on the enhanced heat transfer by Brownian motion is

unknown.

The nanolayering in a solid-liquid system is studied in Chapter 4, where the prop-

erties of the interface are found to affect the heat transport in a water-hBN nanofluid

by up to 12%. Those results fo not consider the nanolayering effect at the edges of the

hBN nanoparticle though. It is expected that B and N atoms with two covalent bonds

at the edge of a layer (such as the circled ones in Figure 6.1) will bond with H- OH+

ions in the water, and introduce different edge-water interactions; this is not within

the scope of this dissertation. However, the aspect ratio of the hBN aggregates may

change the heat transport significantly. hBN nanoaprticles with large planar surfaces

and a small number of layers would presumably increase any orthotropic effects of the

material on the thermal transport.

A preliminary analysis is done for a nanoparticle with aspect ratio of approxi-

mately 10, following the calculation procedure of Section 6.1.2.2, and thermal conduc-

tivities are found as kxx = 1.05 , kyy = 1.08 and kzz = 0.89 W/mK. This shows that the

aspect ratio of the hBN nanoparticle may change the directional thermal transport in a

nanofluid system. The hBN nanoparticles with larger planar surfaces and low number

of layers would have higher orthotropic effect on the thermal transport of nanofluids

when compared to case of nanoparticles with similar planar and z-dimensions.

6.2. Agglomeration and Aspect Ratio

Nanoparticle agglomeration may be the most significant mechanism of Keblinski’s

mechanisms [3], given recent studies of nanolayering and the Brownian motion effect as

discussed in Section 2.1. Heat transfer should be enhanced with particle agglomerates

where energy can be transported along a higher conductive medium than the fluid;

however, agglomeration is also an important source of shear viscosity increase. Ag-

glomeration can contribute to precipitation in nanofluids as well, since large particles
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are more likely to settle out. This leads to stabilization problems that will discussed

briefly in later sections.

It is known that different surfactants can be used to decrease the attractive forces

between nanoparticles and overcome stabilization problems [10]. However, controlling

agglomeration using surfactants is difficult to achieve in practice. Therefore, a detailed

analysis of the phenomena by means of simulations would be valuable.

MD simulations nanofluids with multiple nanoparticles are theoretically possible,

but the the collective behavior of a large number of particles with diameters of a few

nanometers could require microsecond simulation times. A preliminary study using

the orthotropic properties of hBN nanoparticles is performed here.

6.2.1. Method

6.2.1.1. Experimental Images. hBN nanoparticles have two characteristic dimensions.

This can be observed from SEM images, and the hBN aggregates without any liquid

(dry nanoparticles) are shown in Figure 6.5. We assume that the aggregates in the

image can be treated effectively as single large nanoparticles. Hexagonal BN aggregates

with different in-plane and out-of-plane dimensions are shown in Figure 6.5 with red

circles, and the aspect ratio (AR) is defined as the ratio of the twese two dimensions

(in-plane divided out-of-plane). Aggregation on longer length scales is shown in Figure

6.6.

hBN nanoparticles can also be observed in SEM images of hBN-water nanofluids

as in Figure 6.7, but the resolution is not sufficient to measure the aspect ratio. Only

the planar dimensions can be observed for most of the particles, except perhaps for the

one with the red circle.

Since it is not possible to simulate nanofluids with nanoparticle dimensions of

a few hundred nanometers, this section makes only preliminary calculations into the

effect of AR on the thermal transport. Eleven different nanoparticles are identified
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Figure 6.5: SEM image of dry hBN nanoparticles. Red circles demonstrate aggregates

with different sizes, which have similar structure to the single particles used in

simulations.

Figure 6.6: SEM image of dry hBN nanoparticles.
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Figure 6.7: SEM image of hBN-water nanofluid with 0.5% volume fraction.

from the SEM images of dry hBN, and their ARs are calculated and presented in

Figure 6.8. The AR of most of the particles is about 5, though much more data would

be necessary for statistically accurate results.

6.2.1.2. Simulation Details. Molecular dynamics simulations are used to investigate

the effect of AR on the thermal conductivity of the nanofluid. Four different models

(2, 4, 6 and 8 layers) are created with nanoparticles having different ARs but similar

volumes and correspondingly similar volume fractions as in Figure 6.9. There are

approximately 735 BN pairs and 14600 water molecules in each of the models with

dimensions of 9.93×9.93×4.66 nm3. The same simulation parameters as Section 6.1.2.1

are used for theb potential functions, equilibration, production runs and Muller-Plathe

algorithm. The pure water thermal conductivity is also calculated in order to find the

relative enhancement as in Section 2.3.4.
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Figure 6.8: Measured aspect ratios of 11 nanoparticles using SEM images of dry hBN.

Figure 6.9: Nanoparticles with different aspect ratios and equal volumes. Water

molecules are excluded from the figure.
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6.2.2. Results and Discussion

Thermal conductivity enhancement results from 4 different nanofluid simulations

with different AR hBN nanoparticles are shown in Figure 6.10. While there is no

consistent nanofluid TC results between ARs of 0.5 and 3, the AR of 10 (a 2 layer

nanoparticle) has higher TC than the others. This should be expected since high

thermal conductivity plane of the nanoparticle is much larger than the low conductivity

direction. Interpolating the data in Figure 6.10 would give a thermal enhancement of

around 3% for an AR of 5, much less than the 10% observed in experiments [10]. The

underestimation is attributed to the following effects:

• The results of Figure 6.8 are biased to small particles that are easier to detect

and measure. The average AR could change significantly when a larger number

of particles is considered. If the nanoparticles used in experiments have a larger

average AR, then the results in Figure 6.10 may agree better with experiment.

• The measured thermal conductivity of TIP3P water having the same dimensions

as the nanofluid models is around 1 W/mK. This agrees with the RNEMD results

of Mao and Zhang [52], but is much higher than the experimental value, and could

lead to lower enhancement ratios.

Figure 6.10: Thermal conductivity enhancement of different AR models with respect

to the base fluid.
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Suggestions relating to the concerns above will be discussed in Chapter 7.2 as

future work. We continue to believe that the thermal effect of hBN aggregation could

be investigated using image processing of electron microscopy images (preferably high

resolution TEM or HRTEM ones) and MD simulations.
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7. CONCLUSION AND RECOMMENDATION OF

FUTURE WORK

7.1. Conclusion

Molecular Dynamics simulations are used in this dissertation and stand between

the electronic structure methods and mesoscale approaches. This is believed to be

a feasible alternative among different simulation techniques to study the nanofluids,

since the atomic interactions are particularly considered. Water based nanofluids with

hexagonal boron nitride nanoparticles are studied in general believing that the prop-

erties of hexagonal boron nitride may result in enhanced performance of nanofluids.

High thermal conductivity, chemical stability, low shear forces between the layers, and

the recent developments in the synthesis procedures can be thought as some of these

advantageous features.

Different potential derivations, surface charge optimizations and thermal trans-

port calculations have been developed and used in this dissertation as mentioned above.

Several results are reported as an output of these techniques and these results may be

valuable for further simulations of hexagonal boron nitride or water-hexagonal boron

nitride systems. In addition to these contributions, the developed methodologies also

contribute to the literature as they can be used for solution of different problems. For

example, a new potential can be calibrated between graphite layers by following the

method of Chapter 3, surface charges can be optimized for any ceramic-polar liquid

interface with the help of Chapter 4, and the temperature calculation technique pro-

posed in Chapter 5 can be useful for non-equilibrium thermodynamics model of any

liquid system. The studies conducted in this dissertation can be summarized with the

following steps:

• Water models have been studied using different potential functions for benchmark

and understanding the method. Their transport properties have been estimated
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for validation using MD simulations.

• Cu nanoparticles have been introduced in the water as a benchmark case for

nanofluid models. Thermal conductivity enhancement, shear viscosity increase

of water-Cu nanofluids and Brownian motion effect have been studied by using

equilibrium MD.

• A new interlayer potential for hBN has been developed, mechanical and thermal

properties have been estimated and validated. This potential has been aimed to

be used in further two-phase models with hBN.

• A new approach to describe solid-liquid interactions have been developed using

hBN-water interface, and the effect of interface interactions on the interfacial

thermal transport has been studied.

• The thermal properties of rigid and flexible water models have been studied in a

nanogap geometry and a new formulation has been derived to estimate temper-

ature profile in Non-Equilibrium Molecular Dynamics (NEMD) simulations.

• The effect of orthotropic properties of hBN nanoparticles on the thermal prop-

erties of water-hBN nanofluid has been studied, and the agglomeration has been

briefly interpreted based on microscopic images and preliminary simulation re-

sults.

• Recommendations for future studies considering the findings of this dissertation

have been discussed to lead to new questions, perspectives, novel approaches and

to beyond the state of the art.

Simpler water-Cu system is studied as a benchmark in the first chapter of this

dissertation, water models are tested and thermal conductivity and shear viscosity

results are calculated by providing a statistical assessment of Green-Kubo method.

Thermal conductivity enhancement and shear viscosity increase of nanofluids with

respect to basefluid are predicted. Brownian motion and its effect on the thermal

properties are also quantified by tracking the movement of Cu nanoparticle and the

associated kinetic energy. The thermal enhancement beyond the Maxwell limit and

experiments, and the shear viscosity increase in agreement with the theoretical relations

have been observed. Insignificant effect of Brownian motion of the nanoparticle on the
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thermal enhancement has also been found.

Water-hexagonal boron nitride nanofluid is studied in the next chapter where

no thermal enhancement is found in the preliminary simulations. The performance

of potentials for hexagonal boron nitride and hexagonal boron nitride-water interface

are studied to clarify the weakness of the preliminary models, and it is observed that

there are questionable foundations of the potential functions available in the literature

for the desired purposes. Hexagonal boron nitride is a material that has been recently

attracting attention with complex atomic structure and there exist no accurate and

computationally cheap potential in the literature that represents the interlayer dynam-

ics of multilayered hexagonal boron nitride. Since potential parameters have significant

effect on molecular dynamics results, a new potential function in the form of classical

Lennard-Jones 6-12 and Coulomb potentials is derived for the interlayer interactions

of hexagonal boron nitride layers using the recent experimental data and quantum

simulation results. It has been shown that the derived potential leads to better molec-

ular dynamics predictions of c-axis properties hexagonal boron nitride than the older

potentials in the literature with respect to the experiments. This enables us to define

accurate interactions for the suspended hexagonal boron nitride nanoparticles in the

nanofluid system.

Additionally, it has been observed that hexagonal boron nitride-water interactions

are not well defined in the literature, and most of the molecular dynamics studies use

Lorentz-Berthelot rule without any justification. As a result, water-hexagonal boron

nitride interactions are also tuned by changing the partial charges of surface layers

of hexagonal boron nitride, instead of fitting weak Van der Waals interactions. It is

assumed that the effect of polar molecules on the partial charges of solid surface atoms

are more significant than the associated change in the Van der Waals forces at the

interface. It has been shown that the interfacial thermal resistance and the overall

thermal conductivity of the solid-liquid system changes significantly with the proposed

potential, and Lorentz-Berthelot rule is found as a possible source of the artificially high

interfacial thermal resistance in the non-equilibrium molecular dynamics simulations

nanofluids.
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Water is one of the most common substances that is studied in atomic scale

approaches and there is a large literature for the modelling techniques, molecular in-

teractions and resulting properties. However, the thermal transport using molecular

dynamics has not been fully understood yet, and there is just a few studies reporting

thermal conductivity and shear viscosity of water and water-based nanofluids resulting

to close agreement with the experiments. Green-Kubo results of water are extensively

studied in the previous chapter, but it is aimed to use non-equilibrium molecular dy-

namics techniques for further simulations of water-hexagonal boron nitride due to the

limitations in computational power. Therefore, water properties are estimated using

non-equilibrium molecular dynamics simulations considering a reference study, where

excellent agreement with the experiments are reported with TIP5P water model. How-

ever, it has been found that the accuracy of the proposed technique significantly changes

in NEMD models, when there are interfaces and resulting non-uniform density profile

of water in the vicinity of the surfaces. A new temperature calculation method is pro-

posed for the NEMD and the robustness of the formulations is shown by comparing its

performance for flexible, rigid water models, and non-uniform density profiles.

In the last part of the dissertation, the effect of the orthotropy of hexagonal

boron nitride nanoparticles on the thermal transport of nanofluids is studied. A new

mathematical approach considering the orientation of suspended nanoparticle is de-

veloped and molecular dynamics results of thermal conductivity is used. It has been

shown that there is no orthotropy effect of the particle for the thermal conductivity

of nanofluid, but this observation is valid for particles having aspect ratio in the or-

der of 1, which corresponds to similar dimensions of planar and z-direction (c-axis) of

hexagonal boron nitride nanoparticle. However, it is believed that orthotropy might

have more significant effect for the nanoparticles with high planar surface area. It is

observed from microscopy images of the water-hexagonal boron nitride nanofluids that

the aggregated nanoparticles have similar geometric properties with the single parti-

cles in the simulations. Therefore, aspect ratio is studied using reverse non-equilibrium

molecular dynamics to investigate the effect of particle shape and agglomeration. It has

been found that the effect of agglomeration can be further investigated by determining

the particle sizes from experimental images and comparing the simulations results with
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experimental measurements.

The potential functions and their performance are mainly studied in this disserta-

tion except the first water-copper simulations. This is believed to be a very fundamen-

tal issue for molecular mechanics, and it has been observed that there are numerous

molecular dynamics simulation studies using the potentials in the literature rather than

developing or testing them considering the aim of the simulations. This should be done

very carefully since the potential functions are derived using some targeted properties of

the material, but this does not guarantee the accuracy of their performance when they

are used to predict properties that are different than the targeted ones of the deriva-

tion. It can be observed in the literature that this is not considered much for most

of the molecular dynamics simulations, and this unfortunately reduces the reliability

of the results in general. In this dissertation, it is aimed to develop the mathematical

form of the interactions considering the physics of the problem, instead of forcing insuf-

ficient potential parameters to get results from molecular dynamics simulations. This

is believed to be the ideal perspective of the researchers to have a cumulative valuable

scientific knowledge in the computational materials science community.

In summary, it is aimed to investigate several nanoscale physical mechanisms

associated with nanofluids and solid nanomaterials, solid-liquid interfaces, liquid mod-

els. This dissertation provides different potential functions for a nanofluid system

and methodologies for potential derivation or molecular dynamics calculations. The

three major heat transfer enhancement mechanisms of nanofluids that are Brownian

motion, nanolayering and agglomeration are discussed and quantified, different water

models are considered and several equilibrium or non-equilibrium molecular dynamics

simulations are studied. The extension of these studies are discussed as future work

considering different ways that this research can be leaded to.
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7.2. Recommendation of Future Work

This dissertation has aimed to investigate the transport properties of water-hBN

nanofluids. This is important for several reasons including that there is an increas-

ing research focus on nanofluids with low-dimensional nanomaterials such as graphene

or graphite [177] and hexagonal boron nitride [178] in the current literature. These

materials have orthotropic or anisotropic behavior where thermal transport is very ef-

fective in one direction when compared to other. Several mathematical models have

been developed to simulate this phenomena, and water models, interlayer interactions

of hBN layers and water-hBN interactions have also been studied. It is believed that

these potentials will constitute a robust basis for the future studies of nanofluids with

low-dimensional nanoparticles. The future challenges and developments of the pro-

posed models will be discussed in this section, from the point of the author of this

dissertation.

7.2.1. Edge Phenomena of Suspended hBN Nanoparticles

The interactions between water and hBN nanoparticle should be examined in

two different directions (Surface and Edge) as shown in Figure 7.1 considering the

orthotropic structure of hBN as discussed extensively in Section 6.1. The physical

mechanisms should ideally be treated differently for these two sides of the particle, and

the surface interactions are studied in Chapter 4 with a detailed analysis of surface

charges and Lorentz-Berthelot rule.

The study of the edges are suggested as a future work in this dissertation. There

are two covalently bonded B and N atoms at the edges without any edge treatment in

the simulations, and physically it is expected to have some type of bonding between

the ions in the water and the B or N atoms at the edge. Since graphene has a very

similar chemical structure with hBN, water-graphene studies also deliver insight for the

edge bonding where OH ions are usually bonded with C atoms, leading to hydroxyl

groups at the edges for both simulations [179, 180] and experiments [181]. Also the

recent experiments of Lee et al. [178] provide the chemical structure of the edge of
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Figure 7.1: MD simulation snapshot with two hBN nanoparticles, showing the two

different interface phenomena.

hBN nanosheets in an ethylene-glycol (EG) nanofluid.

It is necessary to define interactions at the edges with a careful selection of po-

tentials to investigate any physical effect accurately. Cha et al. [180] use COMPASS

(Condensed-Phase Optimised Molecular Potentials for Atomistic Simulation Studies)

force field [182] to define interactions between edge C atoms and OH group. This po-

tential function uses LJ 6-9 form instead of LJ 6-12, and might be a good starting point

for the edge decoration of hBN. There are also quantum simulation approaches for H

decoration of hBN nanosheets in the literature [183,184], where useful information can

be found. Edge decoration of hBN might have some effect for the nanofluid properties,

and the procedure developed can also be utilised for different functional groups on the

nanoparticle. Cha et al. [180] investigated the effect of different functional groups that

are attached to the graphene nanoparticles in EG and proposed a new approach to

functional groups considering the stability of the nanofluid. In addition to the control

of the aggregation of the particles, functional groups may also be useful to reduce the

interfacial thermal resistance at the nanoparticle-basefluid interface as suggested by
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Keblinski et al. [185]. Therefore, simulations of edge decoration and other functional

groups may be valuable for clarifying the stability problem of the nanofluids and for

the enhanced heat transport at the solid-liquid interfaces; however, improved potential

functions might be necessary to obtain accurate models.

7.2.2. Nanofluid Property Optimization

Thermal conductivity and shear viscosity are estimated for a water-Cu nanofluid

system in Chapter 2; however, it is found that this procedure is not straightforward to

apply for water-hBN problem due to the insufficient potentials available. We therefore

focussed on the interlayer interactions of hBN and water-hBN interface which were

the major issues to be improved in the first place. It is now believed that much

better approximation of water-hBN interactions can be achieved by using the results of

Chapters 3 and 4 when compared to the previous literature, and the future investigation

of TC and SV may be studied based on this dissertation. As an example, Franca

et al. [186] recently improved the solid liquid interactions in a suspension of ionic

liquid and carbon nanomaterials (similarly in Chapter 4) and made conclusions about

chemical structure of the interface, nanolayering, nanoparticle orientation, thermal

conductivity and Kapitza length using MD technique. Similar approaches by using the

outcomes of this dissertation can be designed for water-hBN nanofluid to investigate

several physical aspects.

Water models have also not been fully clarified in terms of MD predictions, and it

is believed that Chapter 5 may also serve as a benchmark for any water based nanoflu-

ids study. Numerical characterization studies should include careful validations with

respect to the experiments and have great importance for designing nanofluids. It is

strongly suggested that once the chemical structures at the edges are achieved, TC and

SV of water-hBN nanofluids should be investigated by using different methods (NEMD

or EMD) and the results should be interpreted with Prasher et al.’s [30] formulation

to justify the feasibility. Considering the experimental data of high TC enhancement

and limited SV increase of water-graphene and water-hBN nanofluids [10, 177, 178], it

is believed that efficient nanofluids may be achieved with these materials, and physical
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mechanisms can be investigated and manipulated for design and optimization of dif-

ferent parameters such as stability, particle size and shape, volume fraction, edge and

surface treatments.

7.2.3. Agglomeration and Stability of Nanofluids

Percolation is believed to be one of the most significant effects for the thermal

transport in the nanofluids and there is still much to do for clarifying the phenomena.

Novel nanofluids with percolating structures are designed to achieve stable suspensions

with maximum thermal enhancement and minimum viscosity increase may be a very

important step for the commercial nanofluids in the future.

The analogy between the aspect ratio of hBN and the aggregates, and a new

method to discover the effect of agglomeration on the thermal properties of the nanoflu-

ids have been mentioned in Section 6.2. That is believed to be a promising approach

constructing a bridge between simulations and experiments and has also potential to

investigate the aggregation effect on shear viscosity increase in nanofluids. Therefore,

extending this approach for different nanoparticle designs in terms of different param-

eters such the aspect ratio and volume fraction is suggested for the future work. As

an example, dispersed hBN flakes can also be studied (being similar with the work of

Cha et al. [180] with graphene layers) and the results can be compared with the case

of MLhBN nanoparticles.

Aggregated nanoparticles might also have effect on the discussion of Section 6.1

where the orientation of the orthotropic structure of hBN nanoparticles may influence

the thermal conductivity of the nanofluid. It should be considered that the nanopar-

ticles with high AR values might lead to different results than the Section 6.1, where

nanoparticles with ARs in the order of 1 have been studied. If the enhanced heat trans-

fer is achieved with the specific configuration of hBN nanoparticles with large planar

surfaces (high AR value), then controlling their orientation may have significant im-

portance for increasing the thermal efficiency of the system. Aligning 2D materials in a

specified direction is usually achieved by mechanical stress, electric or magnetic field as
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discussed by Lin et al. [187] who also controlled the alignment of graphene flakes with

micro-magnets in a water suspension. Hong et al. [188] and Philip et al. [189] used

this idea in nanofluids by controlling the orientation of aggregated Fe2O3 nanopar-

ticles with magnetic field and reported significant amount of thermal enhancement

up to 300%. Magnetic field concept for nanofluids has been extensively reviewed by

M’hamed et al. [190] and their study showed that most of the studies are limited with

metallic nanoparticles, and suffered from stability problems and high costs. Magnetic

control of suspended nanoparticles may be a promising approach for the nanofluids

with low-dimensional nanoparticles to achieve stable nanofluids with improved ther-

mal enhancement.

The recent literature suggests that there is a significant dependence between the

shape of the aggregates and the stability. Neogy et al. [191] have studied the thermal

enhancement using Au nanoparticles. They used one-step method to produce the

nanofluids with aggregated particles having network structure as shown in Figure 7.2.

This configuration has different chains consisting of spherical nanoparticles and it has

been shown that 35% enhancement is achieved with this structure when compared to

dispersed nanoparticles case. It has also been reported that network like structure

of Au particles are stable in the nanofluid (without any sedimentation) and did not

lead to any further increase in shear viscosity. This is a similar phenomena with the

nanofluids with 2D nanomaterials where surface area to the volume ratio is very high,

showing how nanofluid properties substantially change with the shape of the aggregates.

Therefore, this effect should be further investigated for the stabilization problems, and

it is believed that the aspect ratio of hBN nanoparticles may be a reference parameter

for the suggested purpose.

Another important effect for the aggregates and resulting stabilization would

be the type of basefluid. In most of the experimental studies where the nanofluids

are reported as being stable, EG is preferred instead of water [178, 191, 192]. This

selection is easier to obtain stable nanofluids since cohesion has significant effect on

the agglomeration, and the aggregation behavior of the particles in water should also

be investigated considering the discussion of Section 7.2.1.
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Figure 7.2: Network structure of Au nanoparticle aggregates in EG suspension,

synthesized by Neogy et al. [191].

Long term stability of nanofluids are required for the operational conditions of all

heat transfer fluids and it has been experimentally studied by various researchers [32].

Current techniques mainly use surfactants to decrease the attraction forces between

particles [10], and it has also been reported that synthesis method has also significant

effect on the dispersion of the suspended particles. However, there is no standard

surfactant or synthesis method for the nanofluids and this creates some discrepancies

among the experimental results. Ghadimi et al. [32] reviewed more than 25 experimen-

tal studies of nanofluids and showed that only a few of them have been reported as

stable. Sedimentation is even not mentioned in half of those studies, but it is important

since more stable nanofluids does not necessarily have enhanced thermal characteristics.

Simulations are an alternative and feasible approach to problems where exper-

imental procedures are limited or not consisted with each other, as in the case of

stabilization problems of nanofluids. There are just a few stability analysis of nanoflu-

ids using MD simulations to our knowledge, such as the study of Dang et al. [193]

for CNT nanoparticles with different basefluids that are water, hexane and methanol,



113

and also the study of Jahangiri and Yenigun [194] for CNT-polymer solutions. These

specifically focus on the physical mechanism of repulsion forces between suspended

nanoparticles and effect of functional groups (as surfactants) on the sedimentation.

Similar approach would also be valuable for water-hBN nanofluids using the results

of this dissertation and would enable us to understand the design parameters of hBN

nanoparticles to get stable nanofluids, such as the particle size, aspect ratio and volume

fraction. The study of Farzaneh et al. [195] is also a good benchmark for our future

suggestions since his MD simulations investigate temperature and particle size effect

on the stabilization, which is also crucial for the operation conditions of nanofluids.

The stability has been studied examining the interparticle forces using MD in their

study, and this method can be easily applied to the proposed models in Chapter 6.

It is believed that water-hBN nanofluids with a realistic edge decoration as suggested

in Section 7.2.1 may also enhance the accuracy of simulations, which might aim to

investigate stability. This phenomena is believed to be linked with agglomeration of

the particles as sedimentation is expected for larger aggregates. Therefore, aggregation

effect on the stability of water-hBN nanofluids may be studied as a future work, as

an example starting point. The time dependent z-position (direction of gravity) of the

center-of-mass of hBN nanoparticles having different aspect ratios can be compared

between different simulations. However, the required simulation time for this analysis

is unknown at the moment.

7.2.4. Water-hBN Nanofluid Flow

There is a growing number of nanofluid simulation results in recent years where

nanoparticles are introduced in a basefluid and different mechanisms are investigated.

There are still open questions regarding to this problem. However, our knowledge of the

nanofluids has been increasing, and the extension of this problem to the flow systems

is important as a next step. There are numerous macro-scale studies (such as CFD) of

these kind of problems, but the resulting designs have not been used in any application

different than a research project yet. The nano-scale analysis approaches as conducted

and suggested in this dissertation aims to guide future macro-scale designs and experi-
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ments, and there is also potential to find some new results for the nanofluids with flow

conditions defined. Molecular Dynamics simulations for nanoscale liquid flows have

been studied previously for nanochannels and nanofluidics applications [68], and MD

results have also been used in CFD calculations [196]. However, nanofluid flow using

MD has limited number of results in the literature, and these studies are restricted to

nanochannels due to the computational expense. Poiseuille and Couette flows of Ar-

Cu nanofluid system confined in a nanochannel have been studied by different groups

and some mechanisms have been investigated such as enhanced nano-convection ef-

fect around the nanoparticle in a shear flow [197, 198], viscous drag due to the flow,

effect of wall-nanofluid interactions [44], or aggregation structure of nanoparticles in

a pressure-driven flow [199]. However, a novel and a more practical system such as

water-hBN suspension flow has not been investigated. For example, the orientation

of hBN particles with different aspect ratios in a pressure-driven internal flow would

be valuable for thermal enhancement predictions of flowing water-hBN nanofluid, and

also new insight can be gained for the agglomeration in flow. In addition the thermal

conductivity and shear viscosity results, study of Ge et al. [200] can be extended to

predict convective heat transfer properties as well. However, the results would be valid

for a nanofluidics system, and may require large number of atoms and simulation times,

i.e. Ge et al. [200] used more than 100000 argon atoms and 9.5 ns simulation time.

7.2.5. Mesoscale Approaches for Nanofluids

Molecular Dynamics is one of the most widely used simulation tool in computa-

tional materials science, but the required computational power is still a major problem

and limits the capability of the method. Therefore, nanofluid simulations having the

exact size of the nanoparticles that are used in the experiments are rare among the MD

studies. This makes size and time scales crucial as discussed throughout this disserta-

tion. Alternative approach to overcome these problems is to use an upper-scale method,

where larger particles that are comprised of collection of atoms instead of individual

atoms are considered to solve the equation of Newton’s second law. The mathematical

procedure of such a method is very similar to MD, but forces (such as contact, body,
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drag, Brownian, hydrodynamic, etc.) are directly defined into the system instead of

using potential functions. This approach is called Discrete Element Method (DEM)

that is first developed to study rock mechanics [201], and has been used to model flow

of colloidal systems with many particles [202]. In addition to the various flow problems

that DEM can be applied, there are a few DEM simulations of nanofluids in the liter-

ature. Macpherson et al. [203] studied particle aggregation in ethylammonium nitrate

liquid and investigated effect of Brownian forces on the kinetics of self-assembly of a

nanoparticle suspension.

A similar approach to DEM is called Dissipative Particle Dynamics (DPD) and

it is more commonly used for liquid models in the literature. Dissipative Particle Dy-

namics method has been first introduced by Hoogerbrugge and Koelman [204] and has

capability of modelling hydrodynamics and colloidal behavior of the system. Therefore,

it has been usually used for modelling complex fluids. However, defining the force field

is a fundamental drawback since there is no standard procedure developed [205]. The

most commonly used force model for liquids was derived by Groot and Warren [206],

where repulsion, dissipative and random forces are defined for a water droplet con-

taining three water molecules. This motivated the development of DPD models of

nanofluids since the modelling granular particles will require much less computational

time than modelling each atom, and nanoparticle sizes, which are comparable with

the ones in experiments, can be simulated with this approach. There are a few DPD

models of nanofluids in the literature such as Min et al. [207] who studied the inter-

action between graphene nanosheets and surfactant in aqueous phase and suggested

their method for surface functionalization and agglomeration analysis. Yamada et

al. [208] predicted the thermal conductivity of water based Al2O3 and CuO nanofluids

using DPD method and their results are partially in agreement with the experiments.

They attributed the differences to nanoparticle shape, agglomeration and pH value

that are different between DPD simulations and experiments. In the current liter-

ature, there haven’t been following studies for those references yet, but DEM/DPD

simulations of hBN-water nanofluid system with or without surfactant and functional-

ized groups would shed light on the aggregation and stability mechanisms. However,

this necessitates the careful definition of the resulting forces, and it is believed that
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the particle interactions can be described accurately using different MD methodologies

proposed in this dissertation, such as the nanoparticle-nanoparticle, nanoparticle-liquid

or nanoparticle-surfactant interactions can be used for defining forces. However, it is

suggested to obtain an accurate basefluid model first, since it has a significant effect in

nanofluid simulations.
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APPENDIX A: APPENDIX

A.1. Ewald Summation for Long Range Coulombic Interactions

The Coulombic interaction between two atoms (atom A and atom B) is defined

using Coulomb’s law;

EC =
KCqAqB
rAB

(A.1)

where KC is Coulomb constant, q is the partial charge and r is the distance between

two atoms. However, summing these interactions for all the atoms in a lattice leads to

a conditionally-convergent series that is incompatible with the use of a cutoff distance.

One widely used alternative is the Ewald summation which was introduced in 1921 to

sum the long range interactions between particles and their periodic images [209]. The

derivation starts with the definition of an error function:

1

|t|
=

2√
π

∫ ∞
0

exp(−t2ρ2)dρ (A.2)

where ρ is a dummy variable. For the calculation of the electrostatic interaction of

atoms in hBN, let the vertical translation vector be ~z, the horizontal translation vector

be ~l, and the vector for the horizontal shift of subsequent layers be ~u. Then the total

Coulombic energy between atoms can be written as a summation over Equation (A.1)

using Equation (A.2), up to a multiplicative constant:

∑
~l

∣∣∣∣ 1

~l + ~u+ ~z

∣∣∣∣ =
2√
π

∫ ∞
0

exp(−~z2ρ2)
∑
~l

exp[−(~l + ~u)2ρ2]dρ (A.3)
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Applying a Fourier transformation and inverse Fourier transformation in sequence leads

to the following expression:

∑
~l

∣∣∣∣ 1

~l + ~u+ ~z

∣∣∣∣ =
2√
π

∫ ∞
0

[
1

2π

∫ ∞
−∞

exp(−izk)

∫ ∞
−∞

exp(−izk) exp(−z2ρ2)dzdk
]

∑
~l

exp[−(~l + ~u)2ρ2]dρ

(A.4)

denoting z as a scalar quantity in the right hand side since it is the displacement only

along the vertical direction. Using the following definition from the Fourier transform

tables:

∫ ∞
−∞

exp(−izk) exp(−z2ρ2)dz =

√
π

ρ
exp

(
−k2

4ρ2

)
(A.5)

Equation (A.4) can be written as:

∑
~l

∣∣∣∣ 1

~l + ~u+ ~z

∣∣∣∣ =
1

π

∫ ∞
0

∫ ∞
−∞

1

ρ
exp(−izk) exp

(
− k2

4ρ2

)∑
~l

exp[−(~l + ~u)2ρ2]dkdρ

(A.6)

where another Fourier and inverse Fourier transformation can be applied to the sum-

mation term at the end of the equation (A.6):

∑
~l

exp[−(~l+~u)2ρ2] =
∑
~g

exp(−i~g ·~u)
1

A

∫∫
A

∑
~l

exp[−(~l+~u)2ρ2] exp(−i~g ·~u)d~u (A.7)

where A is the unit cell and ~g is the reciprocal lattice vector. Fixed lattice sites are

assumed for hBN atoms as they are vibrating around their positions in the crystal

structure with a change of variable ~j = ~l + ~u, and considering that ~j has non-zero

components in the planar directions, Equation (A.7) can be written as:

∑
~l

exp[−(~l + ~u)2ρ2] =
∑
~g

exp(−i~g · ~u)
1

A

∫ ∞
−∞

exp(−j21ρ2) exp(−ij1g1)dj1∫ ∞
−∞

exp(−j22ρ2) exp(−ij2g2)dj2
(A.8)
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The integral in this equation can also be replaced using the definition in Equation

(A.5):

∑
~l

exp[−(~l + ~u)2ρ2] =
∑
~g

exp(−i~g · ~u)
1

A

π

ρ2
exp

(
−g

2
1 + g22
4ρ2

)
(A.9)

When Equation (A.9) is inserted in Equation (A.6), the following expression is ob-

tained:

∑
~l

∣∣∣∣ 1

~l + ~u+ ~z

∣∣∣∣ =
1

A

∑
~g

exp(−i~g.~u)

∫ ∞
−∞

exp(−iz.k)

∫ ∞
0

1

ρ3
exp

(
−(k2 + g21 + g22)

4ρ2

)
dkdρ

(A.10)

Now with the change of variable r = 1/ρ2, the integral with respect to ρ in the right

of the equation above is straightforward:

∫ ∞
0

1

ρ3
exp

(
−(k2 + g21 + g22)

4ρ2

)
dρ =

2

k2 + g21 + g22
(A.11)

Equation (A.11) is put into Equation (A.10). Rearranging the terms and using the

Fourier transform tables again gives:

∑
~l

∣∣∣∣ 1

~l + ~u+ ~z

∣∣∣∣ =
2π

A

∑
~g

exp(−i~g.~u)
1

|~g|
exp(−|~g||~z|) (A.12)

Using Euler’s relations and the orthogonality of vectors ~g and ~u, the final expression

for the Ewald summation is derived:

∑
~l

∣∣∣∣ 1

~l + ~u+ ~z

∣∣∣∣ =
2π

A

∑
~g

cos(~g.~u) exp(−|~z||~g|) 1

|~g|
(A.13)
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A.2. LAMMPS Script Examples

A.2.1. Thermal Conductivity and Shear Viscosity Calculation of Water-Cu

nanocolloid system using Green-Kubo formalism

Figure A.1: LAMMPS script for the transport properties of a water-Cu nanocolloid

system
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Figure A.1 (Cont.)
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Figure A.1 (Cont.)
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A.2.2. Calculation of elastic constants of multi-layer hBN

Figure A.2: LAMMPS script for the elastic constants of multi-layer hBN
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Figure A.2 (Cont.)
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A.2.3. Temperature profile calculation for water-hBN interface

Figure A.3: LAMMPS script for the thermal behavior of water-hBN interface
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Figure A.3 (Cont.)
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Figure A.3 (Cont.)
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Figure A.3 (Cont.)
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Figure A.3 (Cont.)
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Figure A.3 (Cont.)
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A.2.4. Muller-Plathe algorithm and temperature calculation for a TIP5P

water and Cu system

Figure A.4: LAMMPS script for the thermal behavior of TIP5P water in a nanogap
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Figure A.4 (Cont.)
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Figure A.4 (Cont.)




