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ABSTRACT

CONVERGENCE ACCELERATION PROCEDURES FOR

THE COMPUTATION OF 2-D TRANSONIC FLOWS

This study addresses a novel adaptive time stepping procedure, which leads

to selection of larger time steps allowed by the physics of the problem. Information

about the gradients of the flow variables can be regarded as an indicator for determining

proper amount of time step, in which the system evolved. The signals from the pressure

sensors, which act according to the pressure gradients, are chosen as a measure to

determine the magnitude of the local CFL number. Thus, the aimed methodology for

the selection of the local time step with the use of Pressure Sensor introduces optimal

time steps to the implicit solution method by accounting for the pressure gradient in the

solution domain, such that sharp pressure gradients encourages small time steps and

vice versa. To illustrate the effect of proposed procedure, Newton Krylov (NK), with

implicit pseudo time stepping method, has been employed to solve the compressible

Euler equations for steady transonic case by turning on the pressure switch. Numerical

experiments show that the introduced adaptive time stepping procedure decreases the

computation time and the number of iterations, effectively. Additionally, a comparison

study on the performances of Newton Krylov (NK) and nonlinear multigrid (FMG-

FAS) methods are presented. The longer computation time required by NK can be

a result of the requirement of Newtons method for a better initial guess. When the

free stream values are used as initial guess, a more sophisticated method for time step

selection is needed for a better NK performance especially at the start up phase.
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ÖZET

2 BOYUTLU TRANSONİK AKIŞLARIN HESAPLANMASI

İÇİN YAKINSAMA İVEMELENDİRME PROSEDÜRLERİ

Bu çalışmada, problemin fiziğinin izin verdiği ölçüde büyük zaman adımını seçen

yeni bir uyarlamalı zaman adım prosedürü ele alınmıştır. Uygun zaman adımlarının be-

lirlenmesi için, basınç sensörlerinden alınan basınç gradyanlarına bağlı sinyaller, yerel

CFL sayısının büyüklüğünü belirler. Basınç sensörü kullanımı ile yerel zaman adımı

seçimini amaçlayan metodoloji, basınç gradyanlarını kullanarak implisit çözüm metod-

ları için optimum zaman adımlarını oluşturur, öyle ki yüksek basınç gradyanları küçük

zaman adımlarını veya düşük gradyanlar büyük zaman adımlarını oluşturur. Önerilen

prosedürün etkinliğini göstermek için, implisit sözde zaman adımı yöntemi ile New-

ton Krylov (NK) metodu istikrarlı transonik sıkıştırılabilir Euler denklemlerini çözmek

için basınç sensörü ile kullanılmıştır. Sayısal deneyler, önerilen adaptif zaman adım

prosedürünün hesaplama süresini ve hesap adımlarının sayısını azalttığını göstermiştir.

İlave olarak, Newton Krylov (NK) ve nonlineer multigrid (FMG-FAS) yöntemlerinin

karşılaştırmasında, NK çözümleri için gereken daha uzun hesaplama zamanının, New-

ton methodunun daha iyi bir başlangıç tahminine ihtiyaç duymasından kaynaklandığı

değerlendirilmiştir. Serbest akış değerlerinin ilk tahmin olarak kullanıldığı durumlarda,

NK performansının arttırılması için zaman adım seçiminde daha gelişmiş bir yönteme,

özellikle de, akışın geliştiği ilk safhada ihtiyaç olduğu değerlendirilmiştir.
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1. INTRODUCTION

Computational Fluid Dynamics (CFD) enables research of various engineering

problems by using different numerical methods with the use of computers. In the

recent decades, there have been numerous developments in CFD methods as well as in

the computers.

The improvements in CFD made CFD an indispensable tool for researchers, scien-

tists and engineers. CFD provided an advanced insight to a large range of phenomena

of interest, from engineering to health, from education to high technology. Nowadays,

CFD is an important step and proven to be a fruitful tool to be conducted in analysis of

different kinds of phenomena before experiments or prototype productions start. The

problems, which CFD has to tackle, become more complex and difficult as a result of

increasing interest from different fields.

With the successes from the problems solved by CFD, the encouragement to solve

harder and more complex problems prevails. Even though the advances in computer

technology helps making life easier in CFD world, the challenge arises and the tackled

problems gets tougher to handle everyday.

With the recent status of CFD given above, the required time to solve compli-

cated problems is the main constraint nowadays. More improvements in algorithms by

reducing computation time and memory usage is still needed. In CFD, the required

time to reach convergence needs to be reduced by improving faster algorithms (i.e. Con-

vergence Acceleration Procedures) in addition to advances in computer technology. In

this research area, so far extensive work has been performed on the compressible (tran-

sonic) flow solution by using finite volume methods on structured and unstructured

grids. Aerodynamics has been one of the key areas, where CFD has started and been

evolved.

Two outstanding methods to solve the nonlinear equations arising from the finite-
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volume discretization of the compressible (transonic) equations are “Newton Krylov

Methods (NK) with preconditioning” and “nonlinear multigrid methods (FMG-FAS)”.

These methods are known to give satisfactory results and converge to steady state with

reasonable time and computer sources.

In the first part of this thesis, the research is focused on;

(i) the comparison of NK and nonlinear multigrid (FAS) methods and investigate

the effects of different numerical methods on the performance from different per-

spectives and report on the justification/selection criteria (advantages and dis-

advantages) as to the reduction of CPU time, possible savings in the memory

requirements for the transonic flow problems specifically,

(ii) the comparison of the use of different grids in implicit solution of transonic flow

calculations.

In the discussion and comparison of algorithms (NK and FMG-FAS methods);

transonic flow is used as the model problem. The numerical investigation of Euler

equations, which model transonic flow regime, is an extensively studied model problem

to be used in development / comparison / improvement of numerical methods due to

nonlinear character of the equations and the coupling of equations and unknowns.

In this study, the emphasis is on the numerical methods rather than physical

model. The aim is to investigate the numerical solution of the transonic flow using

different methods such as implicit solution methods, nonlinear multigrid and precon-

ditioning methodologies.

The second part of this thesis is focused on the following:

In Steady Transonic Flow solution, we have used a novel method for the Selection

of Local CFL Parameter by using “Pressure Sensor” in Implicit Methods. For a flow

around an airfoil, when the free-stream Mach number (M∞) and the angle of attack (α)

are given relatively high values, some discontinuities like strong shocks are observed
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in the flow. The shocks, depending on their severity, create steep gradients in the

flow variables. Consequently, the strength of the shock determines the difficulty of

the problem. In other words, the higher M∞ and α values are, the more difficult the

problem is.

Newton’s method requires an initial guess which is as close to the solution as

possible. Especially in case of the transonic flow problems with strong shocks, the use

of the free-stream values as initial guess, is not a good representation of transonic flow

because it does not contain any shocks. So, using free-stream values as initial guess

does not satisfy this requirement for Newton’s method and slows down the solution

process or causes divergence.

An implicit method, Newton Krylov (NK), with pseudo time stepping, has been

used to solve the compressible Euler equations for steady transonic flow. In such

problems usually the free-stream flow values are used as initial guess.

In Newton’s method, if free-stream values are used as the initial guess, to elimi-

nate divergence in the beginning of iterations, the time step is kept as low as possible

to take smaller time steps until the flow develops around the object (an airfoil in our

test cases) which creates disturbance. This is called start-up or defect correction phase.

On the other hand, the use of relatively lower time step leads to relatively longer

convergence time. For that reason to accelerate convergence, the time step is gradually

increased as the flow field develops. The increase of time step is encouraged for the

acceleration of solution process but discouraged by the possibility of divergence of

Newton’s method. This dilemma requires controlled increase of time step.

Normally, for time dependent problems, the use of global time step is necessary.

Where as for the steady state problems the use of local time step is possible. The

possibility of using different time steps is an advantage and it can be manipulated to

achieve faster convergence by selecting local time step.
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In theory, implicit time integration methods are assumed to achieve convergence

with very high time steps (in theory ∆t → ∞). In practice, on the other hand, very

high time steps may lead to divergence for higher α andM∞. As a remedy, it is possible

to start iterations by taking relatively smaller time steps until the flow field develops.

In steady state flow solutions, it is possible to use local time steps (i.e. different

∆t for each cell) such that;

(i) in the regions where the flow variables change rapidly (the existence of steep

gradients), relatively lower local time step is used,

(ii) in the smoother regions, relatively higher local time step is selected.

In the selection of local time step (CFLlocal) “Pressure Sensor” is used, which

can make the distinction between the regions with the sharp gradients and smoother

gradients.

With the use of “Pressure Sensor”, which detects the existence of sharp gradients,

CFLlocal (∆tlocal) for each cell is selected appropriately as the iterations progress.

Implicit schemes are widely used in engineering problems with iterative methods.

Implicit schemes and iterative methods are preferred also because of their robustness

and convergence properties. On the other hand, depending on the existence and the

strength of shock(s) (i.e. the difficulty level of the problem determined by α and M∞),

implicit schemes may require more computation time and iterations for transonic flow

solutions.

So far extensive work has been performed on the compressible inviscid (transonic)

flow solution on structured and unstructured grids by using finite volume and New-

ton Krylov (NK) Methods. NK as an implicit method is known to give satisfactory

results and converge to steady state together with pseudo time stepping with the use

of reasonable time and computer sources.
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When the free-stream values are used as initial guess, which do not inherit the

shocks in transonic flow, it is possible;

(i) to use a different method other than Newton’s method at start-up until the flow

develops;

(ii) to keep timesteps (i.e. ∆t or CFL number) as low as possible and take smaller

time steps until the flow develops. Use of relatively low timesteps leads to longer

convergence (run) time. On the other hand, if one uses relatively higher time steps

to accelerate the convergence, this may cause divergence of Newton’s method at

start-up.

The main purpose of the second part of this thesis is (without the use of a different

method);

(i) To introduce a novel CFLlocal (i.e. ∆tlocal) selection methodology by the use

of “Pressure Sensor” in transonic flow calculation by using NK, which makes it

possible to take larger time steps, ∆t, in smooth regions and lower ∆t in the areas

with sharp gradients,

(ii) To investigate the effects of different parameters on the solution methodology,

such as the subspace size of GMRES (m), fill-in level for ILU preconditioner, ILU

(fin) and CFLRate are conducted.

The transonic flow around an airfoil is used as the physical model to conduct

numerical experiments on the use of “Pressure Sensor” in the determination of CFLlocal

(i.e. ∆tlocal). To achieve the objective of this work; the convergence properties of NK

are tested. The effects of “Pressure Sensor” on the selection of CFLlocal (i.e. ∆tlocal)

and on the convergence performance are investigated.

1.1. Background

Computational Fluid Dynamics has become one of the major tools for the aerody-

namic design in aircraft industry and other areas of engineering which deals with com-
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pressible or incompressible flows. Higher costs of experimental design especially wind

tunnel testing, can be counted as the main reason for CFD’s increasing importance.

The need for CFD as a design tool in aircraft industry led to various methodologies

for compressible flow simulation.

Jameson [21] reported that “Aerodynamic design is aided by increasing perfor-

mance of computers. In addition to increasing capacity of computers, further develop-

ment in numerical methods has a positive influence on the development of CFD. With

more efficient numerical methods, it is possible to create more efficient algorithms for

compressible flow equations. Efficient algorithms increase the reliability of flow simu-

lations and with these algorithms it is possible to simulate more complex flows”.

The research is still going on for developing algorithms, which can solve Euler

equations efficiently. The research for more efficient algorithms is focused on both phys-

ical models and numerical methods (implicit iterative methods, nonlinear multigrid,

preconditioning, etc).

Generally, the motivation of this work and the others in this specific field is to

develop computer simulation of compressible flow to be used in the aircraft design and

similar compressible flow applications of engineering.

The objective of this research is to develop / compare / improve / investigate

/ discuss algorithms by comparing different numerical methods for transonic flow.

Existing and newly developed algorithms are tested to achieve reduction of computation

time and memory usage, which contribute to faster convergence.

The physical model is transonic flow around an airfoil. For this model problem

inviscid flow equations are solved.

Their convergence properties are tested and the results are compared and the ef-

fects of different numerical methods on the performance are investigated. As summary,

the methods, mentioned above, have been tested and discussed for Euler Equation.
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1.2. Literature Review

In this research area, the primary goal of the research in computational fluid

dynamics is to develop algorithms, which solve the governing equations for compressible

flow efficiently and accurately.

1.2.1. Explicit Schemes

1.2.1.1. Explicit Runge-Kutta with Artificial Dissipation. Jameson et al. [15] solved

Euler Equations around an airfoil by using the Runge-Kutta Time-Stepping Schemes

and Artificial Dissipation (Appendix C). Runge-Kutta explicit time stepping scheme

with spatial central finite volume discretization is one of the widely used explicit time

stepping schemes.

The solution of discretized Euler equations yields oscillations, when there are

strong jumps like shocks in the transonic flow. They have used central differentia-

tion with artificial dissipation (or “JST dissipation” named after the authors Jameson,

Schmidt and Turkel) for stabilization. Acceptable results are achieved especially with

the use of JST dissipation scheme for various problems in compressible flows includ-

ing transonic regime. Runge-Kutta Time-Stepping Scheme with Artificial Dissipation

has become a classical method and widely used by many researchers and in different

applications.

Jameson et al. [15] used a blend of second-and fourth order differences in order to

control oscillations. This scheme is called the Jameson-Schmidt-Turkel (JST) scheme

or artificial dissipation. In the work of Jameson et al. [15], Runge-Kutta time stepping

scheme is used as the explicit solution technique for Euler equations. In the presence of

discontinuities (like shock waves), some oscillations are introduced by the third order

diffusive flux. In order to eliminate the oscillations a switch is used to sense the shock

wave and the artificial diffusion is switch to first order locally. The switch decreases the

level of diffusion in the smooth regions of the flow, but increases the level of diffusion

near the oscillations near discontinuities [22].
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1.2.1.2. Explicit Runge-Kutta with Multigrid Method. Nonlinear multigrid methods

have proven to perform well in solution of nonlinear problems. In the nonlinear multi-

grid solution, the linearization of the problem is not required. In Jameson [16], solution

of finite volume discretized Transonic Euler equations are sought by using nonlinear

multigrid method. In the application of multigrid methods, the selection of the follow-

ing is highly important;

(i) The number of levels and grid sizes,

(ii) Smoothing method and

(iii) Prolongation (interpolation) and restriction operators.

With the right selection of above components, it is possible to achieve better

convergence properties, such as reduction in memory requirement, computer time and

residuals as reported by Washio and Oosterlee [8], Fidkowski and Darmofal [10] and

Sidilkover [11].

1.2.2. Implicit Schemes

Implicit methods are robust and have preferable convergence speed but require

more computational effort per iteration. With implicit schemes, Newton’s method can

be used as a nonlinear system solver and it is possible to use larger time steps. At

each time step of an implicit scheme, the time step (CFL number) has to be carefully

chosen.

Some properties of the implicit schemes are as follows:

(i) It is possible to use larger time steps in implicit schemes.

(ii) With implicit schemes, Newton’s method can be used (because of some prac-

tical application issues, the theoretical quadratic convergence property may be

downgraded).

(iii) The implicit schemes are robust and have higher convergence speed but require

more computational effort per iteration.



9

(iv) In some applications it is hard to vectorize and/or parallelize implicit schemes.

Since the computer resources, required by direct methods, are extremely high, it is

better to use the implicit schemes with iterative methods. If Newton’s method is used,

a linear system must be solved at each time step. The approximation of Jacobian is the

limiting factor on the quadratic convergence speed of Newton’s method. For example,

when first order Jacobian approximation is used, the time step (CFL number) has to

be finite.

1.2.2.1. Implicit ADI and multigrid. Alternating Direction Implicit - Approximate

Factorization (ADI/AF) scheme is one of the first iterative implicit schemes used for

the solution of compressible flows. Beam and Warming approximate factorization

type, implicit schemes are in use of compressible flow solution since 1970s. Beam and

Warming [37] have developed an implicit approximate factorization scheme for the

compressible flow equations. ADI/AF can be used only with structured grids. One

ADI/AF iteration is performed at each implicit time step.

Anderson and Bonhaus [20] used an implicit Navier Stokes solution algorithm for

the computation of turbulent flow. They have used upwinding in the calculation of

inviscid fluxes. They have performed numerical experiments on NACA 0012 and RAE

2822 airfoils. In general their results were in agreement with the experimental data

available.

1.2.2.2. LU-SGS and Multigrid. The implicit Lower- Upper Symmetric Gauss-Seidel

(LU-SGS) scheme has similar benefits to an explicit RK scheme, with its lower memory

requirements compared to the other implicit schemes. The implicit LU-SGS scheme

can be used both with structured and unstructured grids.

Caughey and Jameson [17] has reported on multigrid solution of the compressible

Euler and Navier Stokes equations by using a new version of implicit method, which

implements a nonlinear Symmetric Gauss Seidel (SGS) algorithm with Lower Upper
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(LU) preconditioner.

For transonic flows, Shen et al. [23] compared the Implicit Gauss-Seidel Line Iter-

ation Method with the LU-SGS when the Roe scheme is used. The researchers studied

the sweep direction effect on the convergence rate and CPU time of these methods

for compressible flows. According to the results of their numerical experiments, they

concluded that the best convergence rate is obtained with sweeping in streamwise di-

rection for an inviscid transonic internal flow. As another outcome, they determined

that one sweep (a forward sweep plus a backward sweep) per time step is sufficient

within each time step.

1.2.2.3. Newton-Krylov. Jiang and Forsyth [12–14] have reported their work on tran-

sonic flow solutions using Full Potential equation, Euler equations and Laminar Navier

Stokes equations respectively. In their studies for the solution of Full Potential equa-

tion, they have used numerical methods like upstream weighted discretization, ILU

preconditioning, flux-biasing finite volume method. They have solved the nonlinear

systems by using a continuation method with full Newton iteration. For transonic

Euler equations, they used an incomplete LU factorization with CGSTAB, which is a

Krylov subspace method. They have tested their algorithms at various airfoil shapes at

transonic and supersonic conditions. They have concluded that full Newton approach

and high order Jacobian technique is more robust and efficient for transonic flow so-

lution. In reference [12], high speed laminar compressible Navier Stokes equations are

solved by using full Newton nonlinear iteration with block ILU preconditioner and

CGSTAB acceleration.

Choquet and Erhel [24] have applied Newton-Krylov algorithms to compressible

flow but not transonic case. They used implicit time discretization for the solution

of nonlinear equations of compressible flow. In the finite volume formulation, they

used upwinding for convective terms. The Riemann problem at the edges of finite

volume cells is solved by Osher scheme, where the flux is approximated. Jacobian is

approximated by a finite difference scheme. At the linear system solution, restarted
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GMRES [2] is used. They have concluded that, (i) GMRES directs the solution process

in the right path if the convergence tolerance of the linear solver is small enough, (ii) If

the Jacobian approximation is good enough, a linear convergence of Newton is possible.

Their final conclusion is that, the use of a second order finite difference scheme to

approximate the initial residual at each start of GMRES, improves the convergence of

Newton method.

Blanco and Zinng [25] have developed a Newton-GMRES (unstructured) solver

for Euler equations.

Pueyo and Zinng [26, 27] reported their work on aerodynamic calculations by

using Newton-Krylov methods. Chisholm and Zinng [28] have extended their Newton-

Krylov solver to a fully coupled one, which is capable of solving turbulent aerodynamic

flows.

1.2.3. More on Compressible Flow Solution by using NK and FMG-FAS

Regarding the literature review, more recent studies are listed below, which aim

to investigate the performance of different numerical methods like nonlinear multigrid,

implicit iterative methods and preconditioning. The mentioned numerical studies use

transonic flow as a test case, which means the research for more efficient numerical

methods for transonic flow is still going on. In connection, the aim of this thesis work

and the organization of the thesis are given in the next section.

Manzano et al. [29] have developed a Newton-Krylov Algorithm for the solution

of the Euler Equations using unstructured grids.

Caughey and Jameson [17] developed a compressible flow solver, which imple-

ments preconditioned multigrid for the Euler and Navier Stokes Equations.

Rossow [30] reported on enhanced Runge-Kutta/Implicit Methods for Solving the

Navier-Stokes Equations.
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Michalak and Ollivier-Gooch [31] reported on numerical solution of compressible

flow using implicit methods which implements matrix-explicit GMRES and higher order

(higher than first-order which is the typical case) Jacobian for preconditioning on

unstructured grids. In their study, the researchers focused on forming the higher-order

Jacobian at a reasonable cost and results in improvements in (i) preconditioning and

(ii) reduced efforts for inner GMRES (linear iterations). (matrix-explicit vs. matrix-

free). They have concluded that the matrix-explicit methods requires less time than

the matrix-free methods when overall computation time is considered.

Michalak and Ollivier-Gooch [31] have used matrix-free approach, which is typical

in Newton GMRES applications, is used. Instead of multiplying full Jacobian by a

vector, the matrix-vector products required by GMRES are computed by using Fréchet

derivatives. GMRES requires preconditioning for efficient convergence of linear system.

When incomplete LU factorization is used as the preconditioner, the Jacobian matrix

is required for preconditioning. Since ILU preconditioning is used only to precondition

the linear system, the first-order approximation of Jacobian matrix is used for typical

applications.

Maciel [32] used the Steger and Warming and the Van Leer Schemes to suppress

oscillations in the existence of strong shocks in a diffuser and a ramp as the model

problems. Maciel has implemented a MUSCL approach to obtain second order accuracy

and the Minmod limiter. Both the Steger and Warming and the Van Leer Schemes are

flux vector splitting schemes and can employ approximate factorizations to be solved

by implicit ADI solver. In his implicit solutions, CFL number ranged from 1.3 to 3.6

and the convergence was achieved in less than 100 iterations.

1.2.4. CFL Selection Strategies

Different strategies exist for the determination of ∆tlocal (CFLlocal). These strate-

gies are mainly based on the residual and act on the CFL value globally by considering

the increase or decrease of residual value as outlined below.
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Bücker et al. [43] introduced a novel CFL evolution strategy and compared this

strategy with two existing strategies in implicit methods for the solution of linearized

Euler equations. After CFL number reaches to a predetermined limit, CFL number

is ramped up and this increase is controlled by one of the following strategies: (i)

Exponential Progression (EXP); (ii) Switch Evolution Relaxation (SER); (iii) Residual

Difference Method (RDM). RDM is proposed by Bücker et al. [43]. They tried to

achieve a CFL evolution strategy, to find the balance between large CFL numbers to

achieve fast convergence and small time steps to guarantee the convergence of Newton’s

method and resolve all flow features. They have concluded that that all three CFL

evolution strategies have their advantages and disadvantages. CFL control still requires

application-specific knowledge, intuition, and trial and error.

Pollul and Reusken [44] have investigated some strategies for choosing the time

step for iterative methods in implicit time integration for compressible flow simulations.

In Pollul and Reusken [44], the size of the time step is determined by a CFL number,

which is not limited by the Courant-Friedrichs-Levy (CFL) condition. Initialized by

CFLMIN , the CFL number is increased by an evolution method in every time step

until a previously determined upper bound CFLMAX is reached. Their main goal was

to improve efficiency and robustness of the iterative method used in the flow solver

by careful selection of the time step size. They have presented results of numerical

experiments using the different CFL evolution strategies with different CFL Control

Parameters. They have investigated two known (EXP and SER) and a novel time

step selection strategy (RDM) and an alternative one. They have concluded that

the investigated CFL evolution strategies, the choice of the control parameters has

a great impact on the number of time steps needed for convergence and the total

execution time. The results have shown that some increase of the residual can be

accepted to achieve rapid overall convergence. RDM, proposed by the authors, has

been compared with the existing strategies EXP and SER. For the residual-based

strategies SER and RDM, RDM has turned out to be faster than SER. They have

concluded that application-specific knowledge, intuition, and trial and error are still

needed in order to determine appropriate values for the CFL control parameters.
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1.3. Organization of Thesis

In this thesis, by keeping the focus on the implicit solution algorithms, nonlinear

multigrid, Newton-Krylov methods with preconditioning and convergence acceleration

procedures, the compressible flow equations are solved for transonic case. Navier Stokes

equations and Euler equations, which are discretized by finite volume method, are

investigated.

In Chapter 2 (Mathematical Modeling of Transonic Flow), the governing equa-

tions of compressible flow are given. The derivation, discretization and other related

details are given for the model problem, which is transonic flow around an airfoil. The

details related to governing equations, boundary conditions, finite volume discretiza-

tion, upwind scheme (Roe’s flux difference splitting), and limiters are covered.

In Chapter 3 (Computational Modeling and Numerical Methods), the details of

numerical methods like (i) implicit Newton-Krylov methods and preconditioning, (ii)

nonlinear multigrid are given.

In Chapter 4, (An Adaptive Time-Stepping Strategy for the Implicit Solution of

Steady Transonic Flows), Newton Krylov (NK), with implicit pseudo time stepping

method, has been used to solve the compressible inviscid flow (Euler) equations for

steady transonic case. In this part, a novel local time step (∆tlocal or CFLlocal) selection

method based on the gradients of flow variables is introduced with the use of “Pressure

Sensor”. Numerical experiments showed that the introduced local time step selection

method can decrease the computation time and the number of iterations.

In Chapter 5, the details of numerical experiments and obtained results are pre-

sented and comparisons are made. In Chapter 6, the conclusions, which are drawn

from the thesis studies, are given.
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2. MATHEMATICAL MODELING OF TRANSONIC

FLOW

For the numerical experimentation, the viscous compressible flow around an airfoil

is described by Navier Stokes equations and the inviscid compressible flow around an

airfoil is described by Euler equations.

In the following sections, the derivation and related details for compressible Navier

Stokes Equations and compressible Euler Equations are given, which can be used in

the analysis of transonic flow.

2.1. Navier-Stokes Equations for Compressible Flow

Navier Stokes equations for compressible flow, where (i) only laminar flow con-

sidered and (ii) turbulent viscosity are introduced below.

The conservation equations for mass, momentum and energy can be written in

the form of a volume and a surface integral. In the below formulation the source terms

and the external forces are not shown. The below formulation forms Navier Stokes

equations for compressible flow with the viscous terms.

∂

∂t

∫

Ω
QdΩ +

∮

∂Ω
(Fc − Fv)dS = 0 (2.1)

where

Fc = fc + gc (2.2)
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Fv = fv + gv. (2.3)

2.1.1. Laminar Navier-Stokes Equations for Compressible Flow

Navier Stokes equations in conservative form for compressible flow around an

airfoil is given below. The conservation equations for mass, momentum an energy can

be written in the below form without the source terms as in Forsyth and Jiang [14].

∂Q

∂t
+

∂fc
∂x

+
∂gc
∂y

=
∂fv
∂x

+
∂gv
∂y

(2.4)

Q is the vector of conservative variables. fc, gc are the convective fluxes.

Q =





















ρ

ρu

ρv

e





















; fc =





















ρu

ρu2 + P

ρuv

u(ρe+ P )





















; gc =





















ρv

ρuv + P

ρv2 + P

v(ρe+ P )





















. (2.5)

fv and gv are viscous fluxes;

fv =





















0

τxx

τxy

τxyv + qx





















; gv =





















0

τxy

τyy

τxyu+ qy





















(2.6)
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where the shear stress and heat conduction terms are given as;

τxx =
2M∞µ

3Re∞
(2
∂u

∂x
−

∂v

∂y
) (2.7)

τyy =
2M∞µ

3Re∞
(2
∂v

∂y
−

∂u

∂x
) (2.8)

τxy =
M∞µ

Re∞
(
∂u

∂y
+

∂v

∂x
) (2.9)

(qx, qy) =
M∞µ

(γ − 1)PrRe∞
∇T (2.10)

where; ρ is density, u is x-direction velocity, v is y-direction velocity, e is total

energy per unit volume, p is pressure, µ is viscosity, M∞ is freestream Mach number,

Re∞ is freestream Reynolds number, Pr is Prandtl number, γ is ratio of specific heats,

T is temperature.

Sutherland’s law is used to compute the laminar viscosity.

µ =
(1 + C∗)T 3/2

T + C∗
(2.11)



18

where C∗ = 198.6/460.0 assuming the freestream temperature is 460 R. The

equations are closed with the equation of state for a perfect gas given by Equations 2.20

and 2.21.

2.1.2. Turbulent Navier-Stokes Equations for Compressible Flow

In case the turbulent effects are added to the solution, shear stress and heat

conduction terms given as follows. (Anderson [20]).

τxx = (µ+ µt)
2M∞

3Re∞
(2
∂u

∂x
−

∂v

∂y
) (2.12)

τyy = (µ+ µt)
2M∞

3Re∞
(2
∂v

∂y
−

∂u

∂x
) (2.13)

τxy = (µ+ µt)
M∞

Re∞
(
∂u

∂y
+

∂v

∂x
) (2.14)

qx =
−M∞

(γ − 1)Re∞
(
µ

Pr
+

µt

Prt
)
∂a2

∂x
(2.15)
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qy =
−M∞

(γ − 1)Re∞
(
µ

Pr
+

µt

Prt
)
∂a2

∂y
(2.16)

where µt and Prt are turbulent viscosity and turbulent Prandtl number respec-

tively. a is speed of sound.

In order to calculate turbulent viscosity a turbulence model has to be selected

from one of the algebraic models, one- or two equation turbulence models.

2.2. Euler Equations for Compressible Flow

If the viscous terms are neglected from Equation 2.1, Euler Equations are ob-

tained. Euler equations for compressible flow for a control volume Ω with boundary

∂Ω are given below without the source terms and the external forces.

∂

∂t

∫

Ω
QdΩ+

∮

∂Ω
FcdS = 0 (2.17)

In this formulation, Q is the solution vector of conservative variables and Fc is

the vector of the convective (inviscid) fluxes.

Q =





















ρ

ρu

ρv

ρe





















; Fc =





















ρV

ρuV + nxP

ρvV + nyP

(ρe + P )V





















(2.18)
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Other variables are as follows: ρ is the density, u is the x-direction velocity, v is

the y-direction velocity, e is the total energy per unit volume, P is the pressure and V

is the contravariant velocity;

V ≡ ~v · ~n = nxu+ nyv. (2.19)

~nx and ~ny are the components of the unit normal vector pointing outward from

the flux face. Total energy per unit volume and pressure are related as follows:

e =
P

(γ − 1)ρ
+

1

2
(u2 + v2).

The equations are closed with the equation of state for a perfect gas

P = (γ − 1)[e−
ρ(u2 + v2)

2
] (2.20)

T =
γP

ρ
(2.21)

γ is the ratio fo the specific heats and T is the temperature.
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2.2.1. Finite Volume Discretization of Euler Equations

Euler equations are discretized with finite volume method by using quadrilateral

grid. As it can be seen in Figure 2.1 and cell centered finite volume approach is used.

∂

∂t

∫ ∫

Ω
Qdxdy +

∮

∂Ω
(fcdy − gcdx) = 0 (2.22)

with

Q =





















ρ

ρu

ρv

ρe





















; fc =





















ρu

ρu2 + P

ρuv

(ρe+ P )u





















; gc =





















ρv

ρuv

ρv2 + P

(ρe+ P )v





















(2.23)

I,J+1

i,j+1 i+1,j+1

I,J I+1,J

i,j i+1,j

i,j

I,J-1

n
i,j-1/2

n
i+1/2,j

n
i-1/2,j

n
i,j+1/2

I-1,J

Figure 2.1. Cell centered finite volume discretization indexing.
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2.2.2. Spatial Discretization of Euler Equations

Euler equations 2.17 are discretized with finite volume method by using quadri-

lateral grid. The cell centered finite volume approach is used. With the finite volume

discretization of Euler equations, residual R is obtained.

dQI,J

dt
= −

1

ΩI,J

4
∑

m=1

(Fc)m∆Sm = −
1

ΩI,J
RI,J , (2.24)

where the face vector is

~Sm = ~nx∆Sx,m + ~ny∆Sy,m.

When cell centered finite volume discretization is applied to continuity, x mo-

mentum, y momentum and energy equations the following discretized equations are

obtained.

∂

∂t
(Ωρm) +

4
∑

m=1

(△ymρmum −△xmρmvm) = 0 (2.25)

∂

∂t
(Ω(ρu)m) +

4
∑

m=1

(△ym(ρu)mum +△ymPm −△xm(ρu)mvm) = 0 (2.26)
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∂

∂t
(Ω(ρv)m) +

4
∑

m=1

(△ym(ρv)mum −△xm(ρv)mvm −△xmPm) = 0 (2.27)

∂

∂t
(Ω(ρe)m) +

4
∑

m=1

(△ym(ρe)mum +△ymPmum

−△xm(ρe)mvm −△xmPmvm) = 0 (2.28)

As an example where m = 1 at South cell face between (I, J) and (I, J − 1);

(ρu)m is approximated as follows:

(ρu)m=1 =
1

2
(ρu)I,J +

1

2
(ρu)I,J−1. (2.29)

At the other faces and for the other variables like ρm, (ρu)m, (ρv)m and (ρe)m

the same methodology shall apply.

2.2.3. Implicit Time Integration Scheme

The discretization of the governing equations (Equation 2.17) by using finite

volume and the computation of the inviscid fluxes at the cell faces by using Roe’s flux

splitting scheme yield a system of nonlinear equations. Starting from Equation 2.24,

below formulation constitutes implicit scheme where R(Q) is the residual.
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∆Q

∆t
+

1

Ω
Rn+1(Q) = 0, where ∆Q = Qn+1 −Qn (2.30)

Where ∆Q represents the update to the vector of conserved variables for a time

step ∆t. In equation (2.30), n is the current time level, n+ 1 is the sought time level.

The residual can be linearized at the current time level by using below Equa-

tion 2.31.

Rn+1 = Rn +

(

∂R

∂Q

)n

∆Q (2.31)

∂R
∂Q

is the Jacobian matrix or flux Jacobian. Combining Equations 2.30 and 2.31

yields Equation 2.32. The resulting system from Equation 2.32 is solved by two different

methods, NK and FMG-FAS, for the steady state solution.

[

Ω

∆t
I +

(

∂R

∂Q

)n]

∆Qn = −Rn(Q) (2.32)

I is the identity matrix, which can be used for steady state solutions.

2.2.4. Upwind Schemes

Roe’s approximate Riemann solver with Van Leer’s MUSCL (Monotone Upstream

Centered Schemes for Conservation Laws) approach is implemented. Roe’s scheme is

one of the a few remarkable upwind schemes that have been successfully applied to the
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Euler equations and used to control oscillations and provide positivity.

Roe’s Flux Difference Splitting [38] evaluates the convective fluxes at a face of

a control volume. In this scheme, the values on either side of the face of the control

volume are called “left” and “right” states. The “left” and “right” states are used

to calculate the flux at the interface between two cells (or more generally control

volumes). With Roe’s scheme, it is possible to capture shocks at a single point for

stationary normal shocks [17].

Roe linearized the equations locally by using mean values of Jacobian [38]. The

use of Roe’s approximate Riemann solver enables the exploration of the wave motions

and implementation of Godunov-type schemes efficiently. On the other hand Roe’s

approximate Riemann solver is an efficient flux difference splitting scheme, where it is

possible to capture shocks at a single point for stationary normal shocks as reported

by Caughey and Jameson [17].

In order to control oscillation and sustain positivity, Van Leer [39], [40] has de-

vised MUSCL (Monotone Upstream-Centered Schemes for Conservation Laws). In Van

Leer’s MUSCL approach, the required monotonicity is provided by the use of limiters

and the solution accuracy is extended from first order to higher orders. Venkatakrish-

nan’s Limiter [41] is used to suppress oscillations near strong discontinuities like shocks

in transonic flow. The use of limiters increases the CPU usage and the time required

for the convergence.

2.2.4.1. Limiters. Limiters are used to suppress oscillations near strong discontinuities

like shocks in transonic flow. The use of limiters increases the CPU usage and the time

required for the convergence. Venkatakrishnan’s Limiter [41] is tested in this study.

Michalak and Ollivier-Gooch [31] have used Venkatakrishnan’s limiter [41] in the

Jacobian matrix. They have presented and compared to their adaptation of the limiter

in order to eliminate over shoots.
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Maciel [32] has implemented a MUSCL approach and the Minmod limiter.

2.2.5. Boundary Conditions for Euler Equations

2.2.5.1. Solid Boundary Conditions (Inviscid). On the wing surface, slip boundary

conditions for inviscid flow are used for Euler equations, where the surface normal

of the flow velocity is zero.

~v · ~n = 0 at the wing surface. (2.33)

The pressure at the wing surface is specified at the cell faces which forms the

airfoil. pwall is calculated by following extrapolation;

pwall =
1

8
(15pI − 10pI+1 + 3pI+2) at the wing surface. (2.34)

pI , pI+1 and pI+2 are the pressure values at the cell centers of 3 cells next to the

surface in the normal direction, pI being the closest to the wing.

2.2.5.2. Farfield Boundary Conditions. Farfield boundary conditions for subsonic and

supersonic case is summarized below.

Subsonic farfield boundary conditions are specified by the following formulae,

where subscript b denotes the values belong to the cell face at the boundary, subscript

a denotes the free stream values and subscript d denotes the values belong to the center

of boundary cell. ρ0 and c0 are taken as the values at the interior cell center next to
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Boundary Nodes

Control Volume

Interior Flux
Control Volume

at BC

Figure 2.2. Circles denote the cell centers, where pI ’s are defined.

the boundary.

At the farfield boundary, the flow is considered either as subsonic inflow or sub-

sonic outflow depending on the location of the cell and orientation of the cell face and

flow direction. The subsonic inflow case is given as follows:

pb =
1

2
{pa + pd − ρ0c0[nx(ua − ud) + ny(va − vd)]} (2.35)

ρb = ρa +
(pb − pa)

c02
(2.36)
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ub = ua − nx
(pa − pb)

ρ0c0
(2.37)

vb = va − ny
(pa − pb)

ρ0c0
(2.38)

The subsonic outflow case is as follows:

pb = pa (2.39)

ρb = ρd +
(pb − pd)

c02
(2.40)

ub = ud + nx
(pd − pb)

ρ0c0
(2.41)

vb = vd − ny
(pd − pb)

ρ0c0
(2.42)
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At the cuts, the neighboring cells in the physical domain are introduced to the

flux calculations with careful implementation of cell and cell face indexes.
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3. COMPUTATIONAL MODELING AND NUMERICAL

METHODS

Computational Fluid Dynamics (CFD), with its increasing importance, is an

area, where the solution methods for engineering problems are developed with the use

of computers. In the recent decades, there have been numerous developments in CFD

methods as well as in the computers. The main purpose of this study is to utilize the

modern methods in CFD, to solve the nonlinear governing equations arising from the

transonic flow problem.

3.1. Newton-Krylov Methods

In a nonlinear problem solution, Newton-Krylov methods use Newton’s method

for nonlinear system solution and one of the Krylov subspace methods for linear system

solution at each Newton step. The use of these two methods together for nonlinear

problems leads to matrix-free implementation, where the solution can be achieved

without forming or inverting Jacobian as explained in the following parts. The use of

Krylov subspace methods in conjunction with the Newton’s method, are simply called

Newton-Krylov methods.

The use of robust algorithms with Newton’s method to solve various problems of

interest is growing in popularity mainly due to the rapid progress in computer speed

and available memory and advances in iterative solution methods. Newton’s method is

a robust technique which converges rapidly for nonlinear problems if the initial guess is

close to the solution. In transonic flow problem, the discretization of flow field results

in nonlinear systems of equations, which can be solved by Newton’s method.

3.1.1. Newton’s Method; Nonlinear Problem Solution

The nonlinear system of equations obtained from the discretization of governing

equations can be solved by Newton’s method. The large sparse nonlinear system of
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equations is

F (u) = 0, (3.1)

where F is the nonlinear vector function of the discrete governing equations and bound-

ary conditions. u is the solution vector with all unknowns. Newton’s method has

quadratic convergence rate, if the initial guess, u(0), is close enough to the solution.

J (k)δu(k+1) = −F (u(k)) where Ji,j =
∂Fi(u)

∂uj
, (3.2)

where Ji,j is the Jacobian matrix and where k nonlinear iteration counter.

At kth Newton step with the initial guess, u(k), a linear problem is solved to de-

termine the Newton update, δu(k+1). Then the new approximate solution is calculated

by,

u(k+1) = u(k) + δu(k+1)

The stopping criteria for the solution of nonlinear problem can be determined by

selecting εk and applying the one of the following two equations.

‖F (u(k))− F (u(k+1))‖ ≤ εk‖F (u(k))‖

or

‖F (u(k))‖ ≤ εk‖F (u(0))‖
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Each Newton step requires the solution of a large, sparse, non-symmetric linear

system, in order to find update vector, δu(k+1). A Krylov subspace method, General-

ized Minimum Residual (GMRES) [2], is used for the solution of the linear system of

equations. Krylov subspace methods with emphasis on GMRES are outlined below.

3.1.2. Krylov Subspace Methods; Iterative Linear System Solver

Krylov subspace methods are fast iterative methods and used to solve the lin-

ear systems at each Newton step. The updates, which are required by the nonlinear

problem solution, are found by approximately solving,

J (n+1,k)δu(k+1) = −F (u(n+1,k)) (3.3)

where u(n+1,k+1) = u(n+1,k) + δu(k+1) and Ji,j =
∂Fi(u)

∂uj

Here; J is Jacobian matrix, F (u) is nonlinear system of equations, u is the state vector,

k is the nonlinear iteration index.

In the numerical solution of the linear system in Equation 3.3 the iteration is said

to converge if

‖δu(k+1)‖2 ≤ εGMRES‖F (u(k))− J (k)δu(k))‖2.

where

A striking advantage of iterative methods like Krylov subspace methods is the re-
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1: Compute r0 = b−Ax0, b = ‖r0‖2 and v1 = r0/b

2: Define H = [hi,j]1≤i≤m+1,1≤j≤m ⊲ Set Hm+1,m = 0

3: for doj = 1, 2, ..., m

4: Compute wj = Avj

5: for doi = 1, ..., j

6: hi,j = (wj, vj)

7: wj = wj − hi,jvj

8: end for

9: hj+1,j = ‖wj‖2 ⊲ If hj+1,j = 0 set m = j and go to 12

10: vj+1,j = wj/hj+1,j

11: end for

12: Compute ym the minimizer of ‖βe1 − y‖2 and xm = x0 − Vmym
Figure 3.1. GMRES algorithm.

duced memory requirements (compared to the factorization based methods, like Gaus-

sian elimination). On the other hand, it is possible to start iterations with a relaxed

tolerance and decrease the magnitude of the tolerance with increasing iteration number,

while the convergence takes place as reported by McHugh and Knoll [18].

3.1.3. Generalized Minimum Residual-GMRES

GMRES is an iterative solver for large non-symmetric linear systems developed

by Saad et al. [2]. It is a projection based method and uses Krylov subspaces.

GMRES does not require the Jacobian to be symmetric and/or positive definite.

GMRES minimizes the norm of the computed residual vector at every step over a

Krylov subspace, which contains a certain number of orthogonal search directions.

The algorithm is derived from the Arnoldi process for constructing an I2-orthogonal

basis of Krylov subspaces.

Using GMRES, the norm of the residual is non-increasing, and the norm can be

monitored without constructing intermediate iterates.
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The cost of allowing the Jacobian to be nonsymmetric in Krylov methods is that

the current iterate depends on all previous iterates that causes operation count and

storage requirements to grow quadraticly and linearly, respectively, in the iteration

index. To overcome this problem, one can restart the algorithm periodically or restrict

the orthogonalization process to a moving window of the most recent iterates. Both

of these variences with bounded recurrence relation suffer the loss of finite termina-

tion property. Instead of restarting the algorithm, convergence can be improved by

preconditioning techniques.

In GMRES, the eigenvalues are approximately given at no extra cost, for spectral

analysis, that enables convergence studies.

GMRES requires only matrix-vector products. When GMRES is used to solve the

linear system at a Newton step, the matrix of the linear system is Jacobian, which can

be approximated by directional differencing. With this consideration, it is possible to

develop a matrix free implementation of GMRES, where it is not required to evaluate

or store Jacobian.

GMRES is parallelizable depending on the preconditioner used.

3.1.4. Linear Preconditioning (Left Preconditioning)

For Krylov subspace like linear iterative solvers the preconditioning is a require-

ment for improving their robustness. When the Krylov subspaces used as iterative

methods, their advantage is that they can converge to the solution in m iterations.

(m << N , where m is the Krylov subspace dimension and N is the size of the Jaco-

bian). To keep the number of iterations low, the linear system can be transformed to

one which has a more favorable eigenvalue spectrum. Numerical experience and exist-

ing theory indicates that the convergence depends on the distribution and clustering

of the eigenvalues.

In order to accelerate the convergence of the linear solver, an effective precon-
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ditioner must be employed. Incomplete LU preconditioner is used in the numerical

solution of the linear problems. For a linear system, Jδu = −F (u), the left precondi-

tioning can be shown as,

M−1Jδu = M−1(−F (u)) where Ji,j =
∂Fi(u)

∂uj

The multiplication of the system by the preconditioning matrix does not change

the solution, but improves the condition number of the system matrix. Preconditioning

is inevitable for the successful convergence of Krylov subspace like iterative methods.

If M−1 is close to J , M−1F (u) yields the sought solution vector δu.

In Krylov algorithms, the Jacobian is required only in the form of matrix-vector

products and the ‘matrix-free’ implementation is possible. However, the Jacobian is

needed periodically during the outer Newton iteration to generate an effective precon-

ditioner for the inner Krylov iteration.

Luo et al. [1] reports in their work dated 1998 that the condition number of the

system matrix plays a major role in the convergence rate of the iterative solver. The

iterative solvers perform better with the linear systems, for which the eigenvalues of

the system matrix are clustered. The method, called the preconditioning, attempts

to change the linear system to another one, which has the same solution, but with

eigenvalues clustered at a single value. Preconditioning, (i) accelerates the convergence

of the linear system, which means, the decrease in computation time and effort; (ii)

decreases the number of time steps to reach a steady state solution.

Solving the system of Ax = b; Left preconditioning involves premultiplying the

linear system with a matrix as M−1Ax = M−1b where M−1 is preconditioning matrix.

The best preconditioning matrix for A would cluster as many eigenvalues as possible at

unity. Obviously, the optimal choice of M−1 is A, in which case the underlying matrix

problem for GMRES is trivially solved with one Krylov subspace vector. Precondition-
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ing will be cost effective only if the additional computational work incurred for each

subiteration is compansated for by a reduction in the total number of iterations to

converge. In this way, the total cost of solving the overall nonlinear system is reduced.

[1]

ILU (Incomplete LU) preconditioner is employed for better spectral properties of

the system matrix.

ILU creates non zero elements during factorization, which causes fill in in the

sparse matrix. In order to eliminate the fill in but compansate for the discarded

elements, Modified ILU (MILU) type precoditioner must be used, which is based on

adding up the elements, which are dropped out, and substracting them from the main

diagonal in U. It is not guaranteed that MILU performs better than ILU. In some

problems MILU is better, in others ILU may surpass MILU in convergence performance.

In order to reduce the memory requirements for a large Jacobian storage, GMRES

can be preconditioned by a smaller Jacobian, which comes from the same governing

equations but a smaller size domain. Some details about Coarse Grid Preconditioning

of GMRES are given in Appendix A.

3.1.5. Numerical Jacobian Evaluation

In Newton Krylov methods the Jacobian matrix only is only needed for the pre-

conditioner. The elements of Jacobian matrix can be approximated by numerically

evaluated (Fréchet) derivatives. If ε is the disturbance to calculate the derivatives.

The Jacobian is formed by

Ji,j =
∂Fi

∂uj

=
Fi(u1, ..., uj + εDISTURB, ..., uN)− Fi(u1, ..., uj, ..., uN)

εDISTURB

(3.4)
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where i = 1, ..., N and j ∈ κi. The set κi consists of the all nodes used in the finite

difference approximation of the derivatives in function F (u).

(Note: The numerically approximating the elements of Jacobian by numerically

evaluated (Fréchet) derivatives is different than the matrix-free formation of Jacobian

times a vector. In the previous one, Jacobian matrix is formed numerically. In the

latter one, for the multiplication of the Jv, the matrix is not formed at all.)

If κi had contained all j = 1, ..., N , then the numerical calculation of Jacobian

would have required N × N + N function evaluations. For a 2-D PDE, which is

discretized by using 5 point stencil finite differences, each Ji,j calculation in Equation

3.4 requires uj itself and its North, South, East, and West neighboring nodes.

It is possible to choose such uj’s which are not connected and these can be

disturbed accordingly, by uj + ε. So with just one function evaluation, it is possible to

calculate many elements of Jacobian matrix.

It is possible to create Jacobian matrix in 1+5 function evaluations where the

derivatives are approximated by 5 point stencil finite differences for a 2-D problem. In

5 point stencil the calculation of derivatives at a certain node is only related to nodes.

In the first function evaluation no variables are disturbed and Fi(uj) is calculated.

In the following 5 steps, the variables are disturbed one by one in the center and

at N, S, W, and E of the cross shapes at each function evaluation. At the end of 1+5

steps, all the derivatives are calculated at all nodal points and Jacobian is constructed.

3.1.6. Directional Differentiation

In the solution of a nonlinear system with Newton’s method, a linear system must

be solved at each Newton step. The linear system matrix is the Jacobian matrix as

given in Equation 3.3. Jacobian matrix does not have to be stored for matrix-vector

product. Jacobian in Newton’s method can be approximated by directional differencing



38

at each time Jv product is necessary, where v is the guess to the solution at any time.

Such a matrix-free solver saves incredible computation time and memory.

This property can be used in Krylov subspace methods, where the Jacobian is

only used in matrix-vector product form. This can be seen in GMRES algorithm

Figure 3.1, where the linear system matrix is only required at Step 01 (r0 = b − Ax0)

and at Step 04 (wj = Avj).

With above considerations, it is possible to manipulate the properties of Newton’s

method and Krylov solvers and solve the linear system without storing or evaluating

the Jacobian matrix but approximating the matrix-vector product by finite differences

as follows,

Jv ≈
F (u+ εv)− F (u)

ε
. (3.5)

This is called the ‘matrix-free’ implementation.

3.2. Nonlinear Multigrid

In this study, nonlinear multigrid solution methods (FAS) are investigated for

the solution of transonic flows and the results are compared with the results obtained

from NK method. Nonlinear multigrid techniques help to improve convergence and

enhance the efficiency of the algorithm, because they are extremely fast to eliminate

high frequency errors.

One of the papers, which may be attributed as the origin of the multigrid, is

the work of Brandt [5]. Two other excellent references to multigrid are the work of

Hackbusch [6] and Wesseling [7].
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While multigrid can be used to solve linear problems, different versions of multi-

grid can be a solution tool for nonlinear problems such as Full Approximation Storage

(FAS). In addition to FAS, Full Multigrid scheme (FMG) can be used to provide a

better initial guess by starting multigrid solutions from coarser meshes. Some detailed

information and algorithms of FAS and FMG are given below.

It is possible to use multigrid in conjunction with Newton’s method for nonlin-

ear problems such as Krylov accelerated multigrid method (KMG) by Oosterlee and

Washio [9]. When Newton’s method is applied to a nonlinear problem at each Newton

step the solution of a linear system is required in order to calculate the updates. Multi-

grid can be used for the arising linear system. On the other hand multigrid can be

applied to nonlinear problems by using Full Approximation Storage (FAS) algorithm.

3.2.1. Full Approximation Storage (FAS)

The Full Approximation Storage (FAS) is chosen to solve the nonlinear systems

of equations emerged from finite volume discretization of transonic flow equations. The

data obtained from numerical experimentation is given in Section 5 Results. Multigrid

(FAS) algorithm, used in this study, is introduced below.

A nonlinear system can be given as L(u) = 0 and it can be said that L(.) is the

nonlinear operator. Even though a zero right hand side is sought, during the solution

process, a nonzero right hand side is generally the case, where L(u) = f , f being the

right hand side vector. The nonlinear residual equation can be expressed as follows;

L(u)− L(v) = f − L(v), (3.6)
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L(u)− L(v) = r, (3.7)

where residual r = f − L(v). When e is used to denote the error vector, the

nonlinear residual equation can be written as follows:

L(v + e)− L(v) = r. (3.8)

The residual equation in coarse grid is as follows:

LH(vH + eH)− LH(vH) = rH . (3.9)

In multigrid methods, the coarse grids provide faster convergence for the smooth

errors on fine grid results. The correction terms provided by fine grid solutions makes

it possible to achieve fine grid accuracy on coarse grid.

In the explanations for FAS, following subscripts are used: Subscript h indicates

finer grid and subscript H indicates coarser grid, ie H = 2h.

Restriction OperatorR (or IHh ), also called “fine-to-coarse operator” can be shown

as,
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dH = Rdh. (3.10)

Prolongation or Interpolation Operator P (or IhH), also called “coarse-to-fine op-

erator” can be shown as,

vh = PvH . (3.11)

FAS algorithm applied to finite volume discretized Euler equations is given in

Figure 3.2. ũh is the approximate solution at any time of the solution process. Step by

step explanation of the algorithm is as follows and below explanation of FAS algorithm

can be followed from Figure 3.2.

FAS starts the downward cycle with pre-smoothing. In implicit ADI solver (pre-

smoothing step), approximate solutions for fh and ũh are obtained. fh and ũh values

obtained from this MG Level are stored to be used in the next level of coarse grid

solution.

After presmoothing step, ũh is obtained. Nonlinear operator is applied to ũh and

the result is restricted, such that RLh(ũh) is obtained.

Then ũh is restricted to obtain Rũh. Next thing is first to restrict ũh and to apply

nonlinear operator to restricted ũh to get LH(Rũh).

At this stage, τH can be formed as follows:
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τH = LH(Rũh)−RLh(ũh). (3.12)

The right hand side vector, fh, from the presmoothing step, is restricted to form

Rfh. The coarse right hand side (RHS) to be used in next coarse grid solution is

calculated.

fH = Rfh + τH . (3.13)

At the coarsest level of MG cycles, implicit ADI solver iteration provides new

approximations to fH and ũH .

After the relaxation on the coarsest level, it is time for prolongation, which means

to go up to next finer grid level. With the start of upward stroke of V cycle, the

correction is calculated at the coarser grid level.

First ũh is restricted to get Rũh. (Note: ũh here does not come from the previous

relaxation but from the corresponding downward cycle.) But ũH comes from the pre-

vious relaxation level. Now it is time to calculate “tau correction (τh)” by subtraction

and prolongation of Rũh and ũH as follows;

τh = P (ũH − Rũh). (3.14)

The new approximation for the solution, ũnew
h , can be calculated by the following
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formula.

ũnew
h = ũh + τh, (3.15)

or similarly.

ũnew
h = ũh + P (ũH −Rũh). (3.16)

Next stage is to relax on this level, by postsmoothing application. In post-

smoothing step, uh is obtained by using ũnew
h as initial guess implementing implicit

ADI solver.

3.2.2. Full Multigrid (FMG)

In nonlinear problem solution, it is an excellent advantage to start with a good

initial guess for an iterative solution procedures. Multigrid methods may provide a

cheap and good initial guess by using the solutions at coarser level, which is already a

part of the solution process.

In FMG approach, the idea is to provide a better initial guess to the finest level

computations by solving the problem successively starting from the coarsest grid. The

initial calculations are performed on the coarsest grid and the solution is fed to the

next grid level as an initial guess until the finest grid level is reached.

Full Multigrid (FMG) Algorithm for solving AL(uL) = fL is in Figure 3.3 and

FMG Cycle can be seen in Figure 3.4.
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1: for do = 1, 2, ... ⊲ Nested iteration loop

2: for do = 1, 2, ..., maxcyc ⊲ V-cycle loop

3: for do = V max, V max− 1, ..., 2 ⊲ Downward stoke of V cycle

4: for do = 1, 2, ..., npre ⊲ Pre-smoothing

5: Solve Lh(uh) = fh for ũh

6: end for

7: Determine RHS: Lh(ũh)

8: Restriction: RLh(ũh)

9: Restriction: Rũh

10: Determine RHS: LH(Rũh)

11: Matrix Subtraction: τH = LH(Rũh)− RLh(ũh)

12: Restriction: Rfh

13: Matrix Addition: fH = Rfh + τH

14: end for

15: Solve LH(uH) = fH for ũH ⊲ Solve the coarsest grid

16: for do = 2, 3, ..., V max ⊲ Upward stoke of V cycle

17: Restriction: Rũh

18: Matrix Subtraction: ũH − Rũh

19: Interpolation: τh = P (ũH − Rũh)

20: Matrix Addition: ũnew
h = ũh + τh

21: for do = 1, 2, ..., npost ⊲ Post-smoothing

22: Solve Lh(ũ
new
h ) = fh for uh

23: end for

24: end for

25: end for

26: end for
Figure 3.2. Full Approximation Storage (FAS) Algorithm; nested iteration, downward

and upward V cycles, pre-smoothing, post-smoothing and the coarsest level solutions

given with restriction and interpolation functions.
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3.3. Description of the Codes

In this study, for FMG-FAS, Morrison’s ISAAC code [34] and for NK Praveen’s

flo2d code [33] is used.

Morrison’s ISAAC [34] is a CFD code, which solves inviscid/viscous flows, uses

structured grids, ADI/AF implicit solution methods and nonlinear multigrid. In this

study, ISAAC is used for comparison of the solution of transonic flow around airfoils.

Morrison [34] reports on ISAAC which is developed as a compressible flow solver.

In ISAAC, the convective terms are discretized with an upwind scheme, which is Roe’s

approximate Riemann solver coupled with a MUSCL scheme. In order to solve the dis-

cretized governing equations, (cell-centered finite-volume approach is applied), Mor-

rison [34] uses a spatially split, approximate factorization (AF) scheme in order to

achieve steady state solution with time integrated conservation and transport equa-

tions and nonlinear multigrid algorithm to speed up convergence. The following are

some papers/reports on the studies which are performed partly/fully by using ISAAC.

Abid et al. [35] used ISAAC for the analysis of turbulent compressible flows. They

compared the experimental data with the data achieved from numerical experimenta-

tion for turbulence models.

1: Set (compute) ul on the working level l.

2: if l < L then then FMG interpolate to the next finer working level.

3: ul+1 = I l+1
l ul

4: Apply FAS (or MG) scheme to Al+1(ul+1) = fl+1 starting with ul+1

5: if l + 1 < L then

6: set l := l + 1

7: go to 2

8: end if

9: end if
Figure 3.3. Full Multigrid (FMG) Algorithm for solving AL(uL) = fL.
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Full Multigrid Cycle
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1

time

Figure 3.4. Full Multigrid (FMG) Cycle.

Campobasso et al. [36] report on the research on CFD modeling of wind turbine

computational aerodynamics. The aerodynamics of the airfoil of wind turbine is in-

vestigated by comparing the data from experiments and numerical analysis. The flow

around the airfoil is studied by using ISAAC flow solver.

Praveen’s flo2d [33] is a 2 dimensional flow solver for inviscid and viscous fluids.

flo2d solves the compressible flow equations on unstructured triangular grids using a

vertex-centroid finite volume scheme. flo2d uses the following methods; finite volume

(cell-centered scheme), triangular grids, second order scheme (MUSCL-type), Roe’s

flux difference splitting, explicit Runge Kutta time stepping, implicit LU-SGS, im-

plicit NK (GMRES). The Jacobian is formed by using the automatic differentiation

tool TAPENADE. In this work, left (ILU(2)) preconditioned GMRES is used for the

solution of linear systems.

The required modifications has been done on the aforementioned codes to come

up with a reasonable basis for the comparisons to be conducted. As such, flo2d is

modified to solve quadrilateral structured grids.
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4. AN ADAPTIVE TIME STEPPING STRATEGY FOR

THE IMPLICIT SOLUTION OF STEADY TRANSONIC

FLOWS

In this part of the thesis, Newton Krylov (NK), with implicit pseudo time stepping

method, has been used to solve the compressible inviscid flow (Euler) equations for

steady transonic case. As usually done, the free-stream flow values are used as the

initial guess. The free-stream values are far from the solution of transonic flow, because

the flow field with free stream values does not contain any shocks. Since Newton’s

method requires an initial guess to be as close to the solution as possible, the free-

stream values as the initial guess may lead to divergence. In this study, a novel local

time step (∆tlocal or CFLlocal) selection method based on the gradients of flow variables

is introduced with the use of “Pressure Sensor”. The introduced local time step (∆tlocal

or CFLlocal) selection methodology with the use of “Pressure Sensor” makes it possible

to take larger time steps, ∆t, in smooth regions and lower ∆t in the areas where there

are sharp gradients.

4.1. Adaptive Time Stepping

Since I in Equation 2.32 operates only on the diagonal, a smaller ∆t creates a

diagonally dominant linear system. A smaller ∆t leads to a better condition number,

which makes it a lot easier to solve the linear system given in Equation 3.2.

The downside of a smaller ∆t is that the number of time steps required to reach

steady state increases. This means, a larger time step is needed for less iterations and

faster convergence to steady state. On the other hand, larger time steps may cause

divergence, if the free stream values are used as initial guess at the start-up of Newton’s

method.
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4.1.1. Time Step (CFL) Selection Strategies

In the first part of this section, CFLlocal (∆tlocal) selection methodologies for the

time dependent and steady state problems are mentioned.

In the second part, the use of “Pressure Sensor” in the selection of local CFL

number (local time step) for steady transonic flow calculations in implicit methods like

NK by the use of pseudo time stepping is covered.

4.1.1.1. Time dependent problem solution. In the time dependent problem solution,

∆tglobal (CFLglobal) is used. ∆t is determined by the use of CFLglobal for each cell.

The relationship between ∆ti,j and CFLglobal can be seen below.

∆ti,j = CFLglobal
∆xi,j

ui,j
(4.1)

After the calculation of time step ∆t for all cells, the minimum value of time step

(∆tmin) is assigned as ∆tglobal by using Equation 4.2 and used for all cells.

∆tglobal = min(∆ti,j). (4.2)

4.1.1.2. Steady state flow solution with pseudo time-stepping. For steady state flow

solution (Equation 2.32), it is not necessary to use the same time step in the whole

domain, which means it is possible to use local time step. This is called pseudo time

stepping (or integration).
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The use of pseudo time integration scheme in the steady state problem solution

and the role of ∆t selection for improved system properties by increasing ∆t and

providing diagonally dominant system is mentioned in Section (4.1).

The relationship between ∆tlocal and CFLlocal for Steady State Problems is given

below (where ∆ti,j = ∆tlocal and CFLi,j = CFLlocal):

∆tlocal = CFLlocal
∆xi,j

ui,j
(4.3)

After the calculation of local time step ∆tlocal for all cells, each ∆tlocal is used for

the cell it belongs.

In this study we propose a novel ∆tlocal (CFLlocal) selection method based on

the flow properties, i.e. by considering the gradients of flow variables, which can be

attributed as adaptive time stepping.

4.1.2. Determination of CFL Number

Implicit time integration methods are assumed to achieve convergence with very

high time steps (in theory ∆t → ∞) (Equation 2.32). In practice, on the other hand,

very high values for ∆t may lead to divergence.

4.1.2.1. CFL Number (∆t) Strategy Used without “Pressure Sensor”. CFL increase

is controlled by Equation 4.4. In the first part up to a predetermined CFL value,

CFLpredet, a constant factor (CFLcoef1) and the residual rate,
Fresidualprevious
Fresidualcurrent

, are used

to increase the CFL number.

After CFLpredet is reached, another constant factor, CFLcoef2 is used to increase
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the CFL number.

CFLnew =











CFLcoef1CFLprevious
Fresidualprevious
Fresidualcurrent

if CFL < CFLpredet

CFLcoef2CFLprevious if CFL ≥ CFLpredet

(4.4)

Different values of CFLpredet, CFLcoef1 and CFLcoef2 are tested.

After each CFL increase (i.e. ∆t increase) a certain number of nonlinear solution

steps (implicit time steps) are conducted. Each time CFL number has been changed,

a number of iterations has been conducted before the next update of CFL number.

During these iterations, it is possible to encounter some increase in the residual.

4.1.2.2. Determination of ∆tlocal (CFLlocal) by using “Pressure Sensor”. The use of

the pressure value to construct a sensor for determining higher gradients is possible

as in Jameson [15]. “Pressure Sensors” (in i- and j-directions) are given as follows

respectively:

dpii,j =
|pi+1,j − 2pi,j + pi−1,j |

|pi+1,j|+ 2|pi,j|+ |pi−1,j|
dpji,j =

|pi,j+1 − 2pi,j + pi,j−1|

|pi,j+1|+ 2|pi,j|+ |pi,j−1|
(4.5)

“Density Sensor” (drhoi or drhoj) can be calculated with a similar method, which

uses density value instead of pressure.

Interpolation equations for CFLlocal (∆tlocal) by using “Pressure Sensor” is below.
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CFLi,j = CFLmin +

[

1−
(dpii,j − dpimin)

(dpimax − dpimin)

]

(CFLmax − CFLmin) (4.6)

where dpi is the “Pressure Sensor” in i-direction.

CFLi,j = CFLmin +

[

1−
(dpji,j − dpjmin)

(dpjmax − dpjmin)

]

(CFLmax − CFLmin) (4.7)

where dpj is the “Pressure Sensor” in j-direction.

The idea is to use relatively lower CFL number (Choose CFLlocal such that it is

close to the predetermined CFLmin) in the areas with steep gradients like shocks) but

use larger CFL number (Choose CFLlocal such that it is close to the predetermined

CFLmax) in the smooth regions.

In the determination of CFLmin and CFLmax, first it is required to determine

a CFLmin, which ensures the convergence for the problem depending on its difficulty

level which depends on M∞ and α. At start-up; CFLini is set to 10.0 and CFLmin is

set to CFLini. CFLRate is defined with the following formula:

CFLRate =
CFLmax

CFLmin
(4.8)

For a given CFLRate and CFLmin, CFLmax is calculated by using Equation 4.8.

Each time step has been repeated for a fixed number of times (6 times here).
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At the end of each time step, the next CFLmin is calculated by using Equation 4.4

and CFLmax is calculated by using CFLmin and current value of CFLRate by using

Equation 4.8.

The aim is to come up with a CFL selection methodology to sustain acceleration

of convergence for implicit NK methods without leading to divergence at start-up.
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5. RESULTS

5.1. Results for the Comparison of NK and FMG-FAS Methods

In this work, transonic inviscid flow calculations are performed for a flow around

NACA0012 (symmetric) and RAE2822 (unsymmetric) airfoils. Test cases demonstrate

that both methods tested are capable of effectively solving transonic flow regime. Var-

ious grids are used in calculations to show the behavior of the results with changing

grid properties.

NACA 0012 and RAE2822 are used extensively for experiments in wind tunnels

as well as the numerical experiments. The studies on transonic flow around these

airfoils are well documented and the documented results can be used for the validation

and test of numerical methods.

The shocks in the transonic flow constitute a challenge for the tested numerical

methods. Our results show that the numerical methods have good features to simulate

shocks accurately.

NK and FMG-FAS methods for the solution of transonic flow are tested by using

Grid01 (in Figure 5.1), Grid02 (in Figure 5.2) and Grid03 (in Figure 5.3). The details

of these structured C-grids around airfoils are given in Table 5.1.

For all tests; T∞ is 273.15 K, p∞ is 101325 N/m2, γ = 1.4, specific gas constant is

287.87 J/(kg.K). In test problems with NACA0012, Mach number at the free stream,

M∞, is 0.80 and angle of attack , α, is 1.25o. For RAE2822, M∞ = 0.729 and α = 2.31o.

The flow field is set to free stream conditions in the beginning of computations for all

numerical experiments. The stopping criteria is set to less than 1x10−12.

The convergence histories are presented in two different types of plots; first of

which shows L2 norm vs iteration count and the other one shows L2 norm vs compu-
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Figure 5.1. The Grid01 (225x33, C-grid) used in NK and FMG-FAS analysis of

transonic flow around NACA0012 airfoil. For FMG-FAS analysis, the multigrid levels

are given in Table 5.1.
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Figure 5.2. The Grid02 (257x257, C-grid) used in NK and FMG-FAS analysis of

transonic flow around NACA0012 airfoil. For FMG-FAS analysis, the multigrid levels

are given in Table 5.1.
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Figure 5.3. The Grid03 (257x129, C-grid) used in NK and FMG-FAS analysis of

transonic flow around RAE2822 airfoil. For FMG-FAS analysis, the multigrid levels

are given in Table 5.1.
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Table 5.1. The structural details of Grid01 (225x33), Grid02 (257x257) and Grid03

(257x129) used in NK (only the finest grid) and FMG-FAS analysis of transonic flow.

Total number of grid nodes are given in parentheses.

Grid01 Grid02 Grid03

Airfoil NACA NACA RAE

0012 0012 2822

The finest grid 224x32 256x256 256x128

MG Level 1 (7168) (65536) (32768)

MG Level 2 112x16 128x128 128x64

(1792) (16384) (8192)

MG Level 3 56x8 64x64 64x32

(224) (4096) (2048)

MG Level 4 28x4 32x32 32x16

(112) (1024) (512)

tation time. Numerical tests are conducted in single processor mode not parallel.

The computer and the operating system used in these work are as follows: Intel(R)

Core(TM)2 Quad CPU Q8300 @ 2.50GHz with 3.9 GiB memory.

The compiler used in this study is “gfortran”, version: GNU Fortran (Ubuntu /

Linaro 4.5.2-8ubuntu4) 4.5.2.

5.1.1. Results of Numerical Experiments for NK

In the numerical experiments on Newton Krylov method with preconditioning,

three different grid structures are used. The summary of the numerical experiments

with NK and their results can be seen in Table 5.2 and Figure 5.4, 5.5 and 5.6.

The flow field is set to free stream conditions in all numerical experiments and

the starting CFL number is set to 10.0. After the startup of NK, with the development

of flow, CFL number is ramped up. The CFL increase w.r.t. the number of iterations
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and computation time can be seen in Figure 5.4, 5.5 and 5.6.

Figure 5.4 shows 4 different comparison plots for NK run with Grid01 (225x33).

In these test cases, where the initial guess for the solution is set to free stream values, it

is obvious that the startup takes some number of iterations and some time, before the

residual starts decreasing with a considerable rate. Sometimes after the CFL number

was increased, an increase in residual has been observed followed by a limited number of

iterations. Later in the computation process, the required decrease in residual towards

convergence is sustained. The process of CFL number increase, which is followed by

some number of iterations, before next CFL number increase has to be kept under

control. Otherwise, uncontrolled increase in CFL number leads to larger time steps

and divergence may occur. On the other hand, if the rate of increase in CFL number

is restrained, then the computation time becomes unnecessarily longer than it should

be.

Figure 5.5 presents the results of NK solution by using Grid02 (257x257). The

comparison of iteration numbers in Figure 5.4 and Figure 5.5 shows that the iteration

numbers is in the same order of magnitude, 65 and 90 respectively. On the other hand,

the comparison of computation time show that increasing the problem size (from 225x33

to 257x257) increases the computation time drastically (from 42.63 seconds for Grid01

(225x33) to 560.74 seconds for Grid02 (257x257). Other than the computation time,

solution process for Grid02 (257x257) behaves in a similar manner as Grid01 (225x33).

In NK runs, for Grid01 (225x33) it took 65 iterations to converge, on the other

hand, for Grid02 (257x257) the convergence is reached after 90 iterations. The sizes of

the grids are the major contributors to the computation time. It took 42.63 seconds

for the code to reach convergence for Grid01 (225x33) and 560.74 seconds for Grid02

(257x257). For NK run with Grid03 (RAE2822 257x129), the convergence is achieved

in 74 iterations and 228.43 sec.

The comparison of iteration numbers in Figure 5.4 and 5.5 shows that the iteration

numbers is in the same order of magnitude, 65 and 90 respectively. On the other hand,
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Figure 5.4. The convergence histories of (L2 norm vs iteration count and L2 norm vs

computation time) Newton-Krylov analysis of C-grid around NACA 0012 airfoil.

Grid01 (225x33). The grid used is in Figure 5.1. T∞=273.15 K, p∞=101325 N/m2,

γ = 1.4, M∞=0.80, α = 1.25o.
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Figure 5.5. The convergence histories of (L2 norm vs iteration count and L2 norm vs

computation time) and CFL number increase for Newton-Krylov analysis of C-grid

around NACA 0012 airfoil; Grid02 (257x257) in Figure 5.2. T∞=273.15 K,

p∞=101325 N/m2, γ = 1.4, M∞=0.80, α = 1.25o.
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the comparison of computation time shows that increasing the problem size (from

225x33 to 257x257) increases the computation time drastically (from 42.63 seconds for

Grid01 (225x33) to 560.74 seconds for Grid02 (257x257)).
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Figure 5.6. The convergence history of and CFL number increase for Newton-Krylov

analysis of transonic flow around RAE2822 airfoil (L2 norm vs iteration count and L2

norm vs computation time). Grid03 (257x129) is given in Figure 5.3. T∞=273.15 K,

p∞=101325 N/m2, γ = 1.4, M∞=0.729, α = 2.31o.

5.1.2. Results of Numerical Experiments for FMG-FAS

The convergence histories of are presented in L2 norm vs iteration count and L2

norm vs computation time plots are given in Figures 5.7, 5.8 and 5.9 for Grid01

(225x33) and in Figures 5.10, 5.11 and 5.12 for Grid02 (257x257) and in Figure 5.13

for Grid03 (257x129).
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In the numerical experiments 4, 3 and 2 multigrid levels are tested. The finest

grid is kept as the highest level but the intermediate and coarse MG levels are changed.

The runs with four multigrid levels have the shortest computation time among other

multigrid runs. Elimination of coarser multigrid levels increases the computation time.

Regarding the numerical experiments with 4 multigrid levels and 225x33 cells,

the convergence history is given in Figure 5.7. Another run with 3 multigrid levels is

also conducted. In order to solve this problem by using FMG-FAS with 3 multigrid

levels MG Level 4 in Table 5.1 is removed. In the last attempt for this grid structure

only the finest level and one coarse level is used. The convergence histories are given

in the figures and the computation time is given in Table 5.3.

Following FMG-FAS runs are conducted with Grid02 (257x257). The details of

Grid02 (257x257) are given in the Table 5.1. The results and comparison of FMG-

FAS solutions to transonic flow using Grid02 (257x257) is given in Table 5.4. 4-level

multigrid solution provides the best performance compared to the other runs with 2

and 3 levels of multigrid.

The results of transonic flow solutions by using FMG-FAS showed that Cl and Cd

values obtained from the conducted analysis comply with Vassberg and Jameson [42],

which validates the algorithms used in this work.

5.2. Comparison of Results from NK and FMG-FAS

The results achieved from the numerical experiments of NK and FMG-FAS are

summarized in Table 5.5. The results obtained from the numerical experiments with

NK and FMG-FAS around RAE2822 airfoil (Grid03-257x129) show that convergence is

reached in 228.43 sec for NK and 64,65 sec for FMG-FAS. Similar behavior is observed

in the runs with Grid01 and Grid02. These results reflect that FMG-FAS is more

efficient than NK when the free stream values applied as the initial guess for the flow

field.
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Table 5.2. The results of NK solutions of transonic flow. For all tests; T∞=273.15 K,

p∞=101325 N/m2, γ = 1.4.

Grid01 Grid02 Grid03

Airfoil NACA0012 NACA0012 RAE2822

225x33 257x257 257x129

M∞ 0.80 0.80 0.729

α 1.25 1.25 2.31

Residual .65E-12 .98E-12 .89E-12

Iter. No 65 90 74

t (sec) 42.63 560.74 228.43

CFLstart 10.00 10.00 10.00

CFLmax 1.76E06 3.41E06 1.71E06

Figure Figure 5.4 Figure 5.5 Figure 5.6

Table 5.3. The results and comparison of FMG-FAS solutions of transonic flow using

225x33 grid. (* Cl and Cd values are from Vassberg and Jameson’s work conducted in

2010 [42].) T∞=273.15 K, p∞=101325 N/m2, γ = 1.4, M∞=0.80, α = 1.25o.

Problem parameters 2 MG levels 3 MG levels 4 MG levels

NACA0012 225x33 225x33 225x33

M∞=0.80 113x17 113x17 113x17

α = 1.25o 57x9 57x9

29x5

L2 residual 0.99E-12 0.99E-12 0.99E-12

Computation time 26.75 18.01 17.30

(seconds)

Number of 100 100+100 100+100+100

iterations +913 +505 +461

Total number of iter.s 1013 705 761

Cl (0.3517)* 0.32356E+00 0.32356E+00 0.32356E+00

Cd (0.02245)* 0.22480E-01 0.22480E-01 0.22480E-01

Figure 5.9 5.8 5.7
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Figure 5.7. The convergence histories of FMG-FAS analysis of C-grid around NACA

0012 airfoil. Fine grid: 225x33; intermediate grid-1: 113x17; intermediate grid-2:

57x9; coarse grid: 29x5. The structural details of the grid is given in the Table 5.1.

T∞=273.15 K, p∞=101325 N/m2, γ = 1.4, M∞=0.80, α = 1.25o.
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Figure 5.8. The convergence histories of FMG-FAS analysis of C-grid around NACA

0012 airfoil. Fine grid: 225x33; intermediate grid: 113x17; coarse grid: 57x9. The

structural details of the grid is given in the Table 5.1 without MG Level 4.

T∞=273.15 K, p∞=101325 N/m2, γ = 1.4, M∞=0.80, α = 1.25o.
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Figure 5.9. The convergence histories of FMG-FAS analysis of C-grid around NACA

0012 airfoil. Fine grid: 225x33; coarse grid: 113x17. The structural details of the grid

is given in the Table 5.1 without MG Levels 3 and 4. T∞=273.15 K, p∞=101325

N/m2, γ = 1.4, M∞=0.80, α = 1.25o.
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Table 5.4. The results and comparison of FMG-FAS solutions of transonic flow using

257x257 grid. (* Cl and Cd values are from Vassberg and Jameson’s work conducted

in 2010 [42]). T∞=273.15 K, p∞=101325 N/m2, γ = 1.4, M∞=0.80, α = 1.25o.

Problem parameters 2 MG levels 3 MG levels 4 MG levels

NACA0012 256x256 256x256 256x256

M∞=0.80 128x128 128x128 128x128

α = 1.25o 64x64 64x64

32x32

L2 residual (total) 0.96E-12 0.99E-12 0.99E-12

Computation time 372.74 198.10 181.71

(seconds)

Number of 100 100+100 100+100+100

iterations +1268 +600 +534

Total number of iter.s 1368 800 834

Cl (0.3517)* 0.331961E+00 0.331961E+00 0.331961E+00

Cd (0.02245)* 0.226488E-01 0.226488E-01 0.226488E-01

Figure 5.12 5.11 5.10

Table 5.5. The comparison of NK and FMG-FAS solutions of transonic flow. For all

runs; T∞=273.15 K, p∞=101325 N/m2, γ = 1.4.

NK NK NK FMG-FAS FMG-FAS FMG-FAS

Grid01 Grid02 Grid03 Grid01 Grid02 Grid03

Airfoil NACA NACA RAE NACA NACA RAE

0012 0012 2822 0012 0012 2822

225x33 257x257 257x129 225x33 257x257 257x129

M∞ 0.80 0.80 0.729 0.80 0.80 0.729

α 1.25 1.25 2.31 1.25 1.25 2.31

Res. .65E-12 .98E-12 .89E-12 .99E-12 .99E-12 .89E-12

IterNo 65 90 74 761 834 686

t (sec) 42.63 560.74 228.43 17.30 181.71 64.65

Figure 5.4 5.5 5.6 5.7 5.10 5.13
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Figure 5.10. The convergence histories of FMG-FAS analysis of C-grid around NACA

0012 airfoil. Fine grid: 257x257; intermediate grid-1: 129x129; intermediate grid-2:

65x65; coarse grid: 33x33. The structural details of the grid is given in the Table 5.1.

T∞=273.15 K, p∞=101325 N/m2, γ = 1.4, M∞=0.80, α = 1.25o.
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Figure 5.11. The convergence histories of FMG-FAS analysis of C-grid around NACA

0012 airfoil. Fine grid: 257x257; intermediate grid: 129x129; coarse grid: 65x65. The

structural details of the grid is given in the Table 5.1 without MG Level 4.

T∞=273.15 K, p∞=101325 N/m2, γ = 1.4, M∞=0.80, α = 1.25o.
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Figure 5.12. The convergence histories of FMG-FAS analysis of C-grid around NACA

0012 airfoil. Fine grid: 257x257; coarse grid: 129x129. The structural details of the

grid is given in Table 5.1 without MG Levels 3 and 4. T∞=273.15 K, p∞=101325

N/m2, γ = 1.4, M∞=0.80, α = 1.25o.
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Figure 5.13. The convergence history of FMG-FAS analysis of transonic flow around

RAE2822 airfoil. The structural details of Grid003 (257x129) are given in Table 5.1.

T∞=273.15 K, p∞=101325 N/m2, γ = 1.4, M∞=0.729, α = 2.31o.
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Figure 5.14. Density contour plot as a result of FMG-FAS analysis of C-grid around

NACA 0012 airfoil. The structural details of the grid used is given in Table 5.1.

T∞=273.15 K, p∞=101325 N/m2, γ = 1.4, M∞=0.80, α = 1.25o.
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Figure 5.15. Density contour plot as a result of FMG-FAS analysis of transonic flow

around NACA0012 airfoil. NACA0012 Grid002 (257x257) is in Figure 5.2.

T∞=273.15 K, p∞=101325 N/m2, γ = 1.4, M∞=0.80, α = 1.25o.
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Figure 5.16. Density contour plot as a result of FMG-FAS analysis of transonic flow

around RAE2822 airfoil. RAE2822 Grid003 (257x127) is in Figure 5.3. T∞=273.15

K, p∞=101325 N/m2, γ = 1.4, M∞=0.729, α = 2.31o.
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5.3. Results for “Adaptive Time Stepping Strategy for the Implicit

Solution of Steady Transonic Flows”

The results of the numerical experiments, conducted on the newly introduced

method for the selection of local CFL number (local time step) in transonic flow prob-

lems, are given below.

In the numerical experiments, two different C-type grids around airfoils are used.

The grids are around NACA0012 226x34 (symmetric) airfoil and RAE2822 257x129

(non-sysmmetric) airfoils. Test Cases A1, A2, B3, and B4 are conducted on NACA0012

and Test Case C is tested on RAE2822. NACA0012 (226x34) and RAE2822 (257x129)

grids are given in Figures 5.1 and 5.3 respectively.

Convergence tolerance is set to 10−12 for all problems. If the convergence tolerance

is not achieved without the code breakdown, the next CFLRate is tested. In this study,

the further CFLRate values are not tested after the breakdown of the code.

In all numerical experiments, ILU(2) is used for the preconditioning of GMRES.

In all numerical experiments, CFLRate=1 corresponds to deactivation of Pressure

Sensor. Tests of CFLRate are set to start from 1 with the increments of 1, up to break

down of the code (i.e. 79, 69) but limited to maximum of 100.

The computer used in these work has Intel(R) Core(TM)2 Quad CPU Q8300 @

2.50GHz with 3.9 GiB memory.

Praveen’s flo2d [33] code is used with necessary modifications required to conduct

numerical experiments on the introduced method.

Outline of Test Cases for the numerical experiments are given in Tables 5.6

and 5.7.



76

Table 5.6. The outline of numerical experiments for NK solutions with “Pressure

Sensor”. (CFLrepeat=6; CFLpredet=10000, ILU(2)). TC: Test Case. For all runs,

m=20 in GMRES(m).

Test Airfoil Pressure GMRES CFLRate CFLcoef1 CFLcoef2

Case (Density) (m)

Sensor

A1 NACA0012 dpi 20 1:1:79 2.5 1.5

A2 NACA0012 dpj 20 1:1:69 2.5 1.5

B3 NACA0012 drhoi 20 1:1:79 2.5 1.5

B4 NACA0012 dpi 20 1:1:79 2.5 2.5

C RAE2822 dpi 20 1:1:100 2.5 1.5

Table 5.7. The numerical experiments for NK solutions with “Pressure Sensor”. For

all tests; T∞ is 273.15 K, p∞ is 101325 N/m2, γ = 1.4.

Test Case A1 A2 B3 B4 C

M∞ 0.80 0.80 0.80 0.80 0.729

α 1.25 1.25 1.25 1.25 2.31
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5.3.1. Results for Test Cases A1 and A2

5.3.1.1. Test Case A1: With “Pressure Sensor” dpi. The results of Test Case A1 is

given in Table 5.8 and Figure 5.17. For “Pressure Sensor” in i-direction, GMRES(20),

M∞ = 0.80 and α = 1.25o, it is possible to achieve 18.3% reduction in computation

time (Percent time reduction= (52.48−42.89)/52.48 = 18.3%) and 30.3% reduction in

iteration numbers (Percent iteration reduction= (89 − 62)/89 = 30.3%) with the use

of proposed adaptive time stepping method.

Figure 5.17 shows the reductions in both computation time and number of itera-

tions, which are more pronounced in CFLRate range from 40 to 60. After CFLRate =

65 some peaks are observed both in computation time and number of iterations. When

CFLRate increased to 80, the code has diverged due to the extreme increase in ∆t.

5.3.1.2. Test Case A2: With “Pressure Sensor” dpj. The results of Test Case A2 is

given in Table 5.9 and Figure 5.18. For “Pressure Sensor” in j-direction, GMRES(20),

M∞ = 0.80 and α = 1.25o, it is possible to achieve 19.1% reduction in computation

time (Percent time reduction= (52.69−42.63)/52.69 = 19.1%) and 30.3% reduction in

iteration numbers (Percent iteration reduction=(89− 62)/89 = 30.3%) with the use of

proposed adaptive time stepping method.

As it can be seen in Figure 5.18, the reductions in both computation time and

number of iterations achieved are similar to the results of Test Case A1. Figure 5.18

shows the reductions in both computation time and number of iterations, which are

more pronounced in CFLRate range from 35 to 65. For Test Case A2 no peaks are

observed, but at CFLRate=70, the code has diverged due to the extreme increase in

∆t.

5.3.2. Results for Test Cases B3 and B4
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Table 5.8. Test Case A1: The results and comparison of CFL selection in NK by the

use of “Pressure Sensor” in i-direction. CFLRate=1 corresponds to no CFL selection.

For all runs; m=20 in GMRES(m), fin=2 in ILU (fin). Test Case A1: T∞=273.15 K,

p∞=101325 N/m2, γ = 1.4.

Pressure Without With With With

Sensor (dpi) CFL CFL CFL CFL

in i-direction selection selection selection selection

GMRES (m) m=20 m=20 m=20 m=20

ILU (fin) fin=2 fin=2 fin=2 fin=2

NACA0012 226x34 226x34 226x34 226x34

M∞ 0.80 0.80 0.80 0.80

α 1.25 1.25 1.25 1.25

CFLRate 1 46 55 70

Total number 89 63 62 62

of iterations

Computation 52.48 42.97 42.89 43.00

time (sec)

L2 residual 0.98E-12 0.88E-12 0.99E-12 0.99E-12

(overall)

CFLmax 1.50E06 1.9E06 1.7E06 1.4E06
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Figure 5.17. Test Case A1: CFLRate runs from 1 to 79 with GMRES (20) and

“Pressure Sensor” in i-direction. T∞=273.15 K, p∞=101325 N/m2, γ = 1.4,

M∞=0.80, α = 1.25o.
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Table 5.9. Test Case A2: The results and comparison of CFL selection in NK with

the use of “Pressure Sensor” in j-direction. CFLRate=1 corresponds to no CFL

selection. For all runs; m=20 in GMRES(m), fin=2 in ILU (fin), NACA0012 (grid

226x34). Test Case A2: T∞=273.15 K, p∞=101325 N/m2, γ = 1.4.

Pressure Without With With With

Sensor (dpj) CFL CFL CFL CFL

in j-direction selection selection selection selection

GMRES (m) m=20 m=20 m=20 m=20

ILU (fin) fin=2 fin=2 fin=2 fin=2

NACA0012 226x34 226x34 226x34 226x34

M∞ 0.80 0.80 0.80 0.80

α 1.25 1.25 1.25 1.25

CFLRate 1 25 39 59

Total number 89 63 62 62

of iterations

Computation 52.69 42.65 42.63 42.98

time (sec)

L2 residual 0.98E-12 0.95E-12 0.75E-12 0.70E-12

(overall)

CFLmax 1.5E06 2.3E06 1.8E06 1.7E06
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Figure 5.18. Test Case A2: CFLRate runs from 1 to 69 with GMRES (20) and

“Pressure Sensor” in j-direction. T∞=273.15 K, p∞=101325 N/m2, γ = 1.4,

M∞=0.80, α = 1.25o.
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Table 5.10. Test Case B3: The results and comparison of CFL selection in NK with

the use of “Density Sensor” in j-direction. CFLRate=1 corresponds to no CFL

selection. For all runs; m=20 in GMRES(m), fin=2 in ILU (fin), NACA0012 (grid

226x34). Test Case B3: T∞=273.15 K, p∞=101325 N/m2, γ = 1.4.

Density Without With With With

Sensor (drhoj) CFL CFL CFL CFL

in j-direction selection selection selection selection

GMRES (m) m=20 m=20 m=20 m=20

ILU (fin) fin=2 fin=2 fin=2 fin=2

NACA0012 226x34 226x34 226x34 226x34

M∞ 0.80 0.80 0.80 0.80

α 1.25 1.25 1.25 1.25

CFLRate 1 54 68 73

Total number 89 62 62 62

of iterations

Computation 52.47 42.86 43.02 43.06

time (sec)

L2 residual 0.98E-12 0.80E-12 0.94E-12 0.81E-12

(overall)

CFLmax 1.5E06 3.5E06 1.1E06 1.4E06

5.3.2.1. Test Case B3. In Test Case B3, NACA0012 airfoil with Density Sensor is

used. The parameters for this test case are α = 1.25o and M∞ = 0.80. The results

of this test case (B3) are given in Table 5.10. In this test case instead of “Pressure

Sensor”, “Density Sensor” (drhoi) is used and 18.3% reduction in computation time

(Percent time reduction= (52.47 − 42.86)/52.47 = 18.3%) and 30.3% reduction in

iteration numbers (Percent iteration reduction= (89 − 62)/89 = 30.3%) with the use

of proposed adaptive time stepping method are achieved. Since Test Case B3 behaves

in a similar way to Test Cases A1 and A2, no figure for this test case is given.

5.3.2.2. Test Case B4. In Test Case B4, NACA0012 airfoil is used. The parameters

for this test case are α = 1.25o and M∞ = 0.80. The results of this test case (B4)
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Table 5.11. Test Case B4: The results and comparison of CFL selection in NK with

the use of “Pressure Sensor” in i-direction. CFLcoef2 is set to 2.5 instead of 1.5.

CFLRate=1 corresponds to no CFL selection. For all runs; m=20 in GMRES(m),

fin=2 in ILU (fin), NACA0012 (grid 226x34). T∞=273.15 K, p∞=101325 N/m2,

γ = 1.4.

Pressure Without With With With

Sensor (dpi) CFL CFL CFL CFL

in i-direction selection selection selection selection

GMRES (m) m=20 m=20 m=20 m=20

ILU (fin) fin=2 fin=2 fin=2 fin=2

NACA0012 226x34 226x34 226x34 226x34

M∞ 0.80 0.80 0.80 0.80

α 1.25 1.25 1.25 1.25

CFLRate 1 48 67 70

Total number 90 62 62 62

of iterations

Computation 53.38 42.77 42.88 42.83

time (sec)

L2 residual 0.76E-12 0.99E-12 0.95E-12 0.86E-12

(overall)

CFLmax 413.E06 1041E06 742E06 93E06

are given in Table 5.11. In this test case, CFLcoef2 is set to 2.5 instead of 1.5. Test

Case B4: The results and comparison of CFL selection in NK with the use of “Pressure

Sensor” in i-direction. CFLcoef2 is set to 2.5 instead of 1.5. CFLRate=1 corresponds to

no CFL selection. For all runs; m=20 in GMRES(m), fin=2 in ILU (fin), NACA0012

(grid 226x34), M∞ = 0.80, α = 1.25o. Percent time reduction= (53.38−42.77)
53.38

= 19.9%.

Percent iteration reduction= (89−62)
89

= 30.3%.
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5.3.3. Results for Test Case C: RAE2822, α = 2.31o and M∞ = 0.729

In Test Case C, α = 2.31o, M∞ = 0.729 and “Pressure Sensor” (dpi) are used

and the results are given in Table 5.12 and Figure 5.19. In this test case, it is possible

to achieve 13.6% reduction in computation time (Percent time reduction = (271.25−

234.28)/271.25 = 13.6%) and 28.2% reduction in iteration numbers (Percent iteration

reduction = (103− 74)/103 = 28.2%) with the use of proposed adaptive time stepping

method.

Figure 5.19 shows the reductions in both computation time and number of iter-

ations, which are more pronounced in CFLRate range from 40 to 100. In Test Case C,

no peaks are observed in computation time and number of iterations. The numerical

experiments are stopped, when CFLRate is equal to 100. In this test case no divergence

is observed.



85

Table 5.12. Test Case C: The results and comparison of CFL selection in NK by the

use of “Pressure Sensor” in i-direction for RAE2822 grid (257x129). CFLRate=1

corresponds to no CFL selection. For all runs; m=20 in GMRES(m), fin=2 in ILU

(fin). T∞=273.15 K, p∞=101325 N/m2, γ = 1.4.

Pressure Without With With With With

Sensor CFL CFL CFL CFL CFL

in i-dir. selection selection selection selection selection

GMRES (m) m=20 m=20 m=20 m=20 m=20

ILU (fin) fin=2 fin=2 fin=2 fin=2 fin=2

RAE2822 257x129 257x129 257x129 257x129 257x129

M∞ 0.729 0.729 0.729 0.729 0.729

α 2.31 2.31 2.31 2.31 2.31

CFLRate 1 84 90 94 99

Number 103 74 74 74 74

of iter.

Comput. 271.25 234.28 234.48 234.71 235.11

time (sec)

L2 resid. 0.94E-12 0.89E-12 0.90E-12 0.95E-12 0.95E-12

(overall)

CFLmax 795,000 2.2E06 2.0E06 1.8E06 2.6E06
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Figure 5.19. Test Case C: CFLRate runs from 1 to 100 with GMRES (20) and

“Pressure Sensor” in i-direction. T∞=273.15 K, p∞=101325 N/m2, γ = 1.4,

M∞=0.729, α = 2.31o.
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6. CONCLUSIONS

6.1. Conclusions for the Comparison of NK and FMG-FAS Methods

A number of numerical investigations has been conducted, based on Euler equa-

tion solutions of transonic flow, to study the influence of different parameters and grids

that can influence computation time and convergence behavior of two different implicit

and nonlinear solution methods namely NK and FMG-FAS.

In the numerical experiments, the initial guess for the solution is set to free stream

values. In NK, the startup takes some time, before the residual starts decreasing with

a considerable rate. Sometimes after the CFL number was increased, an increase in

the residual has been observed followed by a limited number of iterations. Later in

the computation process, the required decrease in residual towards convergence is sus-

tained. The process of CFL number increase has to be kept under control. Otherwise,

uncontrolled increase in CFL number leads to larger time steps and divergence may

occur. On the other hand, if the rate of increase in CFL number is unnecessarily

restrained, then the computation time becomes longer than it should be. For NK im-

plicit time integration scheme, a CFL selection method has been implemented which

provides start up procedure for the flow solution to develop from freestream values and

after the development of flowfield, CFL selection method decides the incrementation

of CFL number till convergence is achieved.

The nonlinear multigrid method, used in this study, is based on the full approx-

imation storage (FAS) and full multigrid (FMG). Pseudo time stepping is used to

achieve steady state solution. At each time step, a number of coarse to fine and fine

to coarse grid iterations are conducted.

The utmost care has been paid to bring flo2d and ISAAC to the same basis for

comparison reasons. flo2d is converted to be a structured solver and the same FV

discretization methodology is used in both iterative methods for the comparisons. Test
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cases demonstrate that both methods are capable of effectively solving transonic flow.

As it has been outlined in the results section, in case the free stream values are used

as initial guess, the convergence times required for convergence show that less time is

required for FMG-FAS to reach convergence compared to NK.

Numerical tests showed that CFL selection methods play a major role in the

performance of NK by determining larger time steps, where it is applicable but using

smaller time steps to prevent divergence.

With better CFL selection methods and preconditioning techniques, NK may

reach a convergence speed similar to FMG-FAS.

6.2. Conclusions for “Adaptive Time Stepping Strategy for the Implicit

Solution of Steady Transonic Flows”

In transonic flow solutions, Newtons method suffers from the use of smooth flow

field (farfield values) as initial guess. In Newton-Krylov (NK) methods, “Pressure Sen-

sor” is effectively used to detect steep gradients like shocks in the flow and CFLlocal

(i.e. ∆tlocal) selection has been performed as follows: (i) In the vicinity of steep gra-

dients, small time steps are used. (ii) In the relatively smoother regions, larger time

steps are used to achieve faster convergence. This method, which is used to determine

local time step and based on the local CFL value, can be attributed as an adaptive

time stepping method.

In order to investigate the performance of the introduced CFLlocal (∆tlocal) selec-

tion methodology, numerical experiments on various sensors (pressure and density) and

different airfoil geometries like NACA0012 (symmetric) and RAE2822 (unsymmetric)

with different grid densities have been conducted and the obtained computation time

and iteration numbers are evaluated to see the influence on the convergence behavior.

The results show that the introduced CFL selection methodology (with “Pressure

Sensor”), which decides the incrementation of CFL number (i.e. ∆t) locally, can be
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used as a start-up procedure for the flow to develop from free-stream values within NK

implicit time integration scheme. In this study, we have focused on structured grids

and tested the code with and without “Pressure Sensor”.

The investigation of the adaptive time stepping strategy addressed in this study

shows that the introduced method significantly improves the convergence rate for invis-

cid compressible flow, which is solved for steady transonic flow with the initial condition

of free stream values. In other words, transonic flow calculations conducted by using

NK with CFL number (time step) selection methodology showed that it is possible to

reduce the computation time.

In addition to reported 2-D transonic flow problem which shows the capability

of reducing the computation time and number of iterations, this method needs to be

tested in a 3-D transonic flows as well.

In this study, for the sake of simplicity, CFLlocal has been calculated by using

either dpi, dpj or drhoi. As a future study, it is possible to combine dpi and dpj so

that the effects of both pressure sensors (gradients in both directions) are taken into

account.
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APPENDIX A: COARSE GRID PRECONDITIONED

GMRES

This section can be named as “Operator-Preconditioner Mismatch for Jacobian-

Free Implementation of GMRES”.

It has been explained that the preconditioner applications increase the efficiency

of iterative linear solvers. Since ILU preconditioner needs Jacobian matrix, it is not

possible to talk about a real matrix-free Newton-ILU preconditioned GMRES applica-

tion. The storage requirement of Jacobian matrix increases the load of the solver. In

order to decrease the load of storing Jacobian matrix, it is possible to use coarse grid

preconditioner instead of using the real size matrix.

Table A presents the results of a 2-D Elliptic Grid Generation around an airfoil

problem solution with grid size (193x225). Instead of using (193x225) grid to set up Ja-

cobian matrix, two other grids, (49x57) and (97x113) are used. The results show that,

the preconditioner utilizes Jacobian matrix from (193x225) grid converges with less

GMRES iterations. On the other hand, other two preconditioners with Jacobian ma-

trices from (49x57) and (97x113) grids converges well in spite of the increased iteration

numbers.
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Table A.1. Convergence of the Elliptic Grid Generation around an airfoil with grid

size (193x225). The size of the preconditioner is the same as the problem itself.

Preconditioner size (193x225)

Newton Newton GMRES GMRES

iteration residual residual iteration

number number/(m)

0 0.214E-01 0.000E+00 (00/20)

1 0.147E-02 0.819E-02 (05/20)

2 0.334E-04 0.234E-02 (09/20)

3 0.400E-07 0.484E-03 (41/20)

Table A.2. Convergence of the Elliptic Grid Generation around an airfoil with grid

size (193x225). Preconditioner size (97x113)

Newton Newton GMRES GMRES

iteration residual residual iteration

number number/(m)

0 0.214E-01 0.000E+00 (00/20)

1 0.148E-02 0.819E-02 (05/20)

2 0.325E-04 0.234E-02 (11/20)

3 0.642E-07 0.493E-03 (51/20)

Table A.3. Convergence of the Elliptic Grid Generation around an airfoil with grid

size (193x225). Preconditioner size (49x57)

Newton Newton GMRES GMRES

iteration residual residual iteration

number number/(m)

0 0.214E-01 0.000E+00 (00/20)

1 0.153E-02 0.821E-02 (08/20)

2 0.333E-04 0.216E-02 (15/20)

3 0.136E-06 0.707E-03 (42/20)
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APPENDIX B: FULL POTENTIAL EQUATION (FPE)

The solution of Finite Volume (FV) discretized Full Potential Equation (FPE)

is attempted by using a combination of Newton-Krylov nonlinear iterative solution

technique and multigrid FAS methods. The upwinding and flux biasing with FPE

are performed. Multigrid FAS approach is combined with Newton-Krylov methods in

order to accelerate convergence and achieve smaller residual with the same computer

performance, i.e. less computer time and memory usage.

As a model problem for the numerical experimentation, Transonic Full Potential

Equations (FPE) around a NACA 0012 airfoil is used. Nonlinear governing equations

are discretized by using Finite Volume method.

Transonic Full Potential Equations can be solved by upwinding, where the values

at the upstream nodes are biased as Jiang and Forsyth reported in [12].

B.1. Transonic Full Potential Equations

In this section derivation of Transonic Full Potential equations from Euler equa-

tions is outlined.

In Euler equations, which consist of the continuity, x momentum and y momen-

tum equations, the mass conversation in steady state is,

∂

∂x
(ρu) +

∂

∂y
(ρv) = 0, (B.1)

and the conservation of momentum in x and y directions,
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∂

∂x

(

ρu2 + p
)

+
∂

∂y
(ρuv) = 0 and

∂

∂x
(ρuv) +

∂

∂y

(

ρv2 + p
)

= 0, (B.2)

where ρ,p,u and v are the density, the pressure and the velocity components in x

and y directions respectively. For an isentropic ideal gas the entropy is constant,

p

ργ
= constant. (B.3)

Full Potential Equation (FPE) formulation for 2-D steady state can be derived

as follows. The full velocity potential equation is an exact equation for irrotational

flow over arbitrary bodies, at any angle of attack. FPE holds for an irrotational,

inviscid, and compressible flow. The continuity, momentum and energy equations can

be expressed in one equation with one independent variable, which is the velocity

potential in two dimensions, Φ(x, y). The velocity potential is defined as V = ∇Φ with

u = Φx and v = Φy.

∂

∂x
(ρΦx) +

∂

∂y
(ρΦy) = 0, (B.4)

Bernoulli’s equation can be derived from x- and y-momentum equations with

some assumptions,
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q2

2
+

a

γ − 1
= constant, (B.5)

where q is the local flow speed with q2 = u2+v2. The sound speed a is defined by

a2 = dp/dρ and Mach number is defined by M = q/a. ρ∞, M∞, a∞ are the freestream

properties.

q2

2
+

a

γ − 1
=

q∞
2

2
+

a∞
γ − 1

. (B.6)

a2

a∞2
= 1 +

γ − 1

2
M∞

2

(

1−
q2

q∞2

)

(B.7)

The above equation can be changed with ( a
a∞

)2 =
(

ρ
ρ∞

)(γ−1)
, which is derived

from the definition of speed of sound with isentropic flow consideration.

ρ

ρ∞
=

(

1 +
γ − 1

2
M∞

2

(

1−
q2

q∞2

))( 1

γ−1
)

, (B.8)

(

1−
Φ2

x

a2

)

Φxx +

(

1−
Φ2

y

a2

)

Φyy −
(

2ΦxΦy

a2

)

Φxy = 0. (B.9)
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a2 = a2∞ +
(

γ − 1

2

)

(

V 2
∞ − V 2

)

. (B.10)

V 2 = Φ2
x + Φ2

y. (B.11)

B.2. Boundary Conditions for FPE

The flow must be tangent to the wing surface, which has a shape function of

y = f(x).

df

dx
=

Φy

Φx

=
v

u
.

The far field boundary conditions, u = u∞, v = v∞ and ρ = ρ∞ are set away

from the wing.

B.3. Finite Volume Discretization of FPE

FPE is discretized by using finite volume method with quadrilateral grid and cell

centered approach is used. After the integration of Equation B.4, the term at the left

hand side is obtained and approximating the flux values as shown below is the first

step to finite volume formulation of FPE.
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∫ ∫

∀

(

∂

∂x
(ρΦx) +

∂

∂y
(ρΦy)

)

d∀ =
4
∑

m=1

∫

Sm

ρ∇φ · ~ndS = 0, (B.12)

On face Sm the values can be approximated and the integral can be converted to

sum of fluxes on the cell faces.

4
∑

m=1

∫

Sm

ρ∇φ · ~ndS =
4
∑

m=1

ρm(∇φ)m · nmSm, (B.13)

where m denotes the approximate values at cell faces for 2-D problems. The

neighbors of the cell (I, J), which can be named as North(N), South(S), West(W) and

East(E). The cell centers of N, S, W and E cells are donated by (I, J)m.

(S) m = 1 (I, J) and (I, J − 1)m=1

(E) m = 2 (I, J) and (I + 1, J)m=2

(N) m = 3 (I, J) and (I, J + 1)m=3

(W ) m = 4 (I, J) and (I − 1, J)m=4

(B.14)

φ(I,J)m − φI,J ≈ (∇φ)m · nmlm.
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where lm is the length of the vector between the center node (I, J) and the point

(I, J)m. So Equation B.13 can be approximated as follows:

4
∑

m=1

ρm(φ(I,J)m − φI,J)
Sm

lm
= 0, (B.15)

B.4. Upwinding for Potential in FPE

In order to bias the values at the upstream cells known as upwinding, it is required

to set up the connection between the potential, φ, and velocity , V .

~V = ~∇φ · ~n = nxu+ nyv = nxΦx + nyΦy. (B.16)

The calculation of ∇φ requires φ values at (I, J) and m. In order to determine

the value to be used in the NS direction and EW direction the following method is

proposed by Jiang and Forsyth [12].

mEW =











mE if φmW
− φmE

≥ 0

mW otherwise
mNS =











mS if φmN
− φmS

≥ 0

mN otherwise
(B.17)

∇φ can be calculated by using the below equation considering the selections made

accordingly for mEW and mNS.



99







(xmEW
− xI,J) (ymEW

− yI,J)

(xmNS
− xI,J) (ymNS

− yI,J)













φx

φy






=







φmEW
− φI,J

φmNS
− φI,J






(B.18)

B.5. Density as Continuation Parameter

As Jiang and Forsyth [12] reports, the density value, ρm, in Equation B.15 is

replaced by ρm as follows;

4
∑

m=1

ρm(φ(I,J)m − φI,J)
Sm

lm
= 0, (B.19)

where ρm = (1− r)ρm + rρup.

The continuation parameter, r, starts from one and goes to zero after each con-

verged continuation step. ρup provides convergence by using upwinding as below at the

intermediate steps.

ρup =











ρ(I,J) if φm − φ(I,J) ≥ 0

ρm otherwise
(B.20)

The first Newton step starts with r = 1, after the residual decreases to a certain

value, r shall be decreased a certain amount and the solution for the previous continu-

ation parameter shall be feed to the new iteration as an initial guess. The intermediate

step does not require to converge fully, but the last step with r = 0 shall converge to

the desired accuracy.
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APPENDIX C: ARTIFICIAL DISSIPATION

As outlined in Section (1.2.1.1), to prevent oscillations in the transonic flow so-

lutions, in central difference schemes artificial dissipation is introduced. Artificial Dis-

sipation [15] as defined below is added to Equations 2.25- 2.28.

∂

∂t
(Ωρm) +

4
∑

m=1

(△ymρmum −△xmρmvm)−Dρ = 0 (C.1)

Artificial Dissipation operator D for continuity equation is as follows and the

others can be derived accordingly.

Dρ = Dxρ+Dyρ where;

Dxρ = dI+ 1

2
,J − dI− 1

2
,J

Dyρ = dI,J+ 1

2

− dI,J− 1

2

(C.2)

dI+ 1

2
,J =

hI+ 1

2
,J

△t
[ε

(2)

I+ 1

2
,J
(ρI+1,J − ρI,J)

− ε
(4)

I+ 1

2
,J
(ρI+2,J − 3ρI+1,J + 3ρI,J − ρI−1,J)] (C.3)

The pressure sensor ν is defined to determine ε(2) and ε(4)
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νI,J =
|PI+1,J − 2PI,J + PI−1,J |

|PI+1,J |+ |2PI,J |+ |PI−1,J |
(C.4)

where ε(2) and ε(4)

ε
(2)

I+ 1

2
,J
= κ(2)max(νI+1,J , νI,J) (C.5)

ε
(4)

I+ 1

2
,J
= max

[

0, (κ(4) − ε
(2)

I+ 1

2
,J
)
]

(C.6)

Different values for κ(2) and κ(4) have been applied in similar calculations, the

values given below are taken from Jameson’s original paper [15].

κ(2) = 1/4 κ(4) = 1/256 (C.7)
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Schröder, ed.), Notes on Numerical Fluid Mechanics and Multidisciplinary Design,

Vol. 109, pp. 295 – 223, 2010.

45. Cook, P.H., M.A. McDonald, and M.C.P. Firmin, “Aerofoil RAE 2822 - Pressure

Distributions, and Boundary Layer and Wake Measurements”, Experimental Data

Base for Computer Program Assessment, AGARD Report AR 138, 1979.




