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ABSTRACT 

Missile control methods are briefly outlined, the 

notation and conventio~used in guided missile literature 

are introduced. A realistic simulation model is formed 

considering the differential equations governing motion 

of the missile in plane, the measurement and control 

system and the intercept geometry." Computer simulations 

are repeated for various attack geometries and target 

escape scenarios using both proportional navigation 

g~idance and s~boptimal adaptive control. Good missile 

performance in terms of miss distance is obtained for 

proportional n~vigation guidance. Suboptimal adaptive 

control can be more useful if other performance criteria 

are important, such as impact angle at target. 
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DZET 

FUze kontrol yonternieri k1saca a~1kIand1, gudUrnlU 

fUze literaturUnde kulIan1Ian yaz1I1rn ve kurailar tan1-

t11d1. FUzenin duziernsel hareketinin, ol~Urn ve kontrol 

sisterninin ve buIu§rna geornetrisinin diferansiyel denk­

Iernieri yard1rn1yIa ger~ek~i bir benze§irn rnodeli kuruldu. 

·Oransal yoniendirrne gUdUrnu ve aitoptirnal uyurIaY1c1 kont­

rol kuIIan1Iarak degi§ik saId1r1 -geornetrileri ve hedef 

ka~1§ senaryoIar1 i~in bilgisayar benze§irnleri yinelendi. 

Oransal yonlendirrne gudurnu ile hedefi yakalarna a~1~1nda 

iyi sonu~lar elde edildi. Altoptirnal uyarlaY1c1 kontrolun 

diger verirn ol~utlerinin, hedefe ~arprna a~1s1 gibi, onernii 

oldugu dururnlarda daha kullau1§11 olabilecegi sonucuna 

var1ld1. 
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I. INTRODUCTION 

In Garnell and.East (1) the definition of a guided missile 1S 

given as: "A guided missile is one which is usually fired in a direction 

approximately towards the target and subsequently receives steering 

c·ommands from the guidance system to improve its accuracy." By accuracy 

---we--mean:--the-missile should be oriented towards the target in such a 

way that at some final time the position of the missile is close to 

that of the target; i.e., the miss distance is small. 

Guidance laws for short range tactical missiles have become a well 

researched topic over the past 40 years with publication of analytical 

treatment and implementation of missile guidance going back to 1940's. 

Thus, much of the guidance development available in the literature 

predates that which is known as modern control theory. These early 

concepts, now commonly referred to as classical guidance, have been 

used from that time to the present to command missiles during their 

homing phases of flight to target impact. The performance of classical 

guidance techniques were satisfactory against the targets they were 

designed for. However, the performance of missiles may be seriously 

degraded in engagement against targets with predicted characteristics 

of the 1990's and beyond. The guidance laws currently in wide use may 

not be adequate in defeating such treats.' Thus, it 1S predicted that 

fundamental advances in the application of control systems theory is 

required to enhance the guidance effectiveness of· future missile systems. 
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It is observed that guidance laws typically fit within one of 

the following categories: line-of-sight (LOS), pursuit and proportional 

navigation guidance (PNG), these· three being classical schemes; optimal 

guidance and other guidance laws dominated by differential game methods. 

A short description of each of the basic guidance laws follows. 

The LOS guidance scheme is one in which the missile is guided on 

an LOS course 1n an attempt to remain on the line joining the target 

and the point of control. 

One of the most straightforward means to assure impact is to keep 

the missile, which must have velocity superiority, pointed at the target. 

This is the principle of purs.uit guidance, which has two basic variations: 

attitude pursuit, in which the missile '.s longitudinal axis is directed 

at the target; and velocity pursuit, in which the missile's velocity 

vector is kept pointed at the target. 

Proportional navigation guidance (PNG) probably had its origins 

among the ancient seafearers who realised that a collision was ensured 

if two constant velocity vessels maintained constant relative bearing 

while closing 1n range. Thus, unlike pursuit scheme.s, which seek to 

null the LOS, PNG seeks to null the LOS rate, while closing on the 

target. 

Since the mid-1960's the missile guidance literature has been 

permeated by techniques based upon optimal control. Most formulations 

consider terminal miss distance and running control effort in the 

cost functional. A running cost on the state is not appropriate in this 

framework, since the purpose is to minimize at final time and not 

continuously during flight. In an optimal control law the problem is 

to find such a control that the miss distance is small while also the 

control is kept as small as possible. Certainly some weighing is 

necessary to adjust the relative importance of terminal miss distance 

and running control effort. 



The performance of any realistic optimal control law in a missile 

application is dependent on the estimation of final time, or in other 

words time-to-go. Typically, an estimate of the range between target 

and missile and the rate of change of this range are obtained from 
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radar or other ranging devices; the time-to-go estimate is then calculated. 

This process works well as long as the range and range-rate information 

are accurate. 

A significant portion of the literature on guidance laws does not 

readily fall within the coverage of the four previous schemes. Some 

of this work concentrates on specialized applications of control theory, 

particularly differential games, while others represent very simple 

straightforward implementation of ad-hoc controllers. 

An extensive survey of both classical and optimal guidance covering 

work done in this field till 1979 can be found in a paper by Pastrick 

et.al. (2), upon which this introduction is based to a great extent. 



II. MISSILE CONTROL METHODS 

2.1. Introduction to Missile Control Methods 

Before going into mathematical detail concerning the motion of a 

missile in space as a result of guidance commands, some definitions 

and discussion are desirable. 

It is convenient to start with a definition of the task of a 

missile control system. It is one of the tasks of the guidance system 

to detect whether the missile is flying too low or too high, or too 

much to the left or to the right. It measures these deviations and 

sends signals to the control system to reduce these errors to zero. 

The task of the control system is therefore to manoeuvre the missile 

quickly and efficiently as a result of these signals. Suppose the 

guidance "sees" the missile at m relative to its boresight and that 

we interpret this to mean that the missile is too far to the right 

and too low. In a Cartesian coordinate system the guidance angular 

error detector produces two signals, a left-right signal and an up-down 

signal which are transmitted to two separate servos, say rudder servos 

and elevator servos. Fig. 2.1.1 shows that this same information can 
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be expressed in polar coordinates; i.e., Rand cf>. If the same information 

is expressed in another way then the control system must be mechanised 

differently. The usual method is to regard the cf> signal as a command 

to roll through an angle of cf> measured from the vertical and then to 

manoeuvre outwards by means of the missile's elevators. The method of 

control compatible with polar coordinates is called twist and steer. 



LEFT 

Cartesian ao-ordinates 

UP 
I 
I 

Polar ao-ordinates 

Figure 2.1-1 Missile position and error signals 

Guided missiles usually have one or two axes of symmetry. If a 

missile has four control surfaces as shown in Fig. 2.1.2 one regards 

-----surfaces I and 3 as elevators and 2 and 4 as rudders even if the 

missile should roll sebsequently. If 1 and 3 are mechanically linked 

together such that a servo must impact the same rotation to both of 

3 y 

2 

Figure 2.1-2 Control surfaces looking from rear of missiles 
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them these surfaces are elevators pure and simple. The same .argument 

applies to the rudders. Suppose now surfaces 1 and 3 each have their 

own servo, then it is possible for them to act as ailerons. If looking 
i 0 

in the direction y one surface is rotated ~ clockwise and the other 

surface ~o anti-clockwis~ then a pure couple is imparted to the missile 



about the fore and aft aX1S and this will tend to make the missile 

roll. Such control surfaces are called ailerons. We can double the 

power of the ailerons by doing the same thing to control surfaces 2 
, 

and 4. If now the aerodynamics are linear, i.e., the normal forces are 

proportional to incidence, then the principle of superposition applies. 

Commands for elevator, rudder and ailerons movements can be added 
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electrically resulting in unequal movements to opposite control surfaces. 

In this way we have the means to control roll motion as well as the 

up-down (Le., pitch) motion and left-right (Le., yaw) motion. 

2.2 Aerodynamic Lateral Control 

With the Cartesian control system the pitch control system is made 

identical to yaw control system so we need to discuss one channel only; 

in this respect the nomenclature differs from that used in aircraft. 

With missiles lateral movement usually means up-down or left-right. 

With polar control one rolls and elevates. The following remarks apply 

to the elevation channel in twist and steer missiles also. 

The majority of tactical missiles have fixed main lifting surfaces 

(often called wings) with their center of pressure somewhere near the 

missile center of gravity and rear control surfaces. With subsonic 

missiles it may be more efficient to use the controls as flaps 

immediately behind the wings as the flap controls the circulation over 

the whole surface. With supersonic flow the control surface cannot 

affect the flow ahead of itself and therefore is placed as far to the 

rear as possible in order to exert the maximum moment on the missile. 

Rear control surfaces often make a convenient arrangement of components. 

Usually it is desirable to have the propulsion system placed centrally 

in the missile so that the center of gravity shifts due to propellant 



usage are minimized. It 1S convenient and sometimes essential to have 

the warhead and fuze at the front together with any associated 

electronics including the guidance receiver. This leaves the control 

system to occupy the rear and with the propulsion blast pipe passing 

through its center. If there are four servos it is not difficult to 

design a neat servo package round this pipe. 

When considering lateral forces and moments on missiles it is 

convenient first of all to consider the combined normal forces due to 

incidence on the body, wings and control surfaces as acting through 

a point of the body called the center of pressure (c.p.) and. to regard 

the control surfaces as permanently locked in the central position. 

~f the c.p. is ahead of the center of gravity (c.g.) then the missile 1S 

said to be statically unstable. If it coincides with the c.g. then it 

is said to be neutr~lly stable and if it is behind the c.g. it is said 

to be statically stable. This of course is the reason why feathers are 

placed at the rear end of an arrow to move the c.p. aft. These three 

possible conditions are shown in Fig. 2.2.1 to 2.2.3. The missiles are 

shown with a small incidence, i.e., the body 1S not pointing in the same 

direction as the velocity vector U • In the unstable condition any 
- m 

perturbation of the body away from the direction of the velocity vector 

CG 

Fig.2.2.1 Unstable 

CG and CP 

Fig.2.2.2 Neutrally 
stable 

Fig.2.2.3 Stable 

7 
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results in a moment about the.c.g. which tends to increase .this 

perturbation. Conversely in the stable case any perturbation of the 

body direction results 1n a moment which tends to oppose or decrease 

this perturbation. The distance of the c.p. to the c.g. is called the 

static margin. Since the lateral force and hence the lateral manoeuvre 

by aerodynamic means is obtained by exerting a moment on the body such 

that some incidence occurs it follows that if the static margin is 

excessive, the missile is unnecessarily stable and control moment will 

be relatively ineffective in producing a sizeable manoeuvre. There has 

to be a compromise between stability and manoeuvrability. Now consider 

a missile whose forward speed is constant, with a steady body and wing 

incidence of a and a control surface movement from the central position 

of 1;;. Only motion in the .horizontal plane is considered and the missile 

is assumed to be not rolling; the effects of gravity are zero in this 

plane. Fig. 2.2.4 shows the normal force N due to the body, wings and 

rear control surfaces assumed. to be in the central position; this N 

force acts through the c.p: But there will be an additional force N 
c 

due to the control surfaces being deflected by an amount 1;;. Neglecting 

the small damping moment due to the fact that the missile is executing 

a steady turn, this picture can represent dynamic equilibrium if the 

rudder movement N ~ is numerically equal to Nx* where x* is the static 
c c 

margin. If ~ /x* = 10 say then N c ION , and the total lateral force 
c c 

9N • This force is in the opposite sense to N . Since x* is typically 
c c 

5 per cent or less of the body length it is easily seen that a small 

absolute change in the ~tatic margin can affect the manoeuvrability of 

the missile~ Thus the standard method of obtaining a large lateral 

force on a missile is to have a large moment arm by placing the control 

surfaces as far from the c.g. as possible. If the c.p. of the body and 

the wings alone is at the c.g. then ~o of control surface movement will 

produce the same amount of body incidence. If the c.p. as just defined 

= 
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--(J 

Fig.2.2.4 Rear Control surfaces supersonic 

He 

Fig.2.2.5 Rear Control surfaces subsonic 

He 

Fig.2.2.6 Canard Controls 

Fig.2.2.7 Hoving wings 
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o 
1S in front of the c.g. then l,; of rudder movement will produce more 

o 
than l,; of body inCidence. If this c.p. is behind the c.g. then less 

o 
than l,; of body incidence will result. If a missile has no autopilot 

(i.e., no instrument feedback) a considerable static margin has to be 

allowed to ensure stability in flight, say 5 per cent or more of the 

overall length. With instrument feedback zero or even negative static 

marg1ns can be used, thus assisting manoeuvrability. It should be noted 

that the overall c.p. can never be regarded as in a fixed position. The 

c.p. of the body in particular will vary with incidence and Mach number. 

since the main object of siting a control surface is to place it 

as far from the c.g. as possible, a position as far forward as 1S 

practicable appears a logical choice. Forward control surfaces are often 

ca~I.1ed "canards" named after ducks who apparently steer themselves by 

mOV1ng their heads. Fig. 2.2.6 shows another possible case of dynamic 

equilibrium. In this case it is seen that the lateral force due to the 

missile as a whole now adds to the force due to the deflection of 

the control surface and therefore if ~ /x* = 10 as befor~, then the 
c 

total normal force is lIN compared with 9N with rear controls. Also, 
c . c 

the final sense of the total normal force is in the same sense as the 

control force. Canards therefore are slightly more effective in the use 

of lateral control- forces. Canards will not render the missile unstable 

since as can be noted from Fig 2.2.6 the main lifting surfaces are rather 

further aft to make the overall c.p. aft of the c.g., which is the 

stability criterion 

To use servos to move the ma1n lifting surfaces and employ small 

-fixed rear stabilizing surfaces is unusual. There could be the rare 

occasion when the servos are -more convenie,ntly placed near the center 

of the missile. However, the main reason for adopting this configuration 

would be, for a given lateral acceleration, to minimize the body 
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incidence. For instance if the propulsion system is a ram jet the air 

intake is likely to choke if the body incidence'is lar.ge, say ISo or 

more. However, there are some distinct penalties involved in the use 

of moving wings. Clearly the servos will~be appreciably larget to cope 

with the increased inertia of the load and the larger aerodynamic 

hinge moments. Also, moving wings are an inefficient way of producing 

a large normal force due to "the small moment arm available. Owing to 

the fact that the whole bending moment at the wing root has to be taken 

by the shaft, the wing will have to be designed much thicker around the 

mid chord. This not only increases the structure weight but at 

superson1c speeds it will increase the drag; the pressure drag varying 

with the thickness-to-chord ratio squared. It is desirable to make the 

ce~ter section of the. missile square in cross section to eliminate a 

large wing-body gap when the wing is deflected; such a gap considerably 

reduces the generated normal force. And finally since the moment arm 

is small, the position of the c.g. is critical as a small shift will 

make an appreciable change in the control moment arm. Nevertheless, if 

the maximum g requirements are low and the speed is subsonic, such as 

for an anti-ship missile, the overall weight penalty may not be excessive 

if small moving wings are used. 

2.3 Thrust Vector Control 

A completely different method of steering a missile is to alter the 

direction of the efflux from the propulsion motor and such a method is 

known as thrust vector control (TVC). This method of control is clearly 

not primarily dependent on the dynamic pressure of the atmosphere, but 

on the other hand it is inoperative after motor burn-out. In many 

situations there are advantages in having a boost-coast velocity profile. 

TVC is therefore likely to have a limited application. The following 

situations make TVC essential or desirable. 
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(a) It is essential to use TVC in the vertical launch phase of all 

intercontinental ballistic missiles as these missiles, whose total 

weight is well over 90 per cent fuel, have to be launched extremely 

gradually to avoid dynamic loading. Aerodynamic controls would be 

completely ineffective for some time and the missile would topple over 

due to a small inevitable thrust misalignment unless an attitude sensor 

and TVC were used. 

(b) If a missile is separated some distance from its controller such 

-as in the anti-tank system Swingfire and rapid gathering is required to 

achieve a short minimum range then it must be possible to manoeuvre the 

missile almost immediately after launch • 

. (c) In a short range air~to-air missile, one may be trying to hit a 

fast crossing target with no aim-off and with a flight time of a few 

seconds. The exceptional manoeuvrability one can obtain with TVC would 

give the system a better coverage. 

(d) It can be argued that some systems would be cheaper and simpler 

if one launched vertically and then turned over rapidly, thus eliminating 

an expensive and heavy launcher. 

(e) Vertical launch followed by a rapid turnover is an attractive 
o 

concept for missiles carried and launched from a vehicle; 360 arc of 

fire is _obtainable, and storage and reloading is almost certainly 

faciliated. 

(f) Submarine launched missiles surfacing in different sea conditions 

may well need very early cours~ correction. 



2.4 Notation and Conventions 

The reference axis system standardized in the guided missile 

literature is centered on the e.g. and fixed in the body as follows: 
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x aX1S, called the roll axis forward along the axis of symmetry if one 

exists, but in any case in the plane of symmetry. 

y axis, called the pitch axis, outwards and to the right if viewing 

the missile from behind. 

z axis, called the yaw aX1S, downwards in the plane of symmetry to 

form a right handed orthogonal system with the other two. 

Table 2.4.1 defines the forces and moments acting on the missile, 

the linear and angular velocities, and the moments of inertia; these 

quantities are shown in Fig. 2.4.1. The moments of inertia about 0 are 

defined as: 

A = (2.4.1) 

B = (2.4.2) 

C = (2.4.3) 

The products of inertia are defined as, 

D = L omyz (2.4.4) 

E = L omxz (2.4.5) 

F = (2.4.6) 



Roll axis Pitch 
x y 

Angular rates p q 

Component of missile 
velocity along each axis u ~ v 

Component of force acting 
on missile along each axis X y 

Moments acting on missile 
about each axis L ,'.f 

Moments of inertia about 
eacti axis A B 

Products of inertia D E .' 

Table 2.4-1 Notation 

- ---
(NOTE: 0 IS CENTRE OF GRAVITY OF 

MISSILE J 

axi s Yaw axis 
z 

l' 

IJ 

Z 

,,/ 

" .... 

P 

Figure 2.4-1 Force, moment etc. conventions 
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The yaw plane is the Oy plane and the pitch plane 1S the Oz plane. 

The following angles are defined, 



S incidence in the 

a incidence ~n the 

A incidence plane 

-8 total incidence 

tana = tan8cosA 

and tanS = tan8sinA 
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yaw plane 

pitch plane 

angle 

such that 

The reason why U, the missile velocity along the x axis ~s denoted 

by a capital ,letter is to emphasize that it is a large positive quantity 

changing at most a few per cent per second. The angular rates and 

components of velocity along the pitch and yaw planes however, tend to 

be much smaller quantities which can be positive or negative and can 

have, much larger rates of change. 

2.5 Euler's' Equations of Motion for a Rigid Body 

,There are six equations of motion for a body with six degrees of 

freedom, three force equati~ns and three moment equations. If the missile 

mass ~s m they are: 

m(u + qw - rv) = x (2.5.1) 

m(v + rU - pw) = y , (2.5.2) 

m(~ - qU + ~v) = z (2.5.3) 

Ap - (B - C)qr + D(r2 - q2) - E(pq + r) + F(rq - q) = L (2.5.4) 

Bq - (C - A)rp + E(p2 - r2) - F(qr + p) + D(pq - r) = M (2.5.5) 

Cr - (A - B)pq + F(q2 - p2) - D(rp ~ q) + E(qr - p) = N (2.5.6) 



The first equation does not really concern us; we are interested 

in the acceleration perpendicular to the velocity vector as this will 

result 1n a change in the velocity direction. In any case in order to 
~ 

determine the change in the forward speed we must know the magnitude 
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of the propulsive and drag forces. Now consider Eq.(2.5.2), the term 

-mpw is saying that there is a force in the y direction due to incidence 

in pitch (a ~ w/U) and roll motion. In other words the pitching motion 

of the missile is coupled to the yawing motion on account of roll rates. 

The term mpv in Eq.(2.5.3) is also saying that yawing motion induces 

forces in the pitch plane if rolling motion is present. This is most 

undesirable since we require these two "channels" to be completely 

uncoupled. Ideally rudder movements should produce forces and moments 1n 

the yaw plane and result in yaw1ng motion only; elevators should result 

1n a manoeuvre 1n the pitCh plane. Cross-coupling between the planes 

must contribute to system inaccuracy. To reduce these unde si rable effects 

the designer tries to keep roll rates as small as possible, and in a 

simplified analysis one usually neglects the term pw and pv if roll rates 

are expected to be small and incidence (v and ware proportional to 

incidence) is not large. 

Now consider the moment equations. Ideally these should 'read 
( 

. , Bq = M Cr = N 

i.e., moments about a g1ven axis produce angular accelerations about 

that axis. All other terms in these equations are cross-coupling terms 

and are undesirable from the point of view of system accuracy. We note 

that three out of four of the cross coupling terms in each equation 

disappear if there are two axes of symmetry, and two will be zero and 

one will be small if there is one. axis of symmetry and the missile is 

reasonable symmetric about another axis. With two planes of symmetry 



and a small roll rate these equations reduce to 

. 
m(U + qw - rv) = X (2.5.7) 

m(" + rU) = Y (2.5.8) 

mew - qU) = z (2.5.9) 

Ai> - (B - C)qr = L (2.5.10) 

Bq = M (2.5.11) 

Cr = N (2.5.12) 

The justification for neglecting the terms pq, pr, pv, pw 1S that 

the terms q, r, v, and ware not large and if p is small then their 

products can be neglected. Eq.(2.5.10) shows that there is zero 

coupling between the pitch and roll and yaw and roll motions if there 

are two axes of symmetry (B = C) and unless the missile is very 

unsymmetrical the cross-coupling should be weak. 

17 



III. IN PLANE MISSILE FLIGHT DYNAMICS 

AND ATTACK GEOMETRY 

3.1 3 DOF Differential Equations of Motion in the 

Vertical Plane 
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As was mentioned in Section 2.2 we need to consider only one 

channel in a Cartesian control system. Here we choose the vertical 

(pitch) plane and analyse the pitch control only. A similar analysis 

could easily be repeated for yaw control. For a symmetrical cruciform 

missile pitch and yaw autopilots are identical; one injects a g bias 

in the vertical plane to offset· the effect of gravity but this does 

not affect the design. 

y' 

x' 

Figure 3.1.1 Intercept geometry 



The intercept geometry is shown in Fig. 3.l.1 where the varwus 

angles, velocities etc. used in the equations of motion are shown. 

One point needs to be noted concerning Fig. 3.3.1. The axes labeled 
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as x', y' are only for reference and the plane they form is in reality 

the xz (pitch) plane as defined by the conventional reference system 

mentioned in Sec. 2.4. The axis labeled as x is the roll axis of the 

missile. Some of the angles shown in Fig. 3.1.1 are named as: 

a angle of attack (incidence) 

Q missile heading angle 

Q target heading angle 
T 

a LOS angle 

Three degree of freedom (3 DOF) differential equations of motion 

in the vertical .plane in the body coordinate system are below. 

· 1 q C (a, o ; M) (3.1.1) w --- + qu 
m z z 

· 1 
[T + q C (a; M,h) ] (3.1.2) u --- - qw 

m x 

L L 
· R [c (a; 0 ; M) + 

R 
C (h) q] (3. L 3) q = q--

I m z v mq 
y m 

~ = q (3.1. 4) 

where 

a = atan(w/u) (3.1.5) 

e = Q + a (3.1.6) 

v = / u2 + w2 (3.1.7) 
m 



q = -'-p- V2 SR 
7 m 

M = Vm/c 

C = -C 
x c 

C =-C 
z N 
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(3.1.8) 

(3.1.9) 

(3.1.10) 

(3.1.11) 

C = C (a;M) + Cf(M)(h -.6.096)/3.048 + C (M)(l - a lab) (3.1.12) 
c Co . B e 

C = C (a;M)a + C ~ (M) <5 (3.1.13) 
N Na Nu z z 

C = [C (a;M)(X (t) - X (a,H)/L J a + 
m Na CG CpR 

(3.1.14) 
[C ~ (M) ~ C ~ (M)(X (t) - X /L J 6 

muz Nuz CG. CGB R z 

The constants and variables (some of which are tabulated and. some 

numerically evaluated) used in the above equations are briefly explained 

below. First the constants: 

X 
CGB 

a 
e 

reference area 

reference length 

center of gravity location at burnout 

nozzle exit area (rocket-motor) 

base area 

Tabulated variables: 

p(h) 

p(h) 

c(h) 

C (M) 
B 

air density (kp/m 2s 2
) vs. altitude (km) 

static pressure (kP/m 2 ) ,,!s. altitude (km) 

speed of sound (m/s) vs. altitude (km) 

base drag coefficient.w. Mach number 



C (M) 
mq 

C (M) 
Noz 

C (H) 
f 

C (a;M) 
Co 

C (a;H) 
Na 

C 1: (11) 
muZ 

x (a;M) 
cp 

T(t) 
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pitch dampirig moment coefficient (per rad) vs. Mach number 

trim normal force effectiveness (per deg) vs. Mach number 

friction drag coefficient vs. Mach number 

•. axial force coefficient vs. Mach number and incidence (deg) 

normal force coefficient vs. Nach number and incidence (deg) 

trim pitching moment effectiveness (per deg) vs. 1-1ach number 

center of pressure location (m), from nose vs. Mach number 
and incidence 

rocket motor thrust (kP) vs. time (s) 

Numerically evaluated variables: 

m mass of missile 

I moment of inertia of missile 
y 

X center of gravity of missile 
G 

Since du·ring boost mass is continuously ejected the mass, moment of 

inertia, and center of gravity of the missile will change in this period. 

Thrust duration is assumed to be 2.2 seconds and above mentioned variables 

are assumed to vary linearly with time from their initial values to their 

values at burnout. 

The force and moment terms in the equations of motion are related to 

missile aerodynamics. First we consider the normal force term in Eq.(3.1.1) 

N = q C (a; 0 ,1-1) 
N z 

(3.1.15) 

with 

C
N 

= C (u·M)a + C 1: (M) 0 
N~' Nu z Z 

(3.1.16) 

where C and-C are tabulated coefficients. Next we consider the axial 
Na - N Oz 

force term in Eq.(3.L2) T is the rocket thrust and 



with 

where 
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(3.1.17) 

Cc = C (a;M) + 6c (M,h) + -C (1 - 11) 
. Co F B 

(3.1.18) 

C 
Co 

/),C 
F 

/),C 
F 

axial force coefficient 

friction drag coefficient, function of altitude 
h(km), due to air viscosity change with altitude 

= Cf(h - 6.096)/3.048 (3.1.19) 

base drag coefficient for flight during motor 
burning, the base drag is reduced by the ratio 
of the nozzle exit area divided by the base area 

C 
BASE (3.1.20) 

Here also C ,C and C are tabulated coefficients. Lastly we consider 
Co f B 

the pitching moment term in Eq.(3.l.3). 

/ L + 
R 

[C ~ (M) + C ~ (M) (X (t) - X ) / L ] 0 
muz Nuz CG CGB R z 

(3.1.21) 

The first line represents the static pitching moment which is obtained 

by mUltiplying the normal force coefficient with the static margin; i.e., 

by the dimensionless distance separating center of pressure and center 

of gravity, both locations being measured from the nose, positive 

backwards. The second term is the flipper deflection moment, which 1S 

corrected by the change of center of gravity location during boost. While 

the expression of the last line accounts for the natural damping moment 
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in pitch (q:rad's). All pitching moment coefficients are g~ven for 

zero bank angle. Here, as well, X ,C ,C 0 
Cp NO z m z 

are tabulated 

coefficients. 

Inspecting Fig. 3.1.1 we see that the target dynamics can be 

represented by 

D, = a Iv (3.1.22) T T T 

· cosn
T 

(3.1. 23) x
T = vT 

· sinn (3.1. 24) YT = vT T 

where a 
T 

lateral acceleration of the target. 

Similarly the intercept error can be approximated by 

e = x - x 
x T m 

e = y - Y 
y T m 

(3.1. 25) 

(3.1.26) 

From Eqs. (3.1.25) and (3.1.26) we obtain 

(3.1.27) 

(3.1.28) 

The trajectory equations for the missile may be helpful. 

They are 

x = v cosn (3.1.29) 
m m 

· sinn (3.1. 30) Ym = v 
m 
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We define the relative rangeR as 

(3.1.31) 

3.2 Measurement and Control System 

Let us consider any aspect of the motion of a missile through 

space. Forces and moments will produce accelerations and hence velocities 

and displacements with respect to the earth; or, as is often stated 

with respect to inertial space. If we wish to make a closed loop system 

of the means of controlling the motion of a missile then we must use 

instruments to measure accelerations, velocities and displacements in 

space. Accelerometers, rate gyros and position gyros are used for this 

purpose. It is usual to call a system comprising missile fin or thrust 

vector servos, an airframe, instruments and any electronics and networks 

necessary to close the loop an autopilot; but this nomenclature is not 

universal. 

In the system under consideration a flipper- actuation servo and a 

rate gyro, to measure the angular rate about the pitch axis, are used. 

The flipper actuation servo is a first order element with Laplace 

transform 

where 

o (s) = 
Z 

1 

T S + 1 
s 

The rate gyro has a Laplace transform 

K T S 

0 = 9 g 

zd 1 + T s 
g 

(3.2.1) 

(3.2.2) 

9(S) (3.2.3) 



From Eqs. (3.2.1) and (3.2.3) we can write 

. 1 
0 +_1_ 0 Oz = ---

T z T ~s s s 

1 
0 

. 
Oz --- + K q 

T zd q d g 

where 

T servo time constant 
s 

K rate gyro coefficient 
q 

T rate gyro time constant 
g 

Combining Eqs.(3.2.2) and (3.2.4) we obtain 

1 
--- 0 

T Z 
s 

1 
T 

s 

1 
+--

T 
s 
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(3.2.4) 

(3.2.5) 

(3.2.6) 

Fig. 3.2.1 shows a block diagram of the measurement and control system. 

q 

I--~AIRFRAME 

LOS 
. 
a 

Control ~ System· 

TARGET 

Figure 3.2-1 Measurement and control system 
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3.3 Launch Conditions 

Since the manoeuvrability of any missile is limited it is important 

that the missile is launched so that it is approximately directed 

towards the target. Bearing this fact 'in mind two launch conditions seem 

plausible. One is the lead pursuit approach, the other one lead collision 

approach.-Thesetwo approaches are shown schematically in Fig. 3.3.1. 

T T 

L L 
Lead pursuit Lead collision 

Figure 3.1-1 Launch conditions 

In essence lead pursuit is nothing but simply firing the missile 

towards the point the target is at launch time. From Fig. 3.3.1 we see 

that 80 = 0 0 for lead pursuit. This approach has the serious drawback 

that the velocity of the target is not taken into consideration. The 

target will be moving away from the point the missile is directed 

towards and this may endanger the success of the missile; especially 

if the control is not activated immediately after launch as is the case 

for the system under consideration. When the control system 1S activated 

the target might be qujte away from the point it was initially and this 

may give rise to large ~ontro1 signals. Excessive control may cause 

overshoots and erode the stability margins of the control system. 

Lead collision approach overcomes most of drawbacks caused by lead 

pursuit. In this approach the missile is fired towards the point we 

hope the missile.and target will collide. This hope would have been 

fulfilled if both missile and target velocities had remained constant 



and neither the missile nor the target manoeuvred. In Fig. 3.3.1 B is 

the angle the missile makes with the LOS. Using sine law we can write 

v /).t 
m 

sin(n-ao) = 

and rearranging we obtain 

sinS 
v 

m 

(3.3.1) 

sinao (3.3.2) 

Since the missile should have velocity superiority over the target 

we see that the missile is aimed towardSa point ahead of the target 

at launch. Note that if the target is stationary lead collision is 

equivalent to lead pursuit. 

3.4 State Variables for the Intercept Problem 

In this section we collect the differential equations for the 

intercept problem together and rewrite them in the form of state 

equations below. 

· 1 
q(M) c (M,X6) + X2XS xl C (3.4.1) m z 

· 1 [T + q(M) C (M,h) ] (3.4.2) X2 = - xlxS 
m x 
L .L 

· R q(M) [C (M,x6) + R 
C (M) xs] (3.4.3) Xs = I m v mq 

y m 

· (3.4.4) XIj = Xs 

· 1 
Xs + Xs (3.4.5) Xs = --- K 

T q 
g 

· 1 
(xs + X6) 

1 , . 
(3.4.6) X6 = --- +--u 

T T 
s s 
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· aT/vT 
X7 = (3.4.7) 

· - V ,cos(x,+ a(xI,x2» (3.4.8) Xs = vT 
cosx7 -

m 

· sinx7 X9 = V - v sin(x,+ - a(xI,x2» (3.4.9) T m 

where xl = w , X2 = U , X3 = q , X,+ = 8, Xs = cS , x6 = cS 
zd Z 

x7 = QT 
, Xs = e , x9 = e x y 

and 

The variables and constants appear1ng in the above equations are 

defined earlier. 

Inspecting Eqs. (3.4.1) through (3.4.9) we note that the only 

control variable is u' (i.e., cS ) which constitutes the input to 
ze1 
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the flipper actuation servo. The control is applied to vary the deflection 

of the flipper which in turn affects the other state variables through 

the nonlinear state equations above. 
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IV. APPLIED GUIDANCE LAWS 

4.1 Proportional Navigation Guidance 

PNG as mentioned in the introduction seeks to null the line-of-sight 

(LOS) rate, while closing on the target. PNG is a guidance law in which, 

ideally, the angular rate of the missile flight path 1S directly 

proportional to the angular LOS rate of change, i. e. 

(4.1.1) 

where e represents the flight path angular rate relative to a fixed 

reference, 0 is the LOS rate relative to a fixed reference, P
N 

is the 

so-called navigation constant. 

In order to obtain some feel for the problem it is worth considering 

a special case of an interception when missile and target speeds are 

constant and v Iv = 2 say. The target is assumed to fly straight and 
m T 

we a1m directly at the target. The guidance system in engineered such 

that a rate of change of trajectory (8) which is PN times the rate of 

change of line-of-sight (0) is produced. Two cases are considered 

(a)P
N 

= 1 and (b) P
N 

= 4 and lags on the system are neglected. In 

Fig. 4.1.1M
o

' M
l

, Mn and To' T
l

, Tn are positions of the missile 

and the target at launch and at successive intervals of time after 

launch. Dotted lines represent the LOS. If the navigation constant 1S 

unity then it is not difficult to see that as the trajectory changes 

at the same rate as the .line-of-sight and one aims at the target in the 

first place then the line drawn tangential to the missile flight path 
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must start and remain coincident with the line-of-sight. Since a tangent 

to the flight path indicates the instanta~eo~s direction of the velocity 

such a trajectory is called the "pursuit course" as it is the sort of 

trajectory a dog might conceivably follow in chasing a rabbit. He always 

heads for the target and never attempts to aim ahead. If a navigation 

constant of say four is used, initially the line-of-sight rate must be 

the same as in the first case, but the missile steering commands are 

four·times as great; as a result the missile veers off much more to the 

left. Examination of the diagram shows that the line-of-sight rate 

reduces as the engagement proceeds. It is important to realise that such 

a guidance law automatically establishes a lead angle. 

If the line-of-sight, does not rotate ·in space (i.e., 0=0) then 

no' steering commands are necess'ary as one is on a collision course. If 

the line-of-sight does rotate (i.e., a exists) then a change of 

trajectory direction is required and it must be in such a sense as to 

reduce o. Clearly the plane of the manoeuvre must be in the' plane of o. 
Imagine a roll stqbilized missile. The homing head measures the vertical 

and horizontal component of line-of-sight rate and passes these signals 

suitably scaled to the elevator and rudder servos respectively. 

It should be noted tha t Eq. (4.1.1) shows the ideal case, which in 

general is not attainable. Thus, we cannot control our system ,so that 

Eq.(4.l.l) is exactly satisfied. The reason being that we cannot change 

e as we wish. The only control is applied to the flipper actuation servo 

which in turn affects e .and other state variables through the coupled 

state equations. Also~ the time constants for the flipper actuation 

servo and the rate gyro inserts time lags into the control system. We 

use Eq.(4.l.l) in evaluating the control 0 such that 
zel 

(4.1.2) 



where a is the line-of-sight rate as before. 

Examining Fig. 3.1.1 we note that 

tana 
e 

'" --y­
e 

x 
(4.1.3) 

and differentiating Eq.(4.1.3) with respect to time we obtain 

. . 
e e - e e 

• y x x y a = --~----~~-~ (4.1.4) 

where R = le2 + e 2 as defined by Eq.(3.l.3l). 
x .y 

We have also experimented with an augmented control law of .the form 

<5 P
N 

a + 
. 

(4.1.5) = P ex 
zel ex 

where a is the rate of angle of attack and P is angle of attack 
a 

stabilization coefficient (P < 0). ex is a measure of incidence and it 
ex 

'is desirable to keep ex as small as possible since the aerodynamic 

effectiveness of the missile decreases with increasing angle of attack 

(e.g., the drag force increases as ex increases). By adding a term into 
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the control law we can obtain a smaller ex throughout without a significant 

decrease in missile performance. Differentiating Eq.(3.1.5) respect to 

time we obtain 

. . . wu - uw 
ex = 

where v 2 = u2 + w2 as before. 
m 

(4.1.6) 
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4.2 The General State-Regulator Problem 

In this section we consider the so-called state regulator p.rob1em 

which forms the basis of the optimal control law-applied in this present 
. 1 . 

analysl.s. Basl.cally, the solution of the state-regulator problem leads 

to an optimal feedback system with the property that the components of 

the state vector x{t) are kept near zero without excessive expenditure 

of control energy. In solving this problem weare going to make use of 

the celebrated minimum principle of Pontryagin (3). 

Let us consider the linear time-varying system, 

x{t) = !(t) ~(t) + B{t) u{t) (4.2.1) 

and the cost functional J is given by 

1 T 1 
J = -2- ~ ~ ~ + 2 

T T T 
f f (x Q x + U R u) dt 
to - - - - --

(4.2.2) 

where the below assumptions are s~tisfied. 

The terminal time T
f 

l.S specified. 

S is a constant nxn positive semidefinite matrix. 

Q{t) l.S an nxn positive semidefinite matrix. 

R{t) is an rxr positive definite matrix. 

The physical interpretation of J is this: we want to keep the state near 

zero without excessive control-energy expenditure. 

We shall show in ihis section that the optimal control is a linear 

function of the state, 'i.e., is'of the form 

u{t) = G{t) ~(t) (4.2.3) 

where G(t) is an rXn matrix-valued function called the "gain matrix" .. 

1 We have relied almost exclusively on the results of Falb and Athans (4) 
in this section. 
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Let us assume that an optimal control exists for any initial state. 

We can use the minimum principle to obtain the nece~sary conditions for 

the optimal control and so derive the extremal controls. The Hamiltonian 

for the system (4.2.1) and cost J of Eq.(4.2.2) is 

1 
H - 2 

T 1 T T 
~ g! + -2- ~ ! U + A (~~ + B ~) (4.2.4) 

The adjoint (or costate) vector A(t) is the solution of the vector 

differential equation 

• ClH 
1.(t) c - --­

Clx(t) 

which reduces to 

T = -get) ~(t) - ! (t) l.(t) 

(4.2.5) 

(4.2.6) 

Along the optimal trajectory, we must have 

ClH --:----:--:-- = 0 
Clu(t) (4.2.7) 

which implies that 

ClH T 
-Cl-u-(t-)- =R(t) u(t) + ! (t) ~(t) = 0 (4.2.8) 

From Eq. (4.2.8) we deduce that 

u(t) 
-1 T = -R (t)! (t) ~(t) (4.2.9) 

The assumption that R(t) is positive definite
2 

for all t £ [to, T f] 

. R-1(t)f 11 ["T] guarantees the eX1stence of or a t £ to", f. 

2 
A necessary condition that M be positive definite is detM > 0 and so 
M is nonsingu1ar. 
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We know that the optimal control must minimize the Hamiltonian. The 

necessary condition aH/a~(t) = Q yields only an extremum of H with respect 

to ~(t). In order for the extremum of H to be a minimum with respect to 

~(t), the rxr matrix a2H/a~2(t) must be positive definite. But, from 

Eq. (4.2.8), we find that 

(4.2.10) 

and, hence, since ~(t) was assumed to be positive definite, it follows 

that the control ~(t) given by Eq.(4.2.9) does indeed minimize H. 

The next step is to obtain the reduced canonical equations, to do 

thB;t, we substitute Eq.(4.2.9) into Eq.(4.2.1) to obtain the relation 

-1 T 
x(t) = A(t) ~(t) - !(t) R. (t) ! (t) ~(t) (4.2.11) 

Eqs. (4.2.11) and (4.2.6) are the reduced canonical equations. Define 

the matrix F(t) by setting 

-1 T 
F(t) = B(t) R (t) B (t) (4.2.12) 

- 1- -

Note that .!:.(t) is a symmetric nxn matrix. Using the matrix .!:.(t) , we 

can combine the canonical Eqs. (4.2.11) and (4.2.6) in the form 

[
i(t)j. 
i(t) 

= [ ~(t)l A(t) 
(4.2.13) 

Eq. (4.2.13) is a system of 2n linear time-varying homogenous differential 

equations. We know that we can obtain a unique solution of thii system 

of differential equati6ns provided that we know a total of 2n boundary 
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conditions. A total of n boundary conditions is provided by the 

transversality conditions, which require (since x(T ) is not specified) 
- f 

that, at the terminal time T , the costate A(T) must satisfy the 
f - f '. 

relation 

d 
A(T) = --­
- f dx(T ) 

- f 

Thus, we deduce that 

(4.2.14) 

(4.2.15) 

Let <P(t;to) be the 2nx2n fundamental matrix for the system (4.2.13). 

If·we let ~(to) be the (unknown) initial costate, then the solution of 

Eq.(4.2.l3) is of the form 

[ ~(t)l A(t) 
(4.2.16) 

where !(t;to) is the 2nx2n fundamental matrix for the system (4.2.13). 

Therefore, at t = T
f

, we must have the relation 

(~(T f)] A(T ) 
- f 

= ! (Tf;t) [ X(t)] 
A(t) 

(4.2.17) 

Next, we partition the 2nx2n matrix !(Tf;t) into four nxn submatrices 

as follows: 

<P(T ;t)­
- f [

<P11(T ,t) : <P 12(T ;t)j - - f .:- f -- - - - - ---. - - - - - - - --
. <P21(T ;t) : <P22(T ;t) 

- f I - f 

(4.2.18) 
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Then Eq. (4.2.17) can be written in the form [using ~(Tf) = E. ~(Tf)J 

(4.2.19) 

(4.2~20) 

From Eqs. (4.2.19) and (4.2.20) we find, after some algebraic 

manipulations, that 

ACt) 
. -1 

= [~2(T f ,t)- E. .1:12 (T f; t)] 
(4.2.21) 

provided the indicated inve·rseexists. Eq.(4.2.2l) suggests that the 

costate A(t) and the state~(t) are related by an equation of the form 

(4.2.22) 

for all t£ [to,TfJ. The matrix !(t) is an nxn time varying matrix which 

depends upon the terminal time T
f 

and the matrix S but does not depend 

upon the initial state. In fact, 

K(t) ] 
-1 = [122 (T ; t) - S <P12 (T ; t) .. 

f - - f 
(9.2.23) 

It can be shown that (see Kalman(S» the required inverse matrix exists 

for all t £ [to,TfJ so that the relation provided by Eq.(4.2.22) is valid. 

Let us now comment on evaluating the matrix K(t). If the matrices , -
~(t), !(t), and get) are ti~e-varying, then it is impossible, in general, 

to obtain an analytical expression for the 2nx2n fundamental matrix 

<P(T ;t). In this case; one must ~valuate !(t) by using (say) a digital 
- f 
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computer. If however, the matrices ~(t), !(t), and g(t) are time-invariant 

then the matrix .2(T
f
;t) can be eva1\Jated analytically by using, for 

example, Laplace transforms; nonetheless, even in that case, the 

evaluation of the inverse matrix in_Eq.(4.2.21) is an extremely laborious 

task, especially if the order of the system is high, i.e., if n is a 

large number. 

Thus, we have devised mathematical tools for finding an optimal 

control for our intercept problem. In Section 4.4 we will show how the 

fundamental matrix ~(T ;t) can be evaluated using Pade approximations. 
- f 

4.3 Apparent Linearization 

In the previous section we have shown how to obtain an optimal control 

for linear time-varying systems. However, consid~ring Eqs.(3.4.l) through 

(3.4.9), which we propose to use as our system equations for the 

intercept problem; we see that they are highly nonlinear. Thus, if we 

want to use the 'results of the prev10us section we have to, somehow, 

linearize the state equations. 

Here we are going to use a method, proposed by Pearson (6), in 

which the original system equations are used although the selection of 

the matrices is not unique. This method of linearization is called 

"apparent linearization" and is preferred over linearization by Taylor 

series expansion by Weber and Lapidus (7). An example briefly illustrates 

the method. Consider the equation 

(i = 1,2) (4.3.1) 

with at least one term nonzero. We now rewrite (4.3.1) as 

(4.3.2) 



where 
g. 

lim 1_11 
Xl + 0 

Xl 
<co 

h. 
1_11 

X2 
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<co and 

(4.3.3) 
p. 

lim 1_11 < co 
u+O· u U = 1,2) 

The coefficient matrices of the linearized system 

(4.3.4) 

would be 

A = and B = 
[

Pl/1.1] 

P2/U 

(4.3.5) 

By providing state and control trajectories the dependence of A and B 

onx and u can be eliminated to yield A(t) and B(t). 

Following the procedure outlined above, we write equations (3.4~1) 

through (3.4.6) and equations (3.4.8) and (3.4.9) in the form 

-C 
· ( 

q z 
) X2 + (X2) Xl = X3 (4.3.6) 

rnx2 

T ± qC 
· ( 

X 
) X2 + (-X3) Xl X2· = rnx2 

(4.3.7) 

L -C L2 C q 
· R m ) X2 + ( 

R mg ) X3 .. ( X3 
I x2 I v 

Y y m 
(4.3.8) 

· x4- X3 (4.3.9) 



K L .... C 
• 1 g R q m 
Xs - (- -T-:--

g 
) Xs + (-.---------=-) x

2 
+ ( 

I x2 
Y 

· 1 1 . (_1_) x = (--) Xs + (--) x6 + 
6 Ts Ts Ts 

V COSX7 - V COS(X4 - ex) · =( 
T m' 

Xa 
2xa ) Xe + 

V
T 

COSX7 - V cos(X4 - ex) 
m ( 

2xg 

V sinx7 -V 'sin(x4 - ex) . 
( 

T m 
Xg = ) Xe + 

2xe 

v
T 

sinx7 - V sin(x4 - ex) 
( m 

2Xg 

K L C 
g R mq ) 

X3 
I u 

y m 

U 

) Xg 

) Xg 
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(4.3.10) 

(4.3.11) 

(4.3.12) 

(4.3.13) 

By the way there are a few points that should be noted concerning. 

Eqs. (4.3.6)-(4.3.13). First, the equation for x7(Le., Q ) is no more 
. T . 

included among the system equations. This is justified by t~e fact that 

both a and v as mere perturbations and cannot be affected by whatever 
T T 

control we apply to our system. a and v are determined by the target '. T T . 
escape policy. Therefore, we compute n

T
(x7) as a parameter and use it 

in Eqs;.(4.3.12) and (4.3.13). With exclusion of the equation for X7 the 

order of our system is reduced to eight even though there seem to be nine 

state variables. 

Secondly, Eqs.(4.3.12) and (4.3.13) seem to contradict the necessary 

conditions represented by Eq.(4.3.3) which state that the coefficients 

of the matrices A and B should have a finite 1i~it as -the state variables 

go to zero. In Eqs.(4.3.12) and (4.3.13) if we let xa and Xg go to zero 

the corresponding coefficients would become infinite. Since we are trying 

to minimize the miss distance, which is dependent on xa (e ) and xg(e ), 
x ":! 
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ideally Xs and X9 should equal zero at final time. However, this 

difficulty can be overcome easily. As is going to be considered in the 

next section, we are going to use a suboptimal adaptive control for the 

intercept problem. So, we simply stop adaptation when xs- or x9 become. 

small enough. The terms with X2 in the denominator will cause no trouble 

because x2 (which represents the velocity component of the missile along 

the roll axis) is always nonzero. 

4.4 Suboptimal Adaptive Control 

In Section 4.2 we have devised mathematical tools for obtaining 

control laws for linear time-varying systems. However, the actual 

implementation and computation of such a control law is very difficult 

unless some simplifying assumptions are made. As mentioned in Section 

4~2 the evaluation of the Riccati matrix !(t) is quite cumbersome. 

Luckily using a method suggested by Davison and Maki (8) the matrix !(t) 

can be computed quite fast1y on a computer. A generalised version of 

Davison and Maki's method is used in this thesis to determine K(t). 

In Section 4.2 we have considered a linear time-varying system with 

a cost functional J where the state and control penalization matrices 

Q(t) and R(t) are functions of time also. There we had found that the 

control can be easily computed if the fundamental matrix !(t;to) is 

evaluated. The evaluation of the fundamental matrix !(t;to) is in" general, 

a hard task. However, it is a well-known fact that the fundamental 

matrix for a linear time-invariant system of the form 

x(t) = A x(t) 

where A 1S an nxn constant matrix 1S-

At = e-

(4.4.1) 

(4.4.2) 



At 
where e-may be viewed as the infinite series sum 

At 
e- = 

k 
t 

k! (4.4.3) 

Bearing the. above mentioned points in mind, in the remainder of 

this section we will develop a suboptimal adaptive control scheme 

following the method suggested by Kuzucu and Roth (9). 

We rewrite the quadratic cost functional as 

where 

s 

Q 

R 

T 1 
J =--

2 
x S x + 1 

2 

this time 

is a constant positive 

is a constant positive 

1S a constant positive 

semi-definite matrix 

semi-definite matrix 

definite matrix 

(4.4.4) 
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Instead of the control law formulated by Eqs. (4.2.9), (4.2.22) and 

(4.2~23), which is very hard to determine and implement, we suggest 

the following suboptimal feedback control 

u(t) = ~ :.(t) (4.4.5) 

where ~ is a linear feedback matrix, constant between two corrections 

made at adaptation times tk and t
k

+
l

• The optima~ control is approximated 

by a linear control with constant gain. 

The nonlinear state equations are approximated by a linear model 

of the form 

(4.4.6) 
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valid at the correction time t and A and -kB are the coefficient· matrices 
k-k 

of the linearized system formed through appare~t linearization. 

A linear time-invariant problem is defined by Eqs. (4.4.4) and (4.4.6) 

if A and Bare considered as constants as long as the nonlinear system 
-k -k 

state stays in the validity domain of the linear model (4.4.6). The 

solution of this problem yields: 

u(t) 
-1 T 

= -~ ~ !(t) ~(t) (4.4.7) 

where K(t) is the Riccati matrix. 

Further approximation is introduced by taking to = t
k

, considering 

only ~ = !(t
k

) and keeping it constant until another correction. The 

final time T can be redefined at each correction. Using this approximation 
f 

we wil1 have in the suboptimal control law (4.4.5) 

-1 T 
3. = -R B K 
~ ~-k 

(4.4.8) 

Our interest is now focused on the computation and adaptation of " the 

gain matrix ~. 

Canonical equations for the linear problem formulated in Eqs.(4.4.4) 

and (4.4.6) have the form 

x(t) 
T -1 

x(t) A -~~ ~ -k 
= (4.4.9) 

~(t) 
T 

A(t) -g -~ 

The solution of this homogeneous equation is g1ven by 

(4.4.10) 

~(tl ) 
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(4.4.11) 

with 

A-
T -1 

-B R ~ --X -:k-

~ = (4.4.12) 

-g T 
-A 
--X 

and ~ is obtained from (4.4.10) as 

(4.4.13) 

where ~ .arenxn submatricesof ~(T ,·t ). 
~j .!. f k 

If we compare the above method with that in Section 4.2 (Eqs.(4.2.9) 

through (4.2.23»; we see that the method outlined above involves an 

easy way of computing the fundamental matrix CP(T;t ). 
- f k 

The computation of the matrix exponential in Eq.(4.4.11) is performed 

in the following way to improve the precision and to lessen the computation 

time. 

The fundamental matrix (i.e., exp[n (T -T
k

)]) is computed by use of 
k f . 

third order Pade approximation (see for example Varga (11» with. a step 

size s such that 

Tf - \ (4.4.14) 

Van Loan's criterion (12) is adopted to determine the doubling number kk. 

IIEk (T f - \) II 
2kk 

1 . <--
- 2 

(4.4.15) 



where lin (T- T ) II 
-k. f k 

lIyll l: l: 
i J 
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is the Frobenius norm defined as 

(4.4.16) 

After obta~n~ng _A,(.s) -_ e~s, A,(T t) . t d b f the doub1~n·g •• ~ y f-,k ~s compu e y use 0 • 

formula 

(4.4.17) 

Submatrices of ~k are finally replaced in (4.4.13) and ~ is computed. 

The gain matrix ~ is obtained from Eq.(4.4.5). 
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v. COMPUTER SIMULATION 

5.1 Description of Computer Programs Used 

A computer program consisting of a main program together with 

numerous special and general subroutines is used in the computer simulation 

of the intercept problem. A short description of the main program and 

the routines follows. Only the simulation variables read in the main 

program are considered as inputs and similarly only the output of the 

main program is considered. The input and the putput lists of the 

subroutines can be found in the Appendix (at least for most of the 

routines) and are not listed here. 

The main program reads the necessary constants and tabulated variables 

used in Eqs. (3. Ll)-(3.1.4) from a data file named MISDAT. The g and R 

matrices are formed (g is set to ..Q. and R = 1 , R is Ix!) ~ The nonzero 

values of the ~ matrix are read in and echo printed if suboptimal control 

is sought. Then, the simulation variables related to intercept geometry, 

escape policy of the target etc. are read in. The list of the simulation 

variables follows: 

SIGMA 

altitude (km) 

rang!:! (initial distance between the missile and the target, m) 

line-of-sight angle a (deg) 

MM initial Mach number of the missile 

MT initial Mach number of the target 

GT lateral acceleration of the target (in g's) 

PN~ :~ initial PNG 

ATANGE tangential acceleration of the target (m/s2) 



DELTAT 

DEL TAR 

AASC 

X(4) 

time 

time 

angle 

angle 
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at 'which the target begins to accelerate (s) 

at which target evasive manoeuvre begins (s) 

of attack stabilization constant 

of launch e (deg) 

The target lateral acceleration is in g's following conventions used 

in literature (e.g., we speak of a target manoeuvre of 5 g's). PNG is 

initially set to the specified value (we have experimented with a variable 

PNG also). During simulation variable target velocity is taken into 

consideration as well. The simulation variable ATANGE enables us to study 

the case in which the target has tangential acceleration as well as 

undergoing a manoeuvre. DELTATand DELTAR specify the time at which the 

. accelerating ~md· turning manoeuvres of the target starts. They are usually 

set to 2.2 secs since the missile control is activated after 2~2 seconds 

following launch. 

After the intercept geometry and initial conditions are specified the 

state equations (Eqs.(3.4.l)-(3.4.9) and the trajectory equations 

(3.1.29)-(3.1.30) are numerically integrated using Runge-Kutta' IV with a 

time increment of 0.01 seconds initially. To improve resolution time 

step, is set to 0.005 when R becomes less then 50 m and to 0.001 when R 

is less than 5 m. If we note that the velocity of the missile is about 

500 mls we see that in one time step.of 0.01 secs. the position of the 

missile changes about 5 m. Since we are after obtaining miss distances 

of the ord~r 1 m, a time step of 0.001 is more suitable when R becomes 

small. 

While the differential equations are being integrated the necessary 

control is evaluated using eitherPNG or suboptimal adaptive control 

schemes. The value of the state'variables is printed out every 0.1 seconds. 

The simulation continues till the missile and target separation begins 

to increase. WhenR begins to·increase the program stops after printing 

the final values of the state variables and the below listed output. 



RMIN 

TIME 

ALPAV 

ALPMAX 

miss' distance (m) 

time the simulation ended (seconds) 

time average of angle of attack (deg) 

maximum value of angLe of attack (deg) 

Below is· a list and brief description of the subroutines used. 

SUBROUTINE RUNGE: 
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This subroutine is a general purpose subroutine which integrates a 

system of differential equations using Runge-Kutta IV method. 

SUBROUTINE MISNL: 

In this subroutine the right hand side of the state and trajectory 

equatibn~ are evaluated. The coefficients used in these equations 

(0 ,C and C ) are computed as well. The necessary inputs and outputs 
c N m 

are supplied by mainly COMMON blocks in this and the following three 

subroutines. 

SUBROUTINE MISVAR: 

The center of gravity, mass and inertia variation of the missile 

are evaluated in this routine. 

SUBROUTINE MISCOEF: 

In this routine various tabulated coefficients used in the differential 

equations are evaluated using three different interpolation subroutines. 

Also, some error checks are performed to ensure that the missile is 

within its operation limits (e.g., it 1S checked that the Mach number 

for the missile is between 0.8 and 3.2). 

SUBROUTINE MISFIN: 

In this subroutine four checks are performed. It is checked that: 

1) the missile is statically stable (in fact the missile turns out to be 

statically unstable for the first 0.14 seconds after launch); 2) the 

velocity of the missile is greater than that of the target; 3) the Mach 
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number of the missile is greater than 0.8; and 4) the missile is 

approaching the target and not moving away from it. This last checkl.s 

of primary importance since it constitutes the criterion for ending the 

simulation. 

SUBROUTINE'S INTPOL, INTER and INTERl 

These all perform linear interpolation for tabulated variables and 

. the only difference between them is the manner the tabulated variables 

are placed in arrays. 

SUBROUTINE MATRIX 

In this subroutine the coefficient matrices ~ and~ are computed 

at each adaptation. The state equations are linearized via apparent 

linearization technique and are scaled as discussed in a later section. 

SUBROUTINE GAINl : 

This subroutine computes the linear optimal feedback gains corresponding 

to a given horizon time T
f 

with a prescribed dgeree of stability ( in our 

case we did not prescribe stability). In essence this. routine numerically 

performs the task outlined in Section 4.4. 

This routine is the backbone of the suboptimal control scheme. It is 

a general purpose subroutine which together with the following routines 

can be used to solve any linear quadratic optimal control problem of the 

form specified by Eqs.(4.4.4) and ·(4.4.6). 

SUBROUTINE CANM : 

This subroutine forms the Hamilton matrix of the linear quadratic 

optimal control problem defined for the system A, B with the penalization 

matrices g, R in the form 

T 
A -B 

-1 
R B 

F = (5.1.1) 

-g -A 
T 
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SUBROUTINEKKH : 

This subroutine computes the largest convergent step size to be used 

in the computation of the exponential of a matrix. It also indicates 

the ,number of doubling operations necessary to cover,the desired time 

interval. 

SUBROUTINE EXPF3 

This subroutine computes the exponential of a general square matrix 

for a given time interval using third order Pade approximation. 

SUBROUTINE PART : 

This subroutine partitions a nxmgeneral matrix into four submatrices 

!, B, E and D delimited at the np'th line and the mp'th column, in the 

following way 
A I B 

I 
I 

F = I np (5.1.2) ---,-----
I 
I 

C I D 1 

mp 

SUBROUTINE GMPRD : 

This subroutine is used to mUltiply two general matrices to form 

a resultant matrix. 

SUBROUTINE MINV 

This subroutine inverts a,matrix. The standard Gauss-Jordan method 

is used. The determinant is also calculated. The input matrix 1S destroyed 

1n computation and is replaced by the resultant inverse. 

5.2 Scaling 

A closer inspection of Eqs.(4.3.6) through (4.3.13) reveals that the 

coefficients of the A. and ~. matrices are not of the same order. While 
1\. 1\. '-3 

some are of the order 1000 some are of the order 10 • Thus, some sort 

of scaling seems necessary. We scaled the equations as follows. Consider 

a differential equation of the form 
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. 
x. = a. x + a x + •••• ~ a. x + b.u 

1. II 1 i2 2 1.n n 1. 
(i ': 1, .. ~ ,n) (5.2.1) 

Define new variables as 

X. 
1. 

X· = 1. x. (i = 1, .•• ,n) (5.2.2) 
1.max 

. x. " 
X 1. 

= i X. (i_ 1, .•• , n) (5.2.3) 
1.max 

where x. 1.S the maximum value of x., and x~ is the maximum value 
1.max 1. 1.max 

of x .. We can rewrite Eq.(5.2.1) as 
1. 

. . 
x. X. = a. x X + a. x X + ••• + a. x OX 

1.max 1. 1.1 Imax 1 1.2 2max 2 1.n nmax"n 

or equivalently 

x . Imax 
~ = a. . 

1.1 X. 
1.max 

b. 
1. . 

x. 
1.max 

x 
2max 

Xl 
+ a. . 

1.2 x. 
1.max 

U 

){2 + 
x 
nmax 

••• + a.. X .+ 
1.n x. n 

1.max 

Thus, a .. and b. are transformed to a!. and b' such that 
1.J 1. 1.J i 

a!. ': a .. 
1.J 1.J 

b. 

x. 
]max· . 

x. 
1.max 

b' = --:"~1. __ 
i x. 

1.max 

(5.2.4) 

(5.2.5) 

(5.2.6) 

(5.2.7) 
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This scaling has the desired effect. The elements of the matrices 

~ and ~ become closer to each other orderwise. Another advantage is that 

large order .terms are no longer present. Hence, the doubling number kk, 

which is dependent on the norm of Hamilton matrix, is smaller and less 

computation is·necessary in evaluating the suboptimal control. 

However, one has to be careful in integrating the scaled equations. 

Since 

x. = f 
. 
x. dt (5.2.8) 

~ ~ 

and 

X. f 
. 

dt x. = x. X. (5.2.9) 
~max ~ ~max ~ 

We obtain 

'. x. 
X. 

~max 
f X. dt = (5.2.10) 

~ x. ~ 
~max 

In scaling the state equations the following maximum values for x. 
~ 

and 
. 

were used x. 
~ 

i = 1 2 3 4 5 6 8 9 

x. 50 820 0.1 1 ·0.002 0.1 5000 5000 
~max . 

30 230 0.1 0.08 0.01 0.01 500 500 x. 
~max 
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5.3 Scenarios 

The computer simulation was repeated for several different scenar10S. 

Different initial conditions were invt::stigated. Scenarios differed in . 

launch conditions as well as target escape manoeuvres. The launch 

conditions used in simulations are shown in Fig.5.3.l. 

M T M - _._.-.-._._-_.-_. _.-.-._._._--
o R /'.", 

00 = 0 0" 0 0 = 180
0 

/ 
/ 

~ = 45
0 

M 0 --

/ 

/ /. 
/ 

/ 

/ 

M 

Figure 5.3.1 Launch scenarios 

'\. 
~O = 135

0 

M 

The escape policy of the target can be two fold. It may execute a 

(specified number of g) turn either towards the missile or away from it 

and the target may also accelerate; i.e., increase its speed (an escape 

policy based on t~rget deceleration is not effective). A more detailed 

account of scenarios and escape policies can be found in the section 

on results obtained by simulation with PNG law. 
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5.4 Time-to-go Estimation 

The horizon time T has to be approximated before suboptimal adaptive 
f 

control scheme can be applied. The usual procedure in estimating the 

homing time remaining before a missile intercepts the target irivolves 

the quotient of the instantenous range by the range rate and is of the 

form (see Fig.5.4.l) 

R 
(5.4.1) - --.---

.R 

Noting that 

(5.4.2) 

and differentiating Eq.(5.4.2) with respect to time we obtain 

2 
-R 

e e + e e 
x x y y 

(5.4.3) 

Eq.(5.4.3) 1S exact only if the missile is on a perfect collision 

course, i.e., 6 = O. If the missile suffer~ from a heading error, 6 is 

not zero, and Eq.(5.4.3) is only an approximation, sometimes quite bad, 

depending on the size of missile heading errpr deviation from the true 
J 

homing course. Also Eq.(5.4.3) implies that some sort of ranging method 

exists, either on board the missile or ground based. Ranging equipment 

carried on board the missile is usually of the active type, e.g., radar. 

This involves both weight and power penalties as well as possible 

detection by the target prior to interception. Passive sensors, e.g., 

infrared or optical, of either line-of-sight angle or angular measurement 

type are lighter and are not readily detected. However, they lack range­

finding ability and consequently cannot be used to provide a direct 

estimation of the homing time by the preceding technique. 
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Figure 5.4.2 Homing time estimation 

REF 

In a technical note Rawling (12) develops a homing time relation 

which is applicable to passive, angle/rate measuring sensors and ~s 
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valid when the missile is not on a perfect intercept course. His relation, 

instead of representing the time-to-go until interception; provides the 

time to the point of minimum separation between missile and target, since 

there will be no interception if a ~ O. This time-to-minimum separation 

is denoted by T., and is referred to as "time-to-pass" in order to 
p 

distinguish it from T , the time-to-go. A fundamental property T ~s 
. f P 

that it reduces to T whenever a '= 0, Le., whenever the missile is homing 
f 

perfectly. The relation· developed by Rawling is 

2 ao 
(5.4.4) T =------

P 
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Eq.(5.4.4) is a completely passive expression for the homing time 

remaining from to to the point of minimum separation, involving neither 

range nor range. rate; furthermore, it is valid for large missile heading 

errors as long as the missile is approaching the target (R < 0). 

Throughout this study Eq.(5.4.3) was used for approximating the time­

to-go since heading error is sUfficiently small during a great portion of 

flight. 
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VII. SIMULATION RESULTS AND DISCUSSION 

6.1 General Results 

As mentioned earlier the missile accelerates during the first 2.2 

seconds after launch and t,hen slowly decelerates due to drag forces. 

The velocity profile of the missile (for zero angle of attack) is shown 

in- Fig. 6.1.1. This profile, which 'clearly exhibits the boost-coast -

Character of velocity, 1S for an altitude of 10 km and an initial Mach 

number of 1.2. 

800 

700 

600 

500 

400 

5 

Figure 6.1.1 . Missile speed vs. time 

10 15 

TlME(s) 



At this altitude the velocity of sound is about 300 m/s. As can be seen 

from Fig.6.l.l the maximum velocity of the missile is about 2.73 M (or 

equivalently 820 m/s). In.a more realistic simulation where the missile 

is trying to intercept a target the missile would decelerate faster due 

to drag force~ which increase with incidence (a~gle of attacks). As an 

extreme case we performed an experimental simulation. We set flipper 
o 

deflection (6 ) equal to 26 at t = 2.2 seconds,andkept it constant' 
z 
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later. As a result velocity decreased much faster than that in Fig.6.l.l. 

At t - 10 seconds velocity decreased to 425 mls compared to 600m/s for 

zero angle of attack. 

The flight path both for the missile and the target are plotted in 

Figs. 6.1.2 to 6.1.6 for each of the launch conditions shown in Fig.5.3.l. 

These example plots show typical scenarios with simple PNG laws. The 

simulation variables that are common in all are listed below and those 

that differ in value are stated after the relevant figure. 

MM 

MT 

ATANGE 

DELTAT 

DELTAR 

AASC 

10 km (altitude) 

1.2 M (Mach number of the missile) 

0.95 M (Mach number of the target) 
2 

10 mls (tangential acceleration of the target) 

2.2 sees 

2.2 sees 

O. 
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Fig. 6 .1.2 

Ret> = 2.5 (km) 

GT = 5 (g's) 

PNG = 6 

flo 
0 

= 0 

o = 0.0 
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Time = 6.092 

4 X(km) 

In Fig.6.l.2 Mo, MI ••• shows the position of the missile at t = ,0,1,2 ••• 

seconds and similarly To, TI shows the position of the target at 

t = 0,1,2, ••• seconds. Also the intercept time is shown. 
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For Fig.6.l.6 

R~ = 7 (km) 

GT = 3 (g) 

PNG = 10 

eo ~l800 

6.2 Simulation with PNG Law 

First let us consider the launch conditions. In'section 3.3 we had 

discussed two approaches to launch conditions and concluded that lead 

collision approach was likely to yield more successful results compared 

to lead pursuit. However, during computer simulation it was observed 

that for scenarios in which 00 (initial LOS angle) is 45°, 90°, or 135° 

lead collision approach also necessitated quite large controls and resulted 

in big chances in the lateral component of missile velocity when the control 

was initially activated (i.e., just after 2.2 seconds). For a typical 

scenario with the simulation variables 
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Rep = 10 km . ..;,.' 

Rep = 2500'm 

(j = 45
0 

MM = 1.2 

MT = 0.95 

GT = 5 

PNG = 6 

ATANGE 2 
= 10 mls 

DELTAT = 2.2 s 

DELTAR - 2.2s -
AASC = 0.0 

o 
the lateral velocity of the missile for launch angles, 9, of 45 (lead 

pursuit), 25.185 (lead collision) and 28.8
0 

(a value found by trial and 

error in numerical experiments) in the time interval 2.3-3.0 seconds is 

listed in Table 6.2.1. 

For convenience these three launch conditions and the positions of 

the missile and target at t - 0 and t - 2.2 seconds are shown in Fig.6.2.l. 

To and TI show the position of the target at t = 0 and t = 2.2 seconds 

respectively. Similarly, Mo ~s the position of the missile at t = 0 and 

M 
Ip 

is the position of the missile for lead pursuit approach, M 
lc 

lead collision and finally M . . IN for 9 
o 

= 28 .. 8 at t ... 2.2 sees. 

for 

The missile intercepts the target for all three launch angles but 

examining the above listed values for w (lateral velocity of missile) 
o . ..' . we see that a launch angle of 28.8 ~s super~or to both lead collision 

and lead pursuit approaches. In lead pursuit approach the missile is 

aimed at a point too backwards the target is at t = 2.2 secs and this 

necessitates a large manoeuvre on behalf of the missile. Lead collision 

approach results in missile being ahead of the target. Best launch angle is 
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·~ t(see) .. 45° 25.185° 28.8° 

2.3 -140.5 61.3 0.7 

2.4 -303.7 136.2 6.2 

2.5 -115.7 127.0 14.8 

2.6 - 60.9 112.6 27.5 

2.7 -250.5 107.9 27.8 

2.8 -206.6 104.0 31.4 

2.9 - 63.1 99.6 
.. 

34.2 

3.0 -167.7 95.8 36.7 . 

Table 6.2.1 Lateral velocity variation with time 

Y(km) 

2 

1 

1 2 X(km) 

Figrue 6.2.1 Missile and target positions at t=O, t:2.2 sees 
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seen to be eo = 28.8
0 

which is in between the launch angles for lead 

collision and lead pursuit. Also the average value of angle of attack 

(i.e., atan w/u) turns out to be 10.97
0 

for lead pursuit; 6.16 for lead 

II ' , 0 0 ~ 
co 1S10n and only 4.25 for 90 = 28.8 • This is another result which 

strentgthens our claim that 90 = 28.8
0 

is superior to other launch 

approaches •. 

In Table 6.2.2 the best launch angles, determined by trial and error, 

for different initial'launch scenarios are listed. 

We repeated the computer simulation for different scenarios and tried 

to determine the limits for successful intercept. The results that follow 

are for simulation variables H~ = 10.km , MM = 1.2 , MT ~. 0.95, ATANGE = 
2 

10 mls ,DELTAT = 2.2 s , DELTAR = 2.2 sand MSC =0. Also the launch 

angles for the scenarios are those listed in Table 6.2.2 where relevant. 

The limits for the successful operation of the missile in terms of initial 

range between target and missile and target evasive manoeuvres and the 

underlying reasons for those limits are below. We try to investigate each 

launch condition separately~ 

o 
First let us cons ide tail chase (i.e., 0 0 = 0 , see Fig.6.l.2). In 

this scenario the initial range R~ must not be excessively large. 

(R - 5000 m). For ranges between 2000-4500 m the missile functions 
max 

successfully for target manoeuvres in between ±10 g's. 

For 00 - 45
0 

(see Fig.6.1.3) and R~ - 2500 m intercept is ensured 

for ±10 g manoeuvres by the target. But if R~ = 4000 m the miss distance 

is acceptable for target manoeuvres in between ±6 and -10 g. For 

R~ _ 5500 m the missile cannot catch the .target if the manoeuvre is away 

from the missile. 

·0, 
For 00 = 90 (see Fig.6.l.4) and R~ = 2500 m the successful range 1S 

aga1n . ±10 g's and for R = 4000 m this range slightly differs (±9 and 



Best Launch 
a (deg) R<j> (m) Angle (deg) 

~ 

45 0 2500 28.8 0 

45 0 44000 29.5 ° 

45 0 5500 29.80 

90 0
, 2500 65~75° 

900 4000 67.2 0 

90 0 5500 67.8 0 

135 0 4000 118.5 0 

135 0 5500 119.1 0 

135 0 7000 119.4 ° 

Table 6.2.2 Best launch angles for different scenarios 

-12 g's). Again with, R~ = 5500 m intercept~s not possible with a 

positive target manoeuvre. 

For 00 = 135
0 

(see Fig.6.1~5) and target manoeuvres of ±7 g's 

intercept occurs with R~ - 4000 m and R~ = 5500 m. 

o 
For head-on collision (00 = 180 ,see Fig.6.l.6),GT = ±7 g's and 

R~ 1: 5000 m or R~ - 7000 m the miss distance is about 2 m (which is 

acceptable) with PNG = 15. For R<j> = 8500 m and GT = ±5 g's the miss 

distance turns oft to be about 4 m. 
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From above limits we see that the missile is effective 1.n different 

ranges for different LOS angles (00). The missile performs quite well in 

,shorter ranges for 00 = 00 
and 00 = 45

0
• For 00 = 135

0 
and 00 = 180

0 
the 

range must be longer (R > 4000 m). Also it tu~ns out that scenarios witl. 

00 = lJ~>,J and 0 0 _ H30" are the mure dlfilculL unes in terms 01 allowable 

target manoeuvres. However, even for those cases the performance is 

acceptable since a target ma'nocuvre of ± 7 g' sanda linear acceleration 
2 

of 10 mls is an appreciable manoeuvre~ 
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The success of the missile is affected by two factors; the speed of 

the missile and its manoeuvrability. The speed of missile decreases in 

time due to drag forces and since we co'!\sider accelerating targets very 

large ranges a're not allowable. Also the manoeuvring capacity of the 

missile is limited. The flippe~ deflection is limited to ±26° 

mechanically and for large g manoeuvres of the target saturation of 

flipper deflection is observed. 

Intercept time varies between about 5 and 13 seconds depending on 

the range and attack geometry. Larger intercept times are not possible 

for accelerating targets since the velocity of the, missile decreases 

quite fastly after burnout. For example, with a target acceleration of 

10 m/s2 and initial target velocity of 0.95 M, the velocity of the 

target is about 400 mls after 13 seconds while the velocity of the 

missile is about 500m/s at the same time (see Fig.6.l.I). The velocity 

difference is not sufficient anymore. Smaller intercepts times do not 

a1lo~ enough time for the missile, to manoeuvre properly. 

Also an augmented PNG law, of the form discussed in Section 4.1 

(i.e., 6 = R 6 ~ P ~, ,with the control signal depending on bas well 
ze1 N ex 

as b was used in simulation. This guidance law does have, some stabilizing 

effect for especially lead pursuit launches, where appreciable 

oscillation in both control and lateral velocity is observed initially; 

but its effect' is not of much importance for launch angles listed in 

Table 6.2.2 for lead collision approach. 

Another experimentation was with variable PNG. PNG was increased as 

range decreased. However, this approach does not improve performance much, 

since as range decreases LOS rate 0' increases (0 is inversely proportional 

to R2 ). Also, ior large target evasive manoeuvres ,the flipper deflection 

~s saturated (Le., reaches its maximum or minimum allowable value) close 



to intercept and any further increase in the control cannot improve 

manoeuvrability of the missile. 

The effect of launch angle on miss distance was investigated for 
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two scenarios. An easy case with GT = 3, PNG = 5 and a relatively more 

difficult case with GT = 5, PNG =6 were considered. In both cases 
~ . 0 

H'I'= 10 km, RcjJ = 2500m, MM = 1.2, MT = 0.95, SIGHA = 45 , DELTAT = 

2 
DELTAR = 2.2 secs, ATANGK = 10 m/s and AASC = O. The variation of miss 

distance is plotted in Fig.6.2.2as a function of launch angle. From 

Fig.6.2.2 it is seen that the miss distance is zero between launch 
. 0 0 . , ... 
angles 11.8 and 45.8 for ,the easy case; and for the diffioult case 

between 13.8
0 

and 49.8
0 

(best la~nch angle for this attack geometry 
o 

-being 28.8 ). The miss distance increases almost "linearly" outside 

these ranges. It is understandable that in the difficult case the. missile 

is more successful in intercepting the target for larger angles of launch 

if we note that this specific manoeuvre is such that the target is 

turning towards the left and also a larger angle of launch means that 

the missile is aimed towards a point leftwards of the target. 

80 
II ,.,.. GT = 3 

- 5 
70 

•••• GT 

60 
"..... a 

50 ....... 
~ u 

40 ~ 
H 
U) 

H 
A 

30 U) 
U) 

20 ~ 

10 

o 
LAUNCH 

___ jl--------~~--~~L----~--~~·----~'--------L-~----~-- ANGLE 
8:80 13.80 18.8 0 28.8

0 43.8° 48.8° 53.8° 

Figure 6.2.2 Miss·distance vs launch angle 
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6.3 SUboptimal Guidance 

The sUboptimal control-for this intercept problem proved to be a 

formidable task. The difficulties encountered are two-fold. First 

difficulty is with regards to apparent linearization of the system 

equations. As was also noted in Section 4.3 the apparent linearization 

technique does not yield a unique solution t~ the selection of the 

coefficient matrices. The most profitable way to iinearize the system 

is hard to guess. 

Secondly, the selection of the penalization matrices ~, .9. and R 

is an "art rather than science." Here R was chosen to be unity and .9. 

identically equal to zero, since we are trying to minimize at final 

time and not continuously during flight. It turns out that the sixth 

column and row of the matrix ~ is of primary importance and the other 

elements of ~ have negligible effect. 

The variation of control as a result of both PNG and suboptimal 

adaptive control is plotted in Fig.6.3.1 and the variation of lateral 

velocity of the missile is plotted in Fig.6.3.2. These plots are both 
o . 0 

for a typical scenario with H~ = 10 km, R~ = 2500m, aD = 45, eo = 28.8 , 

MM = 1.2, }IT = 0.95, ATANGE = 10 m/s~ DELTAT~ DELTAR = 2.2 s, GT = 3. 

The plots are for PNG = 5 and S(6,6) = 1, S(7,6) = S(6,7) - S(8,6) = 
4 . 

S(6,8) = 10 respect1ve1y. 

We observe that .the lateral velocity variation closely follows 

that of the contro1·signa1 (as would be expected) for both PNG and 

suboptimal control. Another point is that both OZe1 and w due to PNG 

law exhibits a smooth character while those due to suboptimal control 

is of an oscillatory character. This oscillatory behaviour explains 

why it is difficult to choose the elements of S matrix approximately 

so that intercept is ensured. 
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It is interesting that qui te different values for the. S matrix can 

produce similar results. For example the values S(6,6) = 1, S(6,7) = 

S(7,6) ': 750 and S(6,8) ': S(8,6).= 3 yields a control very similar to 

that of Fig.6.3.1. A more stable control was obtained for values S(6,6) 

': 1, S(6, 7)= S(7,6) ': 500 arid S(8,6) = S(6,8) = 20. This control is 

plotted in Fig.6.3.3 and the lateral velocity variation produced by it 

in Fig.6.3.4. For all these three S matrices the miss distance is about 

1 m. For all, the state matrices were corrected at every 0.1 seconds. 

The determination of the best S matrix for any scenario seems to 

require numerous trials and a deep insight to the problem. In a real 

life application predetermined ~ matrices could be used to depending 

upon the iriitial conditions and the target manoeuvre. 

While experimenting with suboptimal control it was seen that the 

control was mainly dependent on e and e (i. e. , xa and Xg), as would 
x y 

be expected. Thus, we decided to use only X6, xa and Xg as the state 

variables and evaluate the control using the reduced system. We wrote 

Eq.(4.3.ll) in the form 

• _( __ 1_ ~ __ 1_. )X6 + 
X6 - Ts X6 Ts 

1 
--u 

Ts 
(6.3.1) 

and used Eqs.(6.3.l), (4.3.12) and (4.3.13) as the new state equations. 

Thus the order of the system is reduced to three while it was eight 

before. 
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This reduced order system is quite useful. The performance obtained 

using the reduced order system does not differ much from·that obtained 

us~ng the eighth order system. However, the computation time varies 

drastically. For example, in a specific scenario the computation time 

us~ng the eighth order system is about 30 CPU seconds while for the third 

order system it is only 10 CPU seconds (these computation times are on 

CDC Cyber 170 Model 815 system). 
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Another observation is that the performance does not improve much if 

'the correction time for the system matrices' is reduced below 0.1 seconds. 

For instance, correction times of 0.1, 0.05 and 0.01 seconds were used 

in a specific scenario and it was seen that the final performance, in 

terms of miss dis'tance and average angle of attack, was about the, same 

(although the instantenous value of the control changed quite much between 

different correction times)~ 

Also, suboptimal control is sensitive to initial conditions. The effect 

- of launch angle (among other initial conditions), turned out to be quite 

important. Its effect was· investigated for the scenario H$ = 10 km, R$ -
o 

2500 m, SIm-fA = 90 , NM = 1.2, MT = 0.95, .GT = 3, PNG= 5, ATANGE= 10, 

DELTAT = 2.2 s, DELTAR =.2.2 sand AASC = O. For a-launch angle 90 = 65.2 

tne final performance turned out to be 

RMIN 

ALPMAx 

ALPAV 

= 
= 

5.134 m 

4.005
0 

. 

For a launch angle 90 
o 

= 65 same values turned out to be 

RMIN 

ALPMAX 

ALPAV 

= 1.852 m 

= 2.913
0 

= 0.694
0 

The above values are obtained using the reduced order system with 

final state penalization matrix 

1 500 20 

S = 500 1 o (6.3.2) 

20 o 1 
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<From Table 6.2.2 we see that the best launch angle for this scenario 
o . 

is 65.75 for PNG control. However, for suboptimal control it is seen 

that performance varies drastically with launch angle and a new table 

of best launch angles together with final state penalization matrices 

S has to be formed for each scenario. 
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VI I. CONCLUSION 

In Chapter II we explain the task of a missile control system and 

briefly mention aerodynamic lateral control and thrust vector control. 

In the same chapter we introduce notation and conventions standardised 

1n the guided missile literature. 

Later we introduce the differential equations of motion for missile 

fl~ght dynamics, the measurement and control system and the intercept 

error. The intercept equations are put into a form of system state 

equations suitable to application of optimal control. 

In this work two different guidance techniques are used: proportional 

navigation guidance and suboptimal control. Each technique is briefly 

explained in Chapter IV. 

Computer simulations are repeated for various scenarios differing 

in both initial conditions and target escape policies. Several p'roblems 

ar~ associated with the implementation of suboptimal guidance. Suboptimal 

guidance appears to be sensitive to initial conditions. Allied to this· 

is the importance of.selecting correct numerical quantities for the 

elements of the weighing matrices in the chosen performance index and the 

requirement to model the system accurately. 

Th~ intercept equations hav~ to be scaled and linearized before 

suboptimal control can be applied. A reduced order system, including 

only the intercept error equations and the equation for the control 

system, is considered in evaluating the suboptimal control as well as 
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the full eighth order system. The results obtained using the third order 

system does not differ much from those obtained using the eighth order 

system, at least iIi terinsof miss distance and average incidence. The 

computation time for the reduced order system is much shorter. A serious 

drawback of the· third order system is that the resulting control does 

not vary 1n an orderly fashion and appears to be quite random. If this 

problem. of control stability is overcome the third order system can be 

used. 

Although modern tendency in missile guidance is towards implementation 

of optimal guidance; in this work it is seen that classical PNG law is 

quite successful in engagement against highly manoeuvring targets. An 

obvious advantage of PNGis simplicity of implementation. 

Suboptimal control laws possess the capability of including other 

crite'ria in the specification of the cost functional in addition to miss 

distance 1n an engagement scenario. 
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" ;~E!= [;~UJC C L[ N.j TH 

'", ItJ IT 1.-\ L I~A S:.; 
': JURrlO:.Jf jliilS$ 

• INITIAL C[jHE:~ Of Gi~AVIl'Y LOCATION 
C!:~H[~' OF Gl'AVIT·Y LO\:I.T10i~ AT I3URNOU1' 
! jJ I T I.' L :,~ :J :.\ [ NT 0 r I r I E f( T 1 A 
IIO'1r:iH ;;r If./EiHIA ~T ~UK:J(}UT 
SUIDAriCE !,CTIVATHHJ THIi: 

" TII:-!:.J;~T O'Ji~J\T10~J 

SE RV0 T I ,1[ C (.Ii'~ ~l ArH 
i< A T i.: (. Y ,l;J T1 ,'i i: ~ 0 I{ :.; T A I j T 
i(fl H. ;j '( j( I) C () U r 1 eli:: j n 
:'l~llji~J"1 fLI[Jj)':'1 l>LfLCCT10H 

: 110 Z7. l. LEX 1 T ,\ I~ E A 
A LJ \'. JrI S [ I. I( L A 
flirTI,'l j>(ilJEiI Ll;llT (LLtCTidCAL PO;.![R SUPPLY DuRATION) 
i'll.j II': :.11 i~ 1 )'11.; :) ,I. /\ CII • j U i'l d l: il 
lie "I A x ::H x U'llJ 1 i~ ,\C Ii ;.: IJ H I~l ~ i~ 

K E A [) ( 7 , 1 (J ');) )? I , .:.; , S:l , l! I~ , r'I;) , i'I,l, X C Ci.) , ;.. c ..., i~, I Y I), I Y B, T V E I~ T , T!3 , TAU 5 , 
[~ fA I J r, I I~ ~ G I D Z d, !.j, i\t , II :J., FIr n 1'·1, 1'\ j'j IN, l~ ;.; :, 'J.. 



c 
c 

FTHn : ihlCKI;T H0TOF: r!fi(~~T Cr-:p) VS. TII'il: ($) 

R E,\ I> ( 7, 11 0:]) 0 T ( n , FT Ii i~( 1'> , 1 = 1, .54) 
C ~ 

C A T:105 PH [IHC 0 AT A 
C 
C 
C 
C 

.C 
,·C 
c 

::; TAr 1 C I) HeSS U"~ i: 
0:,'/1-1'" ":..:) VS. A .... TI TLJ0i (Ki-i) 
1 C A ;) S T I~ 11[1 {\ i( f) AHW SPit ~ ~ E A I R 
,)r.:hlTY <t~r/~:".·4*:"'''·*2· VS. ALTITUDE (J<I'I> 

F A.~ li)[;'l~ $FFtD or SDIl:'!!> (,1/::;) VS. ALTITUDE (KM) 

I~ c tl. l> ( 7 , 11 1 0) ( F S TAT( 1) , F r{ {) (r ) ; F f.. ,H J ) , f T T (I ) , I = 1 , H. ) 
~ I . . 

C CO£FDEF DATA! 
c 
c 
c 
c 
c 
c: 
c 
c 
c 
c 
c 
C 

FsAsE 
F Frn c 
FeNf ,. 
F C;H 

'FCM-j 

FACF 

F;(CP 
, ~. 

.. ! ,<\$ E 0 i( AGe 0 E. H Il IH. T "s. roi A C H N U M::S [R 
f :n C T I ~ :·1 L' ~! AGe -) ( ff lC I U H V:). 1-1 A C Ii N U f'1 S E R· 
T IH n 14:J iL-l A L fOR C [ L r f [C II V ENE S S ( P E:. R D £o:i.) 
V $. 11 A C H 'W '" t: t K 
T R 1 I" jl I T CHI f.j r:, ;.\ O/'r r: U T :: F F [ C T I V. t: N E S S (p £ R D E G ) 
V S • "\ ii C H :"11) n :.~ £ I~ 
PITCH r..A;'lPING !'10,'.I':IH CO~fFltIEiJT (PER' RAU) 
V s. 11AC i1 ;Wr1li Ei< 
AX!AL r:.nc[ COCfFICHIH vs. M.~CH NUNi3ER 
AIJD IiICI!>ENC[ (D[G) 

r'IOt'~i'1AL F)Plf SLOPE 'COEffiCIENT (PER DEG) 
V S. !lAC H iJU.U [~ .t..iJD UJC ID EN C£ (DE::i) 
CUJT[i~ Jf p!1:ssur:[ LOCATlI):~ (;.1) fRor1 NOSE 
V5. ,·jACti 'IU:+JER AI~v Jl.1~:;L[ 'OF ATTACK (DEG) 

c ~ 

lJJ 10 1=1,20~ 
I? CA :> (7,11 20) CF x x (I, J) , f XX T( I, J ) , J :: 1 ,20) 

1 0 C .. );-~ TI 'W f ~: 
c 
~ .CHECK \o,'H[THE:l SUSJPTPI.4L :'0!lT(iL IS .SOuGHT. 

PRlrn .... ,'no.v6u IvAIH SiJ:3QPTI!I,;\L CONTROL? (YIN)' 
~CAD(5,11 )AI~:HJEj~ 

11 f Ol~ HA T ( A 1 ) 
1 r ( A I~ S I-I E R • E Co; , y 1 ) Til L II 

-

~ FORMING Q AN~ R. MAT~ICE~ 
c 

c 
C READ NO!J-ZElhj TSRI1S ~F S i'lAT><IX A,D [CliO P~ltH S 

P Rlf IT ... , , oiT C R .~ (1 , 1 ) 1 

I~ E A D ( 5 , *) ') ( 1) 1> . 
PRINT'*",'£t·ITCR sej,,3), 
READ(),.) $0;3) 
P HINT"", 'un ~;f S(~,5)' 
REA()(5,"') <j(5~5) 
PlutH*,I[IHLR SU1'6)' 
R r: A 0 ( :> , k) ') ( ~) {" ) 

PRINT""', 'E/HLII 5(7,7)1 
i~CAD(5,*) $(7;7) 
PRINT*,'CNTtR S(S,h)·. 
RCl\i)(:',.·) SCi;;;') . 
Plu/n .... ,,·f.NTCI1 $(7,&) AfJ~ 5(2.,,7)' 
f( SA D ( 5, *) S 7 oj ; 

;j(:;, ,7 ) = ';j 7 .3 : 
S (7 ,-v)=::i)? 
p,u :n ~', , E In t ~ $ «(; , n A ,'J II $ ( 7,6) , 
~ !:I\ l> ('j, ,,) S.'1:,,7 

I • 



! -------s Ctu 7 )= '5',167 :' 
:-:--~---~---·+r--------··------·- -.~-'--

3u4 . 

c 

·c 

·c 

c 

! . 
S (7 , 6 ) = S r'l 6 7 I • 

PRINTw,'ENt(~ $(6,B) ANO S(a,6)~' 
READ(:;,~)~M6g 
S (6 , t~ ) = 'i 1.163 t 
S (8,6)=5j,168 , j' 

''rllUT[(Z/S04)S. 
FORMAT(/I,' IW*'K*k S MATRIX *.w~*',/1,3(1X,G9.3» 
END I r . 1,; 

P R I tIT * , , [ NT£: il T H f. S I "IIJ L ,\I ION V.\ R I .'1 Ii L!: :) , 
P R 1 In *, , Ii U ~ (K' 1'1) I " ~ () ([.\ ) .' 

R £ A D ( 5 , *) 11, H 0 
P R I NT * , 's I ~ :·i.~ ( D I: G) 

• R ::: A D ( 5 , *) 5 I G f~ A' .. 

. , 

P R I In -', • '1 N ~ : '[-IT :' 
fl tAD ( 5, k) r1 r1, :1 T 
P R I IH *, ,. G T '~; P IJ G U • • 
READ(S,*)GT,~NGO i' 

PRlIH*,'T.l\NG11fHIAL Ace :' 
·READ(S,*) ATAI~GE 
?~IIH*,'l>ELTAT: O::lT';i{:' 
~EAD{5,*)DEL1AT,D[LTAR 
PiHNT*,'AA$C;: IH·IGLE I)F :ATTACJ{ STAbILIZATION COEFFICIENT' 
READ(S,*)AASC 
PRINT*, 'LAUNCH MIGlE (uES) :' 
READ(5,*)X(4j 

'~ 

',' 

SIG=SIG~A*?lj13j~ 
Xed)= R*'COS(SlG) 
X(9)= H*SIH(SIG) 

X (4 ) = x (4) *p Ii H J. 
P f~G =PNG I) 

R =RO 
R;H fJ= 10:10 00 
T It-l=O. 
ALPtiA=O. 
SIGDOT=O. 
ALP()OT=O. 
DZEL=~. 
vl=O. 

.~ 

~. 

R I)() T~O. 
RDOTDE=O. 
1\ LP ,\1A X= O. 
S U i'\ t\ L P = 0 • 
i)ZELOP=i). 
CAL L !.1J SeQ [ r ( Ii , ,·1i·1, T 1'1 , A L f' II r\ ,IE I~ R) 

V 1/,\ =:1 :,1" FA. 
X (1 ) = VI ~1';' 5 I N ( ALP 11.0. ) 
X (2)=VHI*CO~CALP.jt\) 
V IT=IH- FA ~. 

~ 
PRlIIT INITI/\!; C~I.jLJITlOJIS AiJI) fA Ri.!:l ESCAPE POLICY 

Il ~ J T E (2 ',:~ J1U) Ii, I!, ~ 1 I~:·l A, ,.j:.! ,:i! T , G 1 , P rHi, A 1 A 1,1 G E, D l L TAT, 0 ELl A R, C V R C 

1 ,AA S C , ( :< ( 1) ,1';.; 1 ,11 ) . . 

T 1:-)(-1= 0.01 
. T 1.'1 T =- n. 

ii.:;= o. i)1 
USX=rl~ 
LMAX=FINTI~/~S+1PJ 

I . 



c 
c; 

c 

" c 
c 
~ 

c 

1~1 

. C 141 

c 

S TA RT S P1ULAT l()i~ 
.' ).: 

iJO 500 L=l,U-lIIX 
1 , i 

EVALUATE THE~CO~TROl 
1 

. 1 r ( TIM. GT .2.2 )T HE' N ! 

RDOT=(X(3)*O~(3)~~(?)*bX(9»/R 
SIGDOT=(X(3)~DX(9)-X(Jj*DX(3»/R**2 
ALPDOT=(X(2~~CX(1)-X(1~~DX(2»/VIT*~2 ." . . 

"'./ . 

$ us 0 P T HtA L C 6 fn ~ 0 L 
l 

I F ( l\ N $ WElL E Q!: I 'f ' ) T Ii Er.J 
I r ( T I In • G [. H 5 11 ') • ) r II [r~ : 

IF(R~OT.N~.QJjTTOGO=AB~(R/RnOT) 
IF(TTU~O;LE~O.05)GUTO 1~? 
CALL MATRIX(A,~,N,TI~)' 
CAL L G /\ 1111 ( ,,-; d, 'J.,. il I , S ,0. ,. n G LiO, I~,. I j~ , G K J ) 
D2ELOP=Il. 'i • 

DO 131 'IKK=1;~-
DEL 0 P = n EL () P ~ G ,( () (1 , I I( n ,. xc 1 K K) / )uH 1 K " ) 
C 0~HPJUE ' 
D ZC LOP = l> 2 E LOP + ~ ;( U ( 1 ,. 7 ) .. ;< ( ,j) I x iH (\) +Cd.O (' 1 :, ;) ) 1.' x ( 9) I x !o)( oj) 

WRITE(2,141)DZELOP,SK~' . . 
f ') R 1~ AT (/ ,. '[> Z ~ L 0 P = " G Li • 6; / ,. I ( K J = " ,. S (1 x,. G 1 3. 6» 
DZEL=OZELOP I" 

\ 
E L~ E 
If(TIM.LE.2.~03)~~~L=?~GK~lGaOT-AASC*ALr~JT 
f. iH> If I 

C CLASSICAL PN~ LA~ 
C 

c 

c 

c 
c 
c 

.... 

E LS E 
D ZE L= pr~ G* S I G [) OT -A A ~ C'" I\L PO ,J T 
E IJD If 
E :~[) If 
H$X=HS 

\ 
\ 

T HI=T H1!'1-HS i: 

CALL ni~VAtI.<TH1.> 

" 

S lJ..l ALP HAT 0 1 £ V 1\ L U J\ TC ITS A V £: RAG::' 
" 

I F( T I ;1 • G T • 2 • 2 )T H E i J 

S U 1'1 II L P =. s U ;'1 f\ L ? + A J S (f\ L P 111\ ) 
I F ( II L P:1f-. x • L T : i\ ~1 :) L\ L P rl i\) ) /\ L:' :·\A :< = Ad S (f, L P II A) 
E :~(l IF " 
T !1'l=T llvj'll-~I~ " 
C AL L 11!J!~ G r K PU ;; !~L,. X, [) X, 11 , T I VI"'\ S, 1 ) 

If(Q.(T.~O.)~S=J.OQ5 
I Fe R • LT. ~) • ) jj S :. IJ .0 J 1 
T I 1-1 ,\1 = T r r1 FI,+ Ii ~ " 
T J IH= T I I.:T +If S : . 

I f ( X ( fI ). G T • f) • It 5 :. 7l! :;:J) ,/, ( :) :; Ij .4 :; j 7 :~ :) (", 
IfC>'. ({J ) .L T • ..;. .4:; 37(: :; (J ) A ( (,) = - .4 5.'.) C; :; (. 

I r ( a • LT. fI !11 I a I~ ~1 I N -= Ii 
.. . 

A-4 



---'~-If<T-l-i'1T·~G ~ .1o~;i·S)TIf[-N-~---.·~ 4--:-' __ '_~' __ .--,----.- .---.-----. 

T IrO=O.. ",' " " . ,. '. , 
iJ R I T E ( 2 , ,. 01 0 j t I t1 ~ (X (1) ,I:: 1 ~ 11 ), i>l E L 
\J.u TE (2,1 21> 11 . " 

121f1RMAT('~= ',F).2) i 
E ~H) IF: ' 

Ol=X(6)*1BO.jpI . 
IF (DZ.Gr.Dl~lM) DZ=~ZLr~ 
L F (DZ.LT.-PZLII1) ':lZ=-OI~Hl 

Cl ' 

C" CIH':CK fOR S~OPPltHi CI:IEi<IA 
C ) 

CAL L 111 SF III (rEfn'o i 
I' F ( T HI • G T • 3 5 ~ JR. I L: IU. (u .Ih GOT \) 0 t.J n 
If(lEHR.EQ.O) GUTO SOD 
WRITE(1j~J2UiI[RR,TLM,L 

5u~ CONTINU~ . 

c 
c 
c 

600 

c' 
c 
c 

CONTI~JUE 

ALPAV=5UMALP/(L-220.) 
, . 

PRINT SIMULATION'RESULTS 
\ 

W iU T E (1 , 2 03 (}) L, Tl :'1, R iH !~ , /, L P j':;' X,A L P /, 'J ,. (X (I ) , 1= 1 , 11 ) 
iJ i? I TE < 2,2(30) L, T HI, iUoI J tl ,.~LP;~lA X, AL P A V, (x (I ) , 1= 1 , 11 ) 

! '. 
I 

fURj'1ATS FOR OAT" 
'.1 

1 u'll1 
1J11) 

fJR:~AT(21 <F12.6,/) 
r 0 fP1 A T (7 ( . f 1 1 ~ 4, 1 x ) , I, 6 <r 1 1 • 4, 1 X » 

c. 

1100 
11,1 U 
1120 

fORMAT(?(f12~6» , 
fORMAT(3f12.6,F3.0) 
FORMAT(5(F6.4,F~.2» 

c . f()R,~ATS FO~ allHR' 1/0 S 
C ~ 

2 U 1 0 FOR tM T ( 11·11 ,1 5 x , , ? R IJ G ;~ ,; ;,1 iH S:::; I L [4 ' , I , 15 x, '" *" * * " .. "* * * * * If ' , I II I , 
15X,'INITIALC:JNJITl'.)j'~S: :-',II,lSx,'IiO: ',fo.Z,' KI1', 
2 I , 1 5 x , , R 0 : t', F 9 • :3 , , "'j', I , 11 x, 's 1 i,j I-I A 0: ' , f 6. 2, , D E G ' , I , 
.j15:<,'i'lL: ';f6 .• 2,1,1S~,'!H: I,F{I.~,/,1.5X,'ATMJ: ',f6.2,1, 
41 4 x , , P r~ G: ' , F 6 • 2, I, 11 x, 'A T A 1·1 G C: ' ,. f o. "2, I, 13 X, , DEL T: • , F 6 • 2, I 
513x,'DElR : f',f6.2,/~ljX"'VRC: ',F6.0,1,13X,lAASC ~ ·,Fb.3,1, 
65 x, • x (I): • , I) (1 X, F9 • 4 ) , II ,:) X, , x (I): ' , 'j (1 X, F 9 • 4 ), II J) 

I 
21) 1 5 F I) R i'. A T ( II , 1 5 X, , ? RaG R jt 1'1 n IS:'; I L (4 ' , I , 1 ~ x, ' .. * 1< ..... ,.. ........ * ... * 1< .. , , II , 

15X,'INITI-\L CO('!OITI')rJS: ',II,l:;X,'rlJ: ·,Fo.2,' Ki·j', 
~ I , 1 ~ x , I r. 0 : ~ , , f 9 • 3 ,. !.:', I , 11 x, , S I G 11 A 0: ' , f 6. 2,' D £ G ' , I., 
31:,X""lL: ')Fi,>.2,1,15i\,':1T: ',f6.2,1,1:sx,'ATAN: ',Fo.2,1, 
414i{,'P!~G: .~,f6.~,1,11j(,'AT/d~GC: t,Fo~2,1,13X,'LJELT: ',F6.2,1 
Sl-:;){,'i)[ll<: 't',r~).2,1,1:;;':"CVI{C': ',fc....u,I,13X,'AASC: ',fo.3) 

2 D 2 U· F J R j.j A T ( 5 X , , t. rt R 0 l{ .' , 1 :i , 5 x , t Tl fol E = ' , r 6 • :: , 5 x, , PAS . :: ' , I 5 ) 
? u:Ht F) R ,'1;:\ T ( /I I , ~ ~ ; , I~ r~ 0 u I~ .!do' n>1 "j i I J A T C) 1\ T P ti $ no: I , I '.) " I , 5 X , 

Co ' r r Nil L TI!~ £: 1 : ' , U). 3 .... /I ,:; X, 'iH S S . [) 1ST Ai J C ( : ',f 9 • 3, , 1-1' , I I , 
~5;("ALf'r"AX ,/. :',r6.:~,' ALPAV :',F,3.,3, II, 
;~)x, 'xO) : ';6(1X,r9. lt),II,SX,'X(I) :'.,:=JC1X,F'I.4),/) 

\ 

::; TOP 
[ jJ l) 
S iJLI R 0 UTIlI [ i'll S N L ( J., TI '-1,0 X ) 

Tllf. INTEf:Cf.PT f.~!J"TID:·J5 'i\~~C t:'/i\LUAri:IJ Ai~L.l THe N~CESSARY COE::fFICIEN 
U !> [D I' J T /I [: ~ ~ IJ i\ T 1 0 'J:) p, he,) j~ i':J TL .' • 

I 

D HI E rI S I 0/1 X d 1) ,;, D ..: ( 1 n 
~ . '."J 

R f.A L LI<, 110, j·.3,J YO, 1 '0, K QG ;;'11'11 N, :11'1 AX 
IleAL W.1 t 

Il SAL ";IDD, IYIl) 1,1, IY 



c 
c, 

i. 

C 
C 

c 

c 

c 

c 
c 
c 

c 
,.. 
I.. 

c 
c 
c 

C 

(' 

--'I?£AL ~lT~--':I--'---'---"'- --==============::, =::-:-=.::----:-::,-,::-:-:::;-==== 
A-6 

... ~. 

C 0"11"0 N I C Oil S TIP 1, G ,5f< , L I~ "1') , :1.1'" XC GO, X C (j j , I YO ;'IYiJ, T V EN T, Til, T AU S , 
, n tuJ G , .~ Q G, n L hi.. A [ , .; J, r I i iT I I'i , w'n II, ;, :'i A X ' ' 

C ~)i'l !~O! I I CO E F I f j; ,\ ~ [, r r ;( lC, f C f~ f ,r Ci f , Fe i·n, F A C F, Fe NA, F XC P, f S, f K, fA ,i 
C\)toj~:O'J IVAI1I~X(11),)XX(11 ),!·j,:<CG,lY ' 
C -.):01 ~'\o il I [1 ISS) u TIt. Ll, C, , : X, ':'", , i, L, A ... P II A, 11';'11 il , D Z, seA L t, 0 2EL , IJ IN 
C J,~ ~\{Jt.1 / T A!~ G / V IT, .1:' d, lM" t~ t::, ;) [ L T .f\T , V [L Tt. R, AT, r~ , 
C 0 ;.j "1:H J 1.~1 I S CO/ T T ( ::. 4 ); FT If!.' c: L,) , F S TAl (1.'J), fRO (1 6) , F A jl, (1 6) , 

1 F XX (20, 2 U) , f X Xl (20,21) ) , fT T( 16 ), ZF ,\C F(3) , Z F C t~A ( 7) , If XC P ( :» 
t . i 

EVALUATE THE~COEFFICIE~T~ , ',' 

V Ii'l = S '.) R T( X ( 1 ji ** :? + X ( 2) * * 2 ) 
~L=ATAN(X(1)/X(2» 

ALPH~=AL*)guj/~l 

foi j·1=V 1 :1/ FA J 

QTILD=fR/2:.~IM~~~x5R 
c 11= rCI~r\*t,LPrlA-FCrJFI< n 
A[SAfJ=AE/M3 ~, 
IF (T!fo1.GT. T;3) AE;)AB=:J. 
CC=fACF+FFRIC~(H-~.)96)/3.J45+FilASL*(1-AESAG) 
C '1= F C ~4 A *' A LP Ii A ir ex c'G- FX C P ) / L~ 'd Fe;1 F - r C;4 f 1<: (X C G -;; CG 3) I Lin * D Z 

c.x=-cc 
C Z=-CIJ 
IF (TI~.LT.T9) D2EL=D~ 
IF(TIM.tE.D£CTAT)~lT=VIT+AT~~GC~HS/4.' 

f ' 

~ISSILE FLIG~T DYN~~IC~ 
~ 

o x ( 1 ) = x (3 ) * x (2) T IJ TIL t: / ,1 * C l 
~X(2)=-1*X(Jj~X(1)+1TILD~~X/M+t/M 
i> X( 3),=r.!TtL~*U<lIY*'(C/I-LRI JI,'i"S00*FCi-1\}-X U» 
DX(4)=X(3) } , 

" 

MEASUR~MENT AND C0~TROL ~tST[M 
i 

DX(5)=~1./TA~S*X(5)~KQGAp!/13a.*~X(3) 
DX(6)=-1./TA~S*(X(6)~X(5)-O!EL) 

INTEnCEPT Ei"<~OR 

DX(B)=VIT*CUS(X(7»-VIM*CUS(X'(4)-AL) 
D x ( 9) =V IT k:; l!J (;( (7) ) -v I:~ 1<;:; Ii. (X (4 ) -1\ L) 
I f ( T H1 • Gr:. I) [~ 1 A in l> x C7 ) = p;r I v IT 

TRAJECTO~Y E~UATIO~~ 
. ~ 

DX(10)=VIM*,c6~(X(4)-AL) 
[) .< ( 11 ) = VI ;" ... :.; }IJ (:( (i.) - .. \ U 
R STUfHI '" 
L!JD 

.' i~ CA L LR ,:'1 0, 1'1I~; 1 Y tI, 1 Vi!, ~ 1./) ';'i I,tl !~, j'l:-\.!\A 

f< :: A L ;'1:-1 
, f~ E'A L I" () 0" I Y ~\ ~ ,'I, 1 Y 

11 [." L In 

i 

! 

'I 



--_·-c---c :)i"l 11'0 I~ I C ni~~$T/P 1 ~G, SI1,L-"R-, ,.1,) ,j.i!)~ XC Gu;' X C-{j D;!YO, 1 Y 0, TV Eli f;Ta~YAUs,-
1 T !\U G ,1<0 G, OZ Lt ~, At: , .~ ],f 1 :-n 1:1 , i'l ',Jj IJ, :'li'1 AX" . 

c 
c 

c 

c 

C 
C 
C 
C 

c 

c 

c 

c 

. C 01,1 :'10 N Ie ou i f,;J A t; ~, Ff RIC, F ~ 1~-r ,r 01 F ~ F. C i'I') , F AC F, Fe NA, f XC p, fS, r R, fA·, 1 
C ,)N I,' 0 '~ I V A ~ I X (11 ) , L> :< ( 11 ) , : 1, :< C G, I Y-
CON:-10:~ /;1 I S SIll! IL ),CZ, ex, C~i,II L, AL °liA, i'1:~,H,D Z,DZ EL, II 1M 
C ;":>1:01 0 • J I T A r~ G I V 1 T , Ii J , A T 1\ ;<l G ::, :> ~ l TAT , I) t: L T A I~ , AT, I~ 
C 9f'HlO ~J hnsc~ ITT 04 ), rT 11;( (j 4) ,r S TAT (1 il) , r RO <1 6) , fAA (1 6), 

1 r xx C I), :?1I), f X XI (2:.J, 20), fT T( 1 (.) . . 

TSI·i!=T!if 
1 F (T P1 • G T ~ T 2) T S.II = T :3 
i·\ JD = (;~O-:'liJ) I,Tl3 
xC~P=(XCGO~XCG~)/Tj 
IYD=(IY0-!Y~)/TJ 

M=(MO-MO~*TS~l)/G 

x CG=XCGO-:<CGj1rTS"II 
I Y = (I Y D - I Y D '" T $ ,-I I )-1 G 

r~ETURN 
~ IJ j) 

i; , 

$ U a R 0 iJ T W [; itj i $ C 0 EF ( H, ;., ~ , T PI , A L? II A , i (k fd 
\ 

l,~ TillS ROLlTilif. 1I'J:",[f·~OLJ5 ::i1tCKS Ai~!:. PERfORl\IEi> AND THE VALUES 
UF TA9'JLATEv'VAI~I\:,)L[5 AId: tV/',LUATED USING INTERPOLATION. 

r~ ~A L Lf~,~' 0, :,,8, I YO, 1 Y!I , K Q::;" 1·1 .. 11 r;, 1~:1 AX 
I..: £:A L i·1:1 
REA L ,'10 0, I Y LJ ; !'1 , I Y 
I~ cA L iH 

COMMON ICON~T/P!,~,S~'LR,M0'ME'XCGU,~CGU,lYO,IYd'TV£NT,T8'TAUS, 
1 T AJ G, I(Q G, l):! L l~'l, AE,I\ 1, FI ~n r--; ,i'I;11 ~I, ~'l~·i AX . . 

C ) :-HHJ I~ 1 C 0 E f I F:J ASS, F f j~ I C, F C ~j f , F C.H , f 01 Q , f A C F, F C N A , F X C p, f S , f R, fA, T 
:: ::M ',II)!J I'J~R 1 X (11), D X(11 ) ,I,XC ':0, IY 
C aN MO N hI IS 5/ u Tl L D, ::Z , C X, C"j"l\, L, At.., PH A; :>J!'1 , II , D Z, 0 Z E L; V 1M 
C () ;~I :01 0 f J IT ,\ RC> I V 1 T , H S , A T A I j;: ~, v f L TAT , vEL T.4 r~, AT, ~ 
C ,) i 1 :.\0 r ~ h,! I 5 C I) ITT< ::, II ), FT I G (3 4) , f S TAT (1 0) , FRO (1 6) , F A A (1 6) , 

.1 F x X (2 0, 2 (J ) , f ~ X T ({ iJ, 21,) ) ,fT T <. 1 ~I ). 

IERR=i1 

If (Tlil.G!:.O:) uUTJ ),J 

I ErHI= 1 
T 1;·\ =0 ~ 
I~ ~: I T E (1 ,:-. .]1) rJ ) I:: R ~ , Tl 11 

5U, CALL ItHPOLCT,FTHi"Tli1,TT,.54) 

IF OI.GE.:).) iGOr:)' 251j 

I ~ Il R:; '2 , 
if :..::) • 

. \./ iU H. (1 ,,3 :) f) 0 ) I C fn~, Tl ~i 
I F (H. LT. 15) ~ Gl) TO· i.. (;~j 

IL!~R=3 
i 

il :.: 1 4. 9~J·J 
'o/;U TE (1,3' OOJ)' 1 LlU{, T 1 :'1 
C .\ L L I ljTp;)L (f ~, r ~ T i\ r, II, IT T, 1 b ) 

CALL 1~HPi)L(Ff.:,f:(J,!-I,qT,1') 
C t,L L I :/TP () L (F A, fAt" d, rT T, , v ) 

.r [I~ i~ =4 
., 

1'1 ;'1:.: .-1:'1 1.'1 
!., i~ 1 T t: (1 .. ,3 on u ) I ~ r, 1/ , T I i'l 
I r (,'1 !I. LE .i\:·;:\ X) t~.IT 0) :;2:J 



C 

3JO 

" 

34i.1 

I ;:: R .1:.) 
;"1,"1 = ,'m A ;( 'i 

,/RITC(1 ,300Q) ICi~i~;Tlf1 
IF (ALP!lt .• G[~-2).) \;~T~ 
I L: Il I? = 6' . '\' 
1\ LP 11,\ =;... 2'i • 

. W.U Tt(1 ,:~o·.)(d I:RR, Tl ;'1 

1 F (ALPHA. L E ~ 2:'. )tj ~T J :~4 :1 
. I [iH!= 7 ' 

ALPHA=25. • 
\J ,n H (1 ,3 r)() J ) It I? ~ , Tl ;.j 

C 3rH I ilJ £: 

1\,);\ LP HA ='; 8S (A L p tIf, ) 
CALL I!~n~1 (Fdfl.:;E,i.{X,i1ii, i.en,', ,17) 
C -\ LL I • iT i: ~ 1 ( F r II I C IF X X , ,'j "i, i ,: Xl , 2 , 1 0) 
C AL L I In E ~ 1 <r C tI F, r x X, :!,' , f :0: T, 3, 'I) 

CAL L rtnf: 11 u' C:'if, r;( x, ;';"l,f AI( T, 4,') 
(,,\LL !~HER1(FC:IJ,rXX':';:",f;dT,5,1;j) , 
CALL I;HE R-( rxx, FX.(T,;' ff\Ci,l -;:,'0,0,3, F,,\:f ,I·j '1, A':'IAL?IiA) 
C :\L L VilE P. ( f X X, f X X T ;Z f C!-jr. ,1 j,.;>, b ~ 7 , FeN A, ;;1i'!' A 8A LP Ii A) 
CAL L I! H r. R ( F~.x, f X I. T ,? f A C r- , 1 2, 1 ~) , 2 0, ), f X C P , ;'1 ", A 13 ALP H A) 

Ot)') C~liJT!i1U[ ! . 

3J'1(1 f;j'~:'II\T (:;X,'!::t~R'Jr" I!jl-ilSCOSF = ',n,5X,'Tliol:: = ·,f8.3) 
C ~ 

f~[TtWrJ 

r. iJIJ 
$.UJ flOUT Ii~ E j'lt S F lt~( I t:R in 

C 
'C 1 i'l T Ii I S R 0 UTI i'l!: V Afd 0 USC H L C K ~ A iH P l kf 0 R·t [ D • 

c 
r( ~AL U~ ,r11, l'i8, I YO, 1 Yf"~: l{}, :'1 il tl, i-l.·j AX 
R C 1\ L 1I~1 i 

R~AL MOD,IYDIM,IY 
f! fA L In 

I ' 

A-8 

C. 0;,1 I>i:) Ij I C :):J!l TIP I, 'j, 5;< , L 1<.1 ;,1 j , Hi}, XC G U , x C tlij, IV 0, IV 3, TV ENT ~ Tl1, T AU S , 
1 TAU G, I~ J G, ::> Z L I l·j, A[ , A J, FI I iT Li , i'l :-11 1~.1 ; lri A X 

::)~I :'1 J ~'I I C I) [f I f8 AS C, F r 1 Ie, f: ,H , r C ;" r, Fe ;1,J , f A C F, FeN A, F .( C p, F S , F R, FA 

C '),H'.Jt~' IVAi~ IX (11), £) t( 1l}, 'I, xc G, IV, 
c' (i;·ji·1(I !'l /'1 IS:) j J TIL L1 , :: z. ,e x, C', , A L, A L r d ,\ , :-i :'j , H, tl Z, 0 Z £ L ,. V IN 
CM j'l V i J IT:\ H • .) I v I r, ii 5 , t\ T ,; I. \i I:', () L L T AT , DeL TAR, Ai, R 

'COj.lI"uiJ /:-11~.::O/TT(34),tTlIi:(':'l.),rST.\T(1o) ,fRiJ(16),fAA(16), 
~FXX(~Q,2J),FXXT(2J,:O),fTT(16) , 

c 
I i::f< r~= J 

c 
C IS STI\TiC HAilGII~ POSI Tl V:? 

c 
S5M=(F~cr-XCG)/CR 
1 F (S:; ',1.1. T. Ij;) E :U< ~1 . 

c 
IF CVI.1.Lf.V1T) !::i~~!='~ 

.; 15;;:IlOT< j.'? 

':1 !~= S il :IT (X (~) ** 2 +,( (If ) ... < ) 
IF «:<-:frn.LT.D.) l::R.::;;:1. 
I~ :~ r: R 



" ... 
c 
c 
c 
C 
C 

' .. C 
C 
C 
c 

·c 
C 

.RErUFn~ 

.' - ! 
SU') R 0 lJ r J N E I;H E a (X , y , r , II X , r H 1 , I j Y !. ;N Z, x 1 , Y 1 , Z 1 ) 

x 
y 
z 
'H 
rI Y1 
:1 Y2 
II ~ 
x1 
Y 1 
Z1 

DEPENu~NT VA~IA~LL 
: F)r.ST i!~DEPt::J!)r~n VARIADLE 

Sr:C'()i~i) !1:Jnp['w£t~T VAillAdLC 
.I.I P P[R r-.LJU:iflOF 'Ttll: :.i[CO:~i) IN:>t::X Of TIlE ARRAY 
: LOI.'[R nou,~[) CJ·p. THe fli~ST. IhlJ[ x o.r Tue ARRAY 
upr[~ i3{)~:~;:, OF TH;:: rli~~T I,.~D£.X or TItE. ARRAY 
q Y?' -tl Y 1 ;·1 
VALU~ ()DT.I\IltED ay I;JTE~P(JLAT101~ x<Y1,Z1) 

: VALUE :<1 IST:l 1f ::.V.A.LUAT[:) FO\'< 
v A L II E 'j{ 1 1 S T;j !H (V A L U AT t D FOR 

il r t'l !: t J Sl (I N X (2 I), 2 0) , Y< 2 i), 2 D) , Z (7 ) 
:ux=Nx-1 i . 

NZZ=NI-1 
i) O' 1 j I = 1 , rHi 
IF(Z1.G(.Z(lj.A~P.Z1.Li.Z(I»GOTO 2Q 

1U c()r~TIr-JuE' 

PiUNT*"[I~Rij~ Ii~ IIH£iWLATOtJ!Z V/ILU(: HOT 11~ RANGE. !I 
20 NYY1=HY1~1-1~ 

rJ Y Y 2 = iH 1+ I 
v a 30 J == 1 , I~ X X 
1 F ( Y l .• G [. Y ( N Y Y1 i J ) • A I ~ D • Y 1 • Ley ( i I Y Y 1 , J + 1 » GOT 0 4 0 

A-9 

3 LIe 11tH I !JU E . ;' . 
PIH~H*,'£RR(JR IU IrIHi~iJJL,HIOtJ ! Y VALUE IJOT IN RANGE f' 

.4u CJ:HINUE 
OJ 50 K=1,;ax 

. I F ( Y1 • G E ... y.( i d Y :? ,.K ) • Ail D • Y 1 • u:. Y er'lY Y (: , '" + 1 ) ) GOT 0 60 
SOC ON TI NU t 'j. 

P;iINT1r, 'ER'~O~ IN INERPuLATION ! Y VALUE NOT IN RANGE (1'+1) ! 
. 6 u X 11 = x (N Y Y 1, J ~. - ( x (rJ Y Y 1 ,J) - x (rJY Y 1 , J + 1 n ir ( Y ( : JY Y 1 ,) ) - Y 1 ) I (Y ( N Y,Y 1 , 

&-yeJYY1,J+1)J ' . . 

c 
C 
C 
C 
~ 

C 
.-

'" ~ .. 
C 

C 
I C 

1UQ 

2 (J i) 

x 12= x (N Y Y 2, K j - ( )( ( !JY Y2 , (.:) - X ( IJ Y Y 2' K + 1 ) ) " ( Y< tJY Y 2 , iO - Y 1 ) I (Y < rH Y 2, 
.~ - Y ( N YY2 , K + 1 ) j: . 

x 1 = x 11- (x 11 -:<1 2 ) *< Z CI ) - Z 1 ) I <z (I ) -. H 1+ 1> ) . f ; , 
RET UR N 
END . ': : . 
S IJ U R 0 lJ T I'~ E ll~ T E ;~ 1 (I. eli' X , YO , Y , I~ , j'l ). 

. . 
:< !) VALUE ULITA!:JEi>:1Y I1H::iH'OU,TlON x(YO) 

x 
VO 
Y 
i~ 

:1 . . 

()EPEtPlE:n VARIAJLE X=X(Y) 
V/\LtI~ f(H iJHICH x 1:'; T:.l iJE [vALUATeo 
I~DErE~~~~T V~UI~JLE 
I'IOIC.H(S i~~\1 U.f TlH Ti.j() Oli'1::r'JSIONAL ARRAY 
UPPf.I~ 3():J!~[) OF TIl:: SLCOI~~ l~H)i:i{ OF TilL: ARRAY 

I.E. Xq.i,.1:d)· 

• I> I lH N $ I O;J x (2 J, .2'» , y ( (:j , ;~ ') 

x J= O. 
;'1 '1= !'l-1 
!> Q 1 0 0 I = 1 , ,·111. 
I f ( Y (J • :; r:. Y ( N ; I) • A Ii D • Y .J •. L E • Y «(j , 1 + 1 ) ) G ~ T 0 :2 [) 0 
C ONTINU[ 
PIH'Hir,'[fWUR HI IlnL!~i'OU\TIJI\;! yO =1,yO,'. N =',N,' i1 =',/01 
X t1= O. ~, ! 

R n ur<l~ I 
x .J= X( N, I) + ( x ( l~, 1+1 ) "X (Il,: ) ) * ( Hi - Y (iu I ) ) I ( Y{ N, 1+ 1 ) - Y (N , I ) ) 

~ ETurUJ \ 
l 

I: Ul.> ' . . 
5 U~~ IWUT III [ 1 NTP ')L (x),:< I Y:l,'(,jI,) 

\ . 
XCI : VALUE OJTAli~[l> rlY .Iln:.:r(jJOLI\1l01~ X(YO) 



c DEPE:woa Vi\f.'!AlJLE ~·"A(Y) A-1U 
c c . 

x 
Yu 
y 

V A L U E f J ~ ~111l C H X I $ 'FJ LEE V ~ L U ATE 0 
JiH>EPENDEln IJARI'\;lLE 

c 
c 

c 
c 
c 
.: 
c 

c 
c 

:', UPPEi{ OOJtJD UfTIIf. A:HO,Y 
. 'i' 

DH1[I~SION X(I;O),Y(4(")) , 
;< 1:.. o. : ~ , 
M ;'1= :"1-1 

[> ~l 11) 0 (= 1 ~ Mr~ 
1 F ( YO. G £. Y <I ~ • A I H) • Y J. Lt:. Y (J + 1 ) ) G·) 1 ~ 2 0 Cl , 

100 COtHIUU[ " 
P iH NT *, I uw ~ R H~ ! IH U? P IJ L H I (" N ! Y J :;', yO, I I'l = I , Ctl 

'XO=O. t 
R:?Tur~N 

200 x 1=X (1) +( x 0+1) -x (I» .. (YO-y (l» I (y (1+1) -y (1» 
t~ n lJln~ 
E ;~ f) '\ 

5 U n R 0 U T m £ N AT R I X ( A , l' , fJ , T I ;'1 ) 
r 

l!~ THIS RO!JTtr~E TilE 8~~' A:1ATi<lX Ai~i> TrlE '::"1 u r1ATI\IXUSt:::> 11'0 
STATE SPACE RCP;?EStNTATI'j:1 ill('i: f0R('}E:DUSING ,\PPARENT Llt\£ARIZATIQI 

{ 

THE KATfHC[S"ARE SC~L[i> flL.:iO • 

REAL LR,MO,M~,IYO~IY~,KCG'M~j~,~M4X 
R [t\ L W~ '.' 
R [A L 1'l0 D, I Yl) ; :", I Y 
~: ~A l rH + 

C 'JiH1U l~ I c O~J:; T I fl I, G ,~ru 1.. R, A) ,1-1 u, XC GC, XC G u, 1 YO, I YO, TV EIH , T a, 1 AU S, 
1 T AU G, t~Q G, DZ LI i1~ A E, A,), f1 ~n 1:.;, r'll';} N, 1·1 ,'·i A X 

C ,')iHl0 N leo r. FI F iJA S :, F F ;U C, rei J f , F C.H , f C 11'~ , f A C F, Fe N A, f ;( C p, f 5 , f R, FA, T: 
cor·jf~Drl IVAR/H11),i);«11),:'i,XCG~IY .. 
C J [1f'1O r·J hi 15 5 i a T I U), : z , c x ~ (:'1 , A L,A L P II A, i·i i~ , Ii ~ i> Z, seA L E, 0 Z E L , V HI 
C 0!'1 M 0 r~ IT 1\ R G I V J T, tI S , A T A r·j S E, DEL TAT, [J E L T AR ~ AT, iI 
C JtHlO N ' 1.11 S COl T T( .:. 4 ) , F T H t~ <'3l.) , f S TAT (1 6) , r R:) (1 6) , F A A (1 6) , 

1FXX(20,2Q)lfXXT(ZO,2D)'FTr(1~)'ZfACf(3)'ZfCNA(i),zrxcP(S) 
L> AT'A X \1 !11 :~O • j 23 J • , • 1, . (J.3, • Q 1 , 1 0 I). ,5 oJ 0 • , 5 U o. I 
D AT A :'<1-11 ~ O. ,320. ,. 1 ,1. , • cn? ,1 .,5 U (lQ • , 50,00 .1 
A (1,2 ) = OT I L D j I~ * C z I x (2 ) 
A(1,3)=X(2) ~ i : 

A(2,2)=(~~QTiLD·C~)/M/X(2) 'I (2,1 )::: -x (3) .~, . 

. 1\ C.5 ~ 2 ) ~ L R ... 1] Ti L:J * C I'll I Y I X C: ) 
A C~ ... 3 ) = -'H I L 0 k Li? l<'" 2 * ~ 00'" F C j'\ J 11'1' II) H1 
A. (Lt,,:5) =1" . . 
A(5,2)=A(3,2)*~UG~PI/180 •. 
" (~ ,.5 ) = ,\( 3,}) K K '.4G '" P II1 d iJ • 

. ,,(~ ,5)=-1 ~/TAUG . 
t, (6,5)=-1./TAUC; 
.40 (fi', b) = A( 6, .5 )' 
tJ (6 )::: 1 • IT A tJ S • 
A(7,7)=VIT*cbS(X(7»fX(S) . 
.'I. (7 ,?) ':. - V H\ A C J S 0: ( 4) - 1\ L ) I ,( ( .) ) T!' <7 , 7 ) 
A <7 ,7)::: t\ (7, 7) 12 • 
A(7,8)=~(7,7)·X(~)/X(V) 
A(317)=-~IM~SlH(X(4)-AL I~(J) 
A «(), 7 ) ::: V IT*' ~ i Jj( .l(( 7) I .< ( ) + r.< b ,.n 
A (g,7)=!\(3,"l>I:'. 
fl <c: , ;) ) = :\ ( -:-;, "/) ,. x ([j) I X ( <) 

I)!) 1ll 1 = 1 , 6 , ~ 
1:.1 F(I)=XCI) 

F(7)=X(o) 
F (!;; ) = x ( '}) 



, : 
i 

---~-C-A-CL"-G~lP'R-~-CATF:"il:-;';3~-'-)'- -::--:-'-~----:c-'-'----:'-'----------. 
D(6)=~(6)+DlEL/TAUS .,' .: 
uO /t1 1=1,.3 \ ' , . ,i" ':,' 
fi (I ) = U (.1) I X D M (I ) . 

, D~) It 1 J =1 ,!~ ! 

4 1 II <I , J) = A (I, J ) 11 X loJ( J ) I X D I'. ( 1> 
'HOURN, .~' . 
END 
5 U ~j R 0 UTI N E P Ii R 1 ( r , r~ , i'1 , N i' , i H,I , A , (j , C , r: ) c -1 ' 

-.. 
c 
c 
c 
c 
c 
c 
C' 
C 
C 
C 
C 
C 
C' 
C 
C 
C 
~ 

C 
C 
C 
C 
C 
C 
c 
c 
c 

c 
c 
C 

c 

C 

/ 

1 

--

T-H'IS P~6{jRA:-1 PAHTITl.ir4S A «(U;'1) GENeRAL l'1ATI~IX 'F TO 
fOURSUa~ATRIC[S A,~,C A~~ ~ UELIMITED AT THE NP'TH LINE 
Ai~O THC!j·IP'Tli COLUriil; Iij Tii:::' fOLLUillfJG WAY: 

:r 

.~. . F = 

.1· 

IJSAG E: ' 

AR G!J HEin' S: f 
~ - . N 

j 

N, 
:IP 

, I; 11 ;l 

i' ' 

A 
i\ 
.C' 

r> 

A - : [J 

:-,----,:-----: IJP 
c D 

N*1 GL:~ER!\L IIjPUT MATRIX 
."'lU,1:1ER OF Ku.IS OF F 
WP,';! t: r. 0 F C (: L U j,j N S 0 f r 
R G d t,; U :'1 i,i E j~ A T \Jlll C H F 1 SPA R TI T r eN ED 
,:.lLU:'iH IWi'I:?i:;-: AT ~lilCH F IS PARTITIONED 
N:· ... lf;? Su9'JAT;UX OF F 
I'!i'''(n-,!'P) SUG:'I.'HRIX ,)f F 
<: J - ~ I D ) ~ ,"J r S U J j'l A T iU X t) f F 
(iJ-rli') ",OI-;-lP)· SUbi'lATiUX OF F 

. AT TE US 1,)!~ : A, f3 , C ,', ;H) ~ S Ii;) tJ L D n t: (> EeL A t~ E D A 5 M AT R li:~ S WIT H 
A?PROPRIATE DIMENSIONS IN THE MAIN P~OGHAK. 

'. 
Il IN ENS I ON r (1 ) , A ( 1 ) , ej (1 ) , C ( 1 ) , !> (1 ) 

a :~= N-NP 
!·1 ;.,= :"-I·IP i 

I~ f=-U 
K A=-I~P !, 

KJ=-NP 
, 

" 

K C=-Nr~ f;c 

K D= -N N ~ 
( 

i 
PARTITIOfJ TilE FI i<ST":r' CJLU~'IN$· TO. A ArJO C 

~ . : 
DO 3 J = 1, j-I? ' 

;(F=KF+N 
t( A= KA +tJP : 

K c= t~C +IW ~ .. 
I K=KF 
I i\::; KA " 

IC=;(C . 
!>IJ 1 ,!=1;,;JP 
lK=II<+1 
I.~::IA+1 
AOA)=FOK) I ,. 

., 



c 
c 
c 

c 

c 

I.K=IK+1 i 

IC=IC+1 t 

') C(lC)=FCIK) I' ... \ 

. . 

:~ CON iI ~W[. 

pA(nITI~N Tilt:: OTHt:R I'lI'l=j'j-/1P CGLU1'INS INTO :13 AND D 

DI) 6J = 1, :·1:1 ~ 

K F=Kr +u 
KJ=IW+NP 
r(D=I<[I+Htl 'j 

lK:;:n 
I 'J= KG\ 
I [)= KD .; 

DO 4 1=1,NP ~ 
IK=IK+1 " 
I3=JI;+1 ~ 

4 8 (l I'J) =[(1 K) 

() 0 5 1= 1, rm t 

It<= Ii< +1 
I ~:: 10 + 1 

5 LJ (Ij)=f(IK)· 
u C JNTI IW E 

1 

R ErUidJ! 
E :~[) 
SUBROtJTIfiE K~H(A,N,T,{",H) 
£>HiEjj~!O~! Id1> . 

'r 

r~2=/~*~J ~. 

S ~= o. 
l> i) 1 1= 1 ~ N2 
S i~= s:~+ (A (n ... t) "" * 2 
I :. i'l = ..:. Q R T ( :) \J} "" 2 .. .. , 

A-Ii 

S.!:LECTIJN Of TilE. Sl~iJ ~lZL H A'li) THE. iWI'\LJER Of DOUt3LIf~G 
ITERATIOiJS U::';ING Vf;NUiAIJ'S Cr:ITERION: ~srH(2""·KK)<1/2 

r< =0 
II =T 

2 K ::t~'+'1 
II=H/2 •. 

.~ 

1 S.'(=ISN/2 1 

Ir(1S:t.GF..1)\1~ ro'::: 

R n UR:J 
END 
StJ0ROUTINE E~PF~(F,N,H,E1,~2,L,M,[fT) 

THIS PIWG~M; CO:'I:lUH S THE EXPONeNT IAL OF A GENERAL 'SQUARE MAT~ 
FOr. A :iJVt:N TIi1c' liJTf.f<yAL (!;T[P 51 zt) H USING 3RD ORDER PAD£. 

A P P r. i) x 1 !1,H I (l i I • 

U5 Ali [: .' 
C "L L L X P f :. ( Fir ~, Ii, l1 , C?, L, i-I, [f T) 

I :~ P Ij T .'1 Tl G U :' I L I~ T S r\ In: : 

f . Gl:iHRAL' iJ"'j~ ~QIJAi\c. i'JA nIX 
n fU) t: R tJ J F T Ii [ />I il ra 1 x f 
TI~E INTERVAL (SlEP SIiC) 



c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
~ 

c 
c 
c 

c 
c 
C 

c 
c 
c' 

c 
c 
c 

• 7 

I ;. A-13 U f~: 

O~TPur t5: 
I', 

EFT: 
\ ' 

i . . 

N*N ReSiJlT I~ArRIX EXPUiHtHIAL OF F*H 

D HI r: N S ION S 0 F I~A T K Ie:: SAN iJ V (C T 0 R S S Ii 0 U l, D B ( PRO peR L Y DEC LA R E 
IN TUt: i~AI"~ PRJGRA;'i. 

1 .., 
'-

3 

D Hi EN S I ON F ( 1 ) , ::: 1 (1 ), E 2 (1) , l( 1 ) , ioI ( 1 ) ,£ f T( 1 )" 

"1i\TRIX'SIZl ArID I~IT[K,~:::>IKT[ TIi'lL ItHERVALS 
I 

r~1 = (,~+ 1 
N2=N*N.' 
1i2=1I/2. 
tl10=H*11/1 O~ 
fi60=t1 .... lI/o0. ' 

SQUARING F 
i 

1 J= a 
I K=-N 
DJ 2 t(=1,N 
I K= IK+N 
ill) 2 J=1,N 
IJ=IJ+1 

"J I=J-/'J 
I B= IK 
51=0. 
DO 1 1=1, r~ 
JI=JI+N 

1 ' 
I,' 

i~ 
t 
'; 

1,)= Hh1 
~I=SI+F{JI)*F,(!D) 
EFTOJ)=SI (, 

COf~$TRuC,TI()N OF TH!,; l~om: ~lATRIX E1=I+(fH)**2/10. 
'1 

DO 3 I=1,ir~ ! 
E 1 (I) = E FT C1 )i B,l a 
I J = -r4 '~' 

DO 4 I=1,N. 
I J = r J +r~ 1 i: 

4 £1 (IJ)=[1 ClJ~+1. 

C6NSTRU~TION D~ Trl[ ~ORK MATRIX E2=1+(fH)**2/60. . "' : 

o 0 5 I = 1 ; I'j 2 f 
5 t:2(I)=t:FT(I)*H6Ll 

IJ= -tJ • 
DO 6 I=1,N 
IJ=IJ+u1 , 

6C 2(·1J )=£2 CI Ji+1 
'~ 

MULTIPLICATION OY,(FH/2) 

I J= a 
, I K=-N 

l> I) ~ K=1,1~ 
• 1 i{= J K +N 

,OJ 8 J=1,N 
'IJ=IJ+1 
JI=J-N' 

. ,r 

I 



\: 
C 
C 

C 
~ ... 
c 

C 
C 
C 

~ 

C 
C 

·c 
·c 
c 
c· 
c .. 
\. 

C 
c 

c 
~ 

C 
C 
C 
C 
C 
C 
;; 
C 
C 
C 
C 

.. 

~l= ll. 

D 0 7 I = 1 , I~ .) 
J I=Jl.+N •. ~ 
1:1::1 n+1 

A-14. 

7 S 1= !:: 1 +F (J 1) *E 2 ( I !: ) 
.3 t:Ft(IJ)=SI*Ii~· 

') 

10 

. . j 

[r+CFIO~*2/1Q+(f1l12) CI+(fII)it·';U60) J= E1+[FT PLACED IN £2 
I. 

o 0 9 1=1, 1·12 ,~ 
£2( 1)=CH I)~~fT(I)' 

\[1 + ( F 10 ~ ir 2/1 0 - (f H 12 ) (I + (f H ) • it;; 1(0) } = £ 1- (FT P LAC ED I:-J' E 1 

DO 10I=1,tI2 i 

E1(I)=E1(I)-EfT(1) 

E11NVlRlEiJ 
i 

CO!IPUTATI,)!~ OF [XPfUi-j)=EfT=E1 *£2 

1 J = () 
I j(= -N 
o 0 1 2 t< = 1 , r·1 

.1 j(= I K +lJ 
DO 12 J=1,N .' 
r J = I J+ 1 
JI=J-t~ 

I d= IK 
S 1= O. 
vo 11I=1,rJ 
J 1= J 1 +N 

. 10= IG+1 
11 SI=Sl+E1(JI)lE2(I~) 
12 EFT(IJ)=SI 

RETURN 
E tJD 
SUdROUT·INE CANM(A,U;Q,RI~~,IR,~T,RDT,dR3T,F) 

THIS SU~ROUTINE FOR~S THE CONT.INUOUSHANILTON MATRIX 
or TH2 (IIi~Ai~:lU/d)f.:}\TIC ;)rTn~AL COrJTIWL PROl1L..E,,, DEFINED' 
FOR THr.:~YSTDi CA,tJ) \~1TH TilE POJALlZATlON NAT~lCES (Q,R) 
1~~ THE FOi~:'~: 

; 
-

,\ -D*~l*!;iT :. 
F 

; _. . - .-------------~----- . . . . . 
-Q -AT 

HJ PUT A R G U ;,1[: :n S A :~ ( : 

,\ N A I~ S YS H 11 filA nIX 
u : .• ~ " f~ I Nfl UT NAT iH X 
Q : jl "I~ $ TATE P [i~ AL 1 Z AT ION I~A TR IX 
RI : ~ -R 1 iN C R SE Of Til!: CO·NT RO L P [, N·A LIZ A T I 

I, .'1 AT R 1 X 
1 N :,:)ROER N Of 

II: :QRv[~ I{ . 0 f 

OUT pur SiD F T tiT:. S U tJ R (I UTI I~ E . A ;~ £: : 
) 

: " 

Ttf E $YSTEj~ 
THE CONTiWL V £ CTOR 

'J T :. Tf~ A rb P v ~ t. U F . THE 1 N PUT I~ A T R I X ( It • N ) 
I 



, 
c 
c 
c 
~ 
c 

c . 
c 
, 
c 

c 
c 
c 

c 
c 
c 

c 
c 

c 
c 
c 

c 
c 
c 

c 

c 

c 

U$AG E: i 

.( lj I 

% ~Jl 
F. 

•. - 1< l. .. U I ~ K II" I~ J 

" -ll" R I'll U T . (r~ 11 N) 
A-lS 

C 21l ) .. (2 N ) /I A,~ I l TON 11 A T R IX 0 fT H E 
OPT I:" Al C ONT R OlP IW OLEM 

SUBROUTi!~c5 IJSED: ~i<U2UCU.PR()BRAi'lSoGr1PRD 
I .. 

ATTENT~6H: f>Hi[j.j510~~S OF NATiDCLS SIIOULD BE PROPERLY DECLARE: 
1 N TH!: I~'; HJ PRO G R Ml • 

D II'. E N :j ION A (1 ) , i3 ( n , J (1 ) , IH (1 ) , B T (1 ), R [3 T ( 1 ) , u r{ B T ( 1.) , f (1 ) 
.. ~ 

VECTOR SIH,S 

N 2=~" i'I 
N1=H+1 

:i 

TI~ANSPOSE OF lHE lt~PUT IotATRIX 13 

K=O 
00 1 I=1,N 

. 1 J=l-N 
OJ 1 J=1,IR 
IJ=IJ+N 
K=K +1 

-: 

1 BT(K)=UOJ) 

.., .-
3 

4 

COMPUTATIO~ OF -RI""JT AfTER GMPRD 

IJ=O 
11<= - I H 
00 3 K= 1, N .~ 
IK=IK+1R 
DO 3 J=1,IR ! 
IJ=IJ+1 
J I=J-IR 
1;3= 1 K 
S =0. 
00 2 I=1,IR t 
JI=JI+IR I 

10= 10+1 , 
S=S-RI(JI)*UT(Ii3) 
R LlT (I J) =5 1 

COMPUTAfio~ OF 8R~T = Q~RUT 
I 

CALL G j" P R l> (:3 '; R [3 T ,13 R LIT ,:~ , I ~, I~) 
.f;: I -

fOR M A l' I q N 0 F T II E ,\t AT iH X f US I N G T Ii E A L G Q R 1 T HMO F FOR:1 

NNJ=-N2 
NJ=-N 

'" 

F I H S TN'; COL U 1m S . 

D 0 5' J ='1 , N 
I" !~J =N NJ +N 2 
NJ=NJ+N 
DO 4 I=1,N 
I JJ =1 HJNJ 

. ~ 

1 J= I+NJ 
f (I J J ) = A(l J ) ': 

~ 

DO 5. I=N1 ,NZ', 

.! 

.. j 

I 
, , 



~ . .. 

I J= I-rHNJ.' 
5 FCl J J ) = -Q oj ) 

S I: CON O· NCO l U tH 1 S 

r~ J =-N 
D 07 J:; N1 , N r: ; 

N ~~J =iWJ +N2 
N J= !~J +N 

DO 6 1= 1,N 
I J J =1 +tWJ 
IJ'= l+tU 

6 F CI J J ) = ORBT <I J) 

IJ=J-N2 
o 0 7 I = r~1 , N 2 ~ 
IJ=IJ+N 
IJJ=I+NtJJ 

T F <I J J ) :; -A (I J )" 

~ £T UIOI 
END 

SUGROUTINE GAIN1(A,9,u,RI,S,AL,TF,~',IR,GKO) 

THIS SUBROUTINE -CO.'I?UT£S THE LINEAR O.PTlMAL fEEDBACK GAINS 
COR RES PO N.D It 1 G T u A G I V [N H 0 ~ I Z q N T Ir1 £ T F WITH APR ESC R lI3E 1) 

{>EGREE ?f. STAOILITY Jf AL. 

INPUT ARGUi4ENTS ARE: : 

A N+N SV ST Etl NAT R-I X 
l3 N* I~ INPuT i1A TR I X 
Q : i~. r~ ST ATE ~J(IGtiT HATRIX 

RI ~*R INV~RSE OF THE CONTROL wEIGHT J.:ATRIX 
S N*N FINAL·STATE ~JE IGBT I~ATRI X 

.ilL DESIREO DlGRE[ OF ,)lABILITY 
TF HO R I Z 0 N T I i1E 

N OR D~ ~ N Of THE S YS TE 11 
I R JR DE R R Of Tlti:: C ONTR OL VECTOR 

THE OUTPUT OF THE SUJnOUTINE IS:· 

GKD : RxN F(EDOACK MATRIX 

USAGe: 

SU8ROUri~~$ U5[0; 

~KUIUCU.paOGRAMSdGMP~D'MINV,CANM~KKH,[XPf3,PART 

I . I 

**.*~.~*.*.**.**.***~*~******~*x~.*****~********************** 
* . T Ii I S P If 0 G R Al1 U :; E S 1: j T [!~ I'; I: D rAT E HAT RIC £ S w HIe H CAN il E "* 
* US_~FUL FOi1 FUt!TIli:f< CO;·IPUTATIONS IN THE LINEAI~ SY~Tt:r>\ * 



-C----:------;,---5 TU OY-:-:O"rr.ll !1s·lo-N5;-7 O-f TH as:: -MA TR Ie E S SHOULD bE GI V EN 

C '* WlTliIU THI$_ SLlJiW~TINE~ TlluSE i1ATIUC£'S r"AY FIGUR£:. 
C * AI'IONG ll-iE INPUT /\.RGUM£IHS·lf NEccssAny. 
C * 
c 
c 
c 

c· 

c . c , 
c 
c 
c 

c 
c 
c 
c 
c 

c 
c 
c 
c 
c 
c 
c 
-~ .. 
c 
c 

c 

c 
c 
~ 

c 
c 
c 

c 

kE:>IT THE- lJLCE~~Ai"lY MODIFICATIONS OEFORE USAC,[! 
******.*****k*.***i*~~.* •• *.****.************~~************ 

D IN EN S 1 orr A (1 ) ,:)( 1 ) ,~ (1 ) "H <1 ), S ( 1> ,(, KO (1 ) 

IIHERtHDIAT£~jATiUCl5 AltO DII4t:NSIOiJS FOR CANr~ 

BT': rRArJ5POS·~ JF·6 (~"N) 
I~ U T: - R I * 3T . ( i~ 1.' m 

dR~T: -~*RlkJi (N*N) 
f\:_HAi<JILTOH I'IATRIX (ZN*2N) 

*******#<**** 

, 

1,~TERrHOIATE :-lATRICCS AND DlI'1ENSIONS fOR C:Xff3 
I 

E1,E~~: WO~K MATnrCES (2N*2N) (FOR 2N*2N FMATRIX) 
lW,I-HoJ': WORK "[CT(ji~:S (21n (fOR 2N*2N f MATRIX) 

Er-': EXPOt~Sj.JTIAl! OF TIi~ [-lATRIX f*H ·(2N*2N) 

******** 
DIM EN S I OU E 1 ( 16,16), ( 2 (1 6 ,1 6) , ut< 10 ) , mJ (1 6) , E f <16 , 1 6) . ~ . 

IIHEiH1EDIATE j'yIATi?IC[S: i\:~D DII1LN~IOHS fO~ THIS SUBROUTINe 
- . 

~fl : T~ANSITION MAT~IX (2N*~~) 
f11~F12'f21,f'22 : ~IOr:K l'lATinC[~ FOR PART (I~·jn 

'; P ::r~ICCATl tIATRIX' (1~*N) 
; .. 

'****k~**~ , 
D I I'. [I~ S ION F I ( 1 6 , 1 6) , F 11 (6 '-S ) , F 1 2 ( 8 , 8) , f 21 (e, 0 ) , F 2 2 ( 8, B) , P (8, S ) 

; ~ 

INTERI'tEOI,\T[ t1ATiUCf:, AN!J DHiEIJSIONS FORMINV 

, 
******** 

D IrH N S I 011 . l (~) , i1(;) 

INCREM(~TORS AND VCCT~R SIzes 

N1=N+1 
tJ 2= 2~U 
r.~ H=·N* u i', 

INTRODUCTION OFTHE PRESCRIUED D:GRCE Of STAOIlITY , 

I r (A l • l E • o. ) :' GOT J 3 
1 • t 

I J=-N 
D (J 1 I = 1 , ,~ 'I 

IJ=IJ+N1 
1 ACIJ)=AClJ)+AL 

. I 

ALTf=-AL*TF..-2 
ALTf=EXP(ALTf) 
Du 2 I=l,NI~ " 

2 S (I )=S(I)*ALTf 

:s . CON T I rw [; 

CO;J S T RUC"r I 0 tl 0 F Til [ rill MIL T 0.1 N'A T III X 
.' 



"­
·c 
. " 
", 

'~1LJij 

C 
~ 
C1LJ1 

I n P R £ $ 5 I o;~ I) r T Ii I.: IIA f1~1 X r' 
\ , 

W IH T [ (~ , 10(1) i, 

F'JIHiAT(lX,'k** U\,~()'JlCAL' !'lAH.IX F '**-',n 
w IU T ( U" 1 (j 1.) ( ( F( 1 , J ), J .:: 1 , ~ ~ 2 ) , I .:: 1 , N n " 

****.**k*~~, " 
FQR~AT(1~,1~t10.4) 

A-IS 

:;;:L(CTIJH Jr THL ST!;:I' SIZE ANi> THE (iOUCillt~G NUioIi.iER 

CALL KKU(flN?-,lf,KK,il) 
c , 

li'li'IH"S:>l ():J 0 r TIl i~ ::T;:P !ll:! E A.'i D Hi [ ST::;P S IZ ( 

C W iH Tt: (6,1 02 H F, II, I(I~' 
C1u2 F~)l\"1"T(1X," Ii :',f1 ).4,' 'Tf=',f10.4,' KK;:;',LS> 

c 
c 
c 
c 
C1LJ3 

'r .. 
C 
'C 
C 

c 

c 
c 
c 

',HU T [; ( 6 , 1 t)~5) " 
f,)j~II"\T(1X,',,i* H!h'IS1TIOfl jllATidX FuR Ii '***',/) 
' .. nn H(o,1 01 ) «E f (I f J) ,J =1 ,:J 2) d =1 ,/L:!,) 

D~HJtiLING t(t( Tl .. 1LS 

00 5 K=1,Kt~~ 
i 

CAL L G:·j P R D ( :: F , E r, f I , fj 2 , i~ 2 , i~ 2) 
i. 

Ir'lPf(r:S~ION OF THE TRAiiSlTlOil i'iATRIX 
'1 

C vi IU H (~ ,1 04 H, 
C1LJ4 FO~r·jAT(1X';''It''* TRA,\JS1TIOll i1ATRIX AT DOULlLr"NG 
C ''/iHT[«(),,,u1)({rI(I~J),J=1,rJ2),1=1,1.2) , 

C 

c 

c 
c 
c 

c 
~ 

C 
C 

c 

.' . 

IF(K.EY.KK)CO TU ~ . .'. 

DO 4 J=1,iU ~ 
I») 4' I=1~rI2 ' 

4 EF(I,J}=fI(l~J) 

C OUT 1 NU E 

PARTITION FI=~XP(f~TF) 
" 

. 
COi'lPUT(' r2::!=U~-s"r12 

DO 6 J=1,N 
00 II I=1,1J .. 

(, F22(l,J)=r!;:(l,J)-jlCl~J)' 
! ' 

C <:) 1'\ PUT L ! f 2 1 ~ - ( F ~ 1 - :; ... r 1 1 ) :::'; ,A f 11 - f 21 



DO 7 J=1,N· .~ 
DO:7,I==1,N ': A-19 

7 'F21 (I,J)=P(I~,J)-F21(I,J) 
c 
c 
" .. 
c 
~ 

C 

C 
t.: 
C 
C 
Cl05 
C 
C1Uo 
c 
c 
c 

c 

c 
c 
'.-
'" c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
C 
L. , 

C 

c 

c . 

-.. 
c 
c 

INV(RT' ~22' 
. ~ 

CALL ~IHV(F22;N,D'L,M) 

CAL L f~i1 PI~\I ( f 2~, f 21, P, If, II, iO , 

I:1PI:ES:;iorJ OF T1H ,IUCCIHI ",AnIX ? 
I 

W R 1 T E (6 ,1 O'S) i 

fOR :'i A T ( 1 X , I " .. " T Ii t RIC CAT I ;.\ A T IH X P j * 'It: 'It: I n 
\~~H TE «i, 1 )0)( (p (I, J ), J = 1, ,0 ,1 =1 ~:n 
fOR~AT(lX'bflU.4) 

CO ''1P UT E '! TH.E f [ED JA CKG AI N ~A TrH}(1J K:J,=R liT *P (lJ) 

RETUt{'~ 
t ~~D; 

•••••••••• e". ": ••• " •••• " •••••••• ' ~ •••••••••••• " ••••••••••••• _ ••••• ~ e' ..... ' J ,'. '. I 

SUORaUTI~E MIN~ I 

PURPOS £ 
I !N un:; A i1A T R IX 

U5AG [ 
CALL MiNV(A'N,D'L'~) 

I ' 

D £ S C R I PI 1 61~ : \) F P A 1< A ~I t: T ~ 1< S 
A - I N PUT t1 A Till i<, D [S Tr, 0 Y E!J I N 

;'\ E 5 UL T klH 1 N V E H 5 ~ .:-
N -' 0 R L> (R 0 f i4~ T R I X A ! 

. . I . 

() - Ih':S UL T A:n i> t:T UUH :UdH 
L - ,.i u ~ K \I £ C 1 ui: 0 F L f. 'j j ~ TI-I i~ 
1,1 -.wORK VCCT')('; OF L:;'/~GTd:J 

, . , 

R~ ('1.4 RK S ~. 

~ 0 :'j" UTA T ION AND REP LAC E 0 U Y 

!1ATRIX"A l'IU;jT'l!E A u[t(fRAL ::lP.TRlX 

$ U G R () U T L'-J ~ S A I'l D, FUN I.: Tl iJ I'~ SUi; i'li 0 li I~ A/'i ~ k [Q U IRE 0 
N O~I ( 

:'1~ Ttt OD 
T"E·srArJ.)/,I~D !'jAU~S-JO!~vMI !'I£.TH0D r.~ USECJ. TIfE. DETE:RI'\INANT 
IS Al~6 C,\L':ULATEi). J\ J~T;:;~!HI~M~T iJp Z.;r:~.l!JDICATt$ THAT 
THe ~ A Tid A 1 ~ ~ HI L U LA i;' • . . , 

, I 

I , 

i, I 
•••••••••••••••••.•••••••••••••••••• II ••••••••••••••••• e._, •••• _ ••••• ~ 

$ U.J rw u T I/J C ;·jl i I V (/:.. ,;J , v , L,..1 ) 
i> 1 I'i ~ N ~ I (, il A (1 ) , L ( 1 ) ,; 'I (1 ) 

, I 
••••••••• ~ •••••••••••••••. e .•••••••••••••••••••• -: - • - • - •• - ••• ~ .••• ~ 

-~ l 
I 

,If ADI)U~~[ ?f:t:CI':;I,),'~ JL,~;;ICt~ JF TlUS· j/duTIN~ IS D£SIR£I>, THE: 
C 111 COLU!"I'~ 1 :J1i,)ULD .;,;. i~E('lOVIZ;> F/:'O~I,THE DOU;jLE PRECISION 
H tt leI/ f 0 L L u \,J :i 01 

I 



1 ~) 
1 ~ 

~ iJ 
t' ... 
C 
C 

25 

:Su 
C 
C 
C 

35 

.:;3 

4D 
C 

.c 
~ 

C 
45 
1f6 

4 ,~ 

\1 
~:~ 

A~20' 

T.Ii E C· i1 U ::, T A L50 .1 L I~ C ;'1 J V [ u f I~ J :"'1 IJ J U.~ L!: P r! [. CIS IOU . S TAT [:\1 [ NT S . 
Ai'P[AIHIJG' IN OTli;:l~ lI;jurII~~S USr::O l:J CUr~Jut~CTION ~HTH TIUS 
rUUf Iil i: • .. . . 
TdE [J:jIjJLt Pi{cCi51tJijiJGR~I.]N Of TillS $!KliHJ·UTINi:: ,'.UST ALSO 
CI),'IT,\It-J l.IUUd:..[ I)H[CI~lO:~ f')i<TI~ArJ fUiJCTlur~5.· A~S IN ~TAT£f·~[Nr 

1·J ,\IU~~T JE CHA:~C:::.I, To) J{\J:; • 

. , 
•••••••••••••••••••••• II. II •• II •••• II .••••••••••••••••••• •• II· ••••• 

D =1 • J 

\) ') 311 K=1 ,i~ 

q ~= :JI~.-t-ll 
l ('()::K 

,I (;~ ) = K 
K,(= I{t<-rr( 
iJ Hoi A= f\ (KK) 

.) 
I 

.,. 

L> I) ? J. J = t~ , fJ 
IZ:;;N· ... (J-1) .. 

!>o.,:'G l-=,(,rJ 
IJ=ICt-r 
1 f( AU j ( in G A)";" ALl S ( A ( I J ») 1::', ;: 0, 2 J 

• d IG'\=.H IJ) 
L (I< ):.: I 
~\ (K ) = J 

J =L (K) 
If{J-K) 35,35,25 
K 1 = r<':' r~ 
vO 3u I=1,N, I, 

i( 1= 1<1 -r:J 
H OL fJ=-A (K 1) .~ . 

. ; 
J 1:.; KI -!~-t-J '. 

A (r( I) = A (J I)· 
A ( J I ) = ii 0 l D " 

I=~1(K) 
I F ( I - K) . L. 5, 4 5 , 3 .g 
J r>:: I~ * ( 1 -: 1 ) 

.. 0 J 4 J J:: 1 ,IJ 
J K= !'JI, 0\- J 
JI=JP+J 

.'. 
j. 

Ii OL D:: - ,\ (J ~) 1 

A(JK)=A(JI) 
A(JI): ilOlO 

DIVID[ CulU:-1.'.J l''( r·!!IJu:,: r'lv()\ (Vi\LU,- OJ ~;IVJT LU;V.Er~T IS 
COinAIIIC:fJ"l~~ iHGA) 

If(OlGA) 
()::J.O 
R i:.l ll!<!1 
l> () ') ) I:: 1 , II 
I r 0.- :: ) :3 f)" ~ 5 , 5 d . 
1:<=NI~"I 



0 

c 

C 
C 
i: 

C 
C . .. 

1\ ~l to =f\ U. ',,) Il-ill i~~) 

is C.OHTINu( 

DO 65 1=1,H 
IK=NI~of'I . 
Ii OL·D::. A ( I K ) . 
iJ::I-,'l 

, ,DO 6:'> J=1,N 
I·J=lJi'N 
,IF(I-K) llll,(,;,~;6J 

to IF(J-~) D2,o5,62 
b2 KJ=IJ~r+~ , 

, " 

A CI J ) = 110 Lf) ... id IU ) +/'. (' 1 J ) 
(, ) C 0 IJ T HI U C ' ' 

(a 
7'; 

dO 

I, 

K J =:~- tl 
D Q 7~ J=1,r'l I, J "=" K J +.;.J ~: 
I F ( J - K'> 70', 7 I; , 7 iJ 
A (K j ) =,'\ «(~ J ) / a 1 G i' 
C (H'I T I j.JU [, " 

P~b~UCT Of PIV0T~' 
.! 

, D=.L>*:JIGA'·' '. 

REPLACE P1VOT uY R~CIPR0CAL , 

A (K K) = 1 • 0 /',1 I G A 

C· 
FIlIAL RO,/'MIll COL.,;,':"" (.;{CIiAfIS;': . 

~ 

C 

c 
" w 

1uO 

1()s 

1U3 

K=N 
K=(K-D 

I 

IF(K) 15J,1:iO,1:J5 
I =L Ci~) , 
I f ( 1- K) 0 1 ~(), 1 ~:u 1 oj -:. ' 

J (};::I~* (K-1) < 

J :~:: N* (1 -1 ) 
() 0 11 0 J = 1 , N" ' 
JK=J·)+J 
UaLD=',I\CJK) 
J != J I~ oj'J 
AeJK)=-A(JI)" 

11 0 A (J 1) :: lio (~\) l 
120 J =j,j (K): I 

I F( J-t() 1 OU,; 00,125 : 
1 2 5 . K I;: K - N ' ' " 

l> U ' 1 3 u 1= 1 , j~'; 
KI::KI+H 

'li")LD=lICi~I ) 
J I = t~ I -I: + J ! 

A (KI)::-A(JI)'· 
1,)(J A(JI) =HOLO; 

GO TO 100 
1:.;0 tltTUI~r~ 

E !h) 

.............. -..... ' .. ., . ,. .. ' ...... -............................. ". 
. ~ . / 

, 

SJ iliF1Ll TI;H G /'1:' rC) 
I " 

I 
] 

1 
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-j 

C ' PUR PO,S [: 
c 
c 
c 
c '. 
c 
C I 

..: - ! 

" to 

I~UL,npI.!.Y, n!.OGErERAL j'l/ .. fiHLES TO' ,FORM A RE.5UL TAln, GfNERAL 
J'JAT rn X 

U~IiGr 

CALL G~iPR[)(A,J .... R ... I~,:1,L)' I, 

~ 

DESCRIPTION uF PAnA;-li:T::i~~ 
A -, N 1i:-1 [ ~ f . F ll~ :) T l:J .:' U r;-1 AT f( I I.. I 

I 
1 C fJ I~A~£ Of SEtJlIlJ~jJ?UT :1ATidX I 

C 
C . ... 
~ .. 
i: 
C 
C 
C 
C 
C 
C 
C 
C 
C . 
'-
," 

" ..: 
c 
c 
c 
c 

c 

R NA:1C Of 'OJTPUT ,,1ATiUX -
III - ilUM8Ca Of fn~JS Ii. " 
;~l - !H1~i:':E'r: ~f C (iL i.I:d:; I:J A A: .. IJ P.::JwS IN U 
L I~Llf'''8tR'Of COLUH,J3 IN 8 

I 

REi:1ARKS-''- . , 

ALL, ;'1 J\ T RIC f ~ ,1 U '3 T J;; S 1 0 I~ E I> A 5 G E 112 R A L - j-l A T RIC E S 
i'li\Tr.l)(ii~ CA:Wn .3£ ·liJ THE~Aj·i': LOCATION AS,r.t/\TRIX A 
i;lATiH)(~ R C.4'i;~UT ,~3E I:" TilE. St';'j:: LOC,HION AS HATRIX !) 

'NU:'1B£K i Or 'COLu!1j~~ 0f;<IJ..TRIX 1\ f'lUST dL ECiUAL TO NJI'IBER OF: RO~ 
, 0 f :·lA T ~ IX ,i 'I 

S U G I~ nu 1I ~,: s 
, j,O:U: 

IqE T HOD \ 
THe M ~y L MATRIX IS PREMULTIPLICD Jy tHE" bYM MATRIX i 
AfJD Td( Ri:SULT is ~TO!nD IiJ 111£ N- (j'Y L MATRIX R 

- ! 

I 

. . . . 
.• " ••••••••••• ••.••••••••••••••••••••••••••••••.•••••••••••• e .••••••••• f ' -' , 

I 
S iJ ~ R 0 UTI rI E G f., P R ;> ( '\' J, ~, N ... :~1, L) , 
DIM£NSIO~ A(1),~(1),R(1) 

I I~::; 0 
11<= -;"1 
L>01lJ 1<.=1,L 
I i(= IK't'!·\ '( 
DO 1 ,)- J = 1 , rl i: 

1 R= 1i/+1 
J 1= J - N 
I 3= I I~ 
il <I 10 =,) 
Do) 10 1=1,;'1 J: ;-

I 

J 1= J J +!J ,I' 

I :3= I fj+1 
1 '-1 R ( I r.) = H ( 1 i'~) ~. A (J I ) 1<~: (I ~j ) 

i~ [T UH N 

I 

[ 'I:) 
16.12.53.UCLP, ~J,fpOj 1 • I.. -, ::; f... u.s. 

I 
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