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A STUDY OF MANIPULATOR DYNAMICS 

AND CONTROL 

ABSTRACT 

iv 

In this work, the dynamics and control of a manipulator arm are 

investigated. Two different forms of the dynamic model of an n degree 

, of freedom manipulator are studied and general computer oriented algo­

rithms are developed to obtain the system matrices of the dynamic 

model. The algorithms are based on Newtonian mechanics; they/are re­

cursive and independent of the manipulator configuration. 

For the purpose of control of a manipulator arm two different 

control schemes are proposed which are based on minimum energy optimal 

control. In the first method the system is decomposed into n sub­

systems and each subsystem is controll~d independently while,in the 

second method the dynamic coupling among subsystems is taken into 

account. 

Computer simulations-are carried out for two different manipulator 

models in order to investigate the effectiveness of the proposed con­

trol methods, and it is seen that the proposed suboptimal adaptive 

feedback law gives reasonably good results. 

• 



ROBOT KOLU DINAMIGI VE DENETIMI 

OZERINE BIR CALISMA 

KISA UZET 

v 

Bu callsmada bir robot kolunun dinamigi vedenetimi incelen-

,mistir. N serbestlik dereceli bir robot kolunun dinamik modelinin 

elde edilebilmesi icin iki genel hesap ytintemi geli$tirilmistir. Bu 

yontemler Ne~/ton mekanigine gore geli$tirilmi$ olup robot kolunun 

yaplslndan baglmslzdlrlar. 

Robot kolunun denetimi icin iki degisik yontem sunulmu$tur~ 

Her iki ytintem de minimum enerji optimum kontrol teorisine gore 

geli$tirilmi$ olup ilk yontemde sistem eklem say~sl kadar (n tane) 

altsisteme ayrlllp her altsistem baglmslz olarak kontrol edilmekte, 

ikinci yontemde ·ise eklemler araslndaki dinamik etkile$im goztinUne 

allnmaktadlr. 

Sunulan kontrol yontemlerinin uygulamlabilirligini slnamak . 

amaclyla iki degisik robot kolunun kontrolu bilgisayarda benzetim 

yolu ile incelenmi$ ve sunulan altoptimal kontrol yonteminin iyi 

sonuclar verdigi gtizlenmi$tir. 
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I. INTRODUCTION. 

/ 

Industrial robots have become increasingly important in 

industrial automation in recent years. They are extensively used 

and are normally equipped with relatively simple control systems. 

Such control systems have proved adequate only at low speeds. Hence, 

there is a need for improved control techniques because of the jn-

creased demand on manipulator performance. 

The first step in the development of a manipulator control 

law is the derivation of the dynamic model of the system. It becomes 

very difficult to derive the equation of motion analytically for a 

manipulator when it has more than thre~ degrees of freedom. It is 

also necessary to develop a general method for the dynamic modelling 

of a manipulator, thus allowing to analyze various manipulator models. 

Those reasons motivated the researchers recently to propose various 

computer oriented algorithms for the real time computation of the 

manipulator dynamics. Those algorithms consists of recursive equa­

tions based on either a Lagrangian formulation [1,2J, or a Newtonian 

formulation [3,4,5J. They have the common feature that, based on the 

information about the kinematic scheme of the mechanism, the algorithm 
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calculates positions, veloc~ties and accelerations, and derives 

differential equations of motion. Although those recursive equa­

tions are suitable for real time control, they don't give closed 

form differential equations that describe the dynamic behaviour of 

a manipulator. 

Manipulators are basically positioning devices and the dyna­

mic control of them involves the determination of the inputs for the 

actuators which operate at the/joints so that a set of desired values 

for the positions and velocities of the manipulator are achieved. 

One of· the difficulties in the control of a manipulator is that its 

equations are highly nonlinear and involve coupling among the multiple 

links. This complicates the design of a control system for high per­

formances. Several methods are proposed for the control of a mani­

pulator ann. The control schemes suggested include classical con­

trollers [6,7] as well as optimum controllers [8,9J. Among the.clas­

sical control methods the calculation of the torques for a nominal 

trajectory is presented in [6J. This control method requires a con­

siderable amount of calculations and memory storage. Another of the 

early proposed techniques is the resolved rate control [7J in which 

the joint angle rates are computed S9 as to cause the end point of 

the manipulator to move in a definite direction. More recent studies 

apply optimum control theory to the manipulator control. There are 

also adaptive control strategies found in literature. The most 

notable of these is the model referenced adaptive control [lOJ. In 

thi s meth·od the coupl ing terms between the joints are negl ected and 

a linear second order time invariant model is used as the reference 



3 

model for each degree of freedom. The manipulator is controlled by 

adjusting position and velocity feedback gains to follow the reference 

model. 

In this work two general computer oriented algorithms are 

developed, which can be used to construct the dynamic model of any 

kind of open kinematic chain that consists of-a combination of rota­

tional and translational joints. With those algorithms it is possible 

to solve both the direct and inverse problem of mechanics. The deri- . 

vation of the algorithms are explained in Chapter 2. 

. In Chapter 3 two different control schemes are proposed in 

order to control a manipulator. In both methods optimum control of 

a manipulator arm is investigated using an energy optimal performance 

index. In the first method the system is decoupled and the optimum 

control is-found for each subsystem. In the second method a subop­

timal adaptive feedback law is proposed to control the system. 

Dynamic and static performances of the proposed algorithms 

have been tested on a typical manipulator configuration. A recti­

linear trajectory in three dimensional space has been selected as 

the basic scenario-and various computer simulations are carried out 

with different combinations of simulation parameters in ordef to 

emphasize the advantages and disadvantages of the proposed methods. 

The numerical sim~l~tion results are presented in, Chapter 5. 

Chapter 6, concluding, this work, r~sumes the basic results and 

gives recommendations for further studies to improve the dynamic analy­

sis and control of manipulators. The modelling algorithms have proven 

to 'be successful and the proposed control methods, in spite of the 

conservative behaviour of the minimum energy approach, have lead to 

satisfactorY results. 



II. MATHEMATICAL MODELLING OF A RIGID LINK 
SERIAL MANIPULATOR ARM 

2.1 KINEMATICS OF THE MANIPULATOR ARM 

4 

A mechanical manipulator is an open loop chain which consists 

of a sequence of rigid bodies, called 1inks~ connected in series by 
/ 

kinematic joints. The joints allow relative motion of the two bodies 

they connect. One end of the chain is generally fastened to a support, 

while the other end is free to move in space . 

. In this study kinematic and dynamic equations are derived 

for a manipulator which has one degree of freedom joints which may be 

either revolute (rotating) or prismatic (sliding). Each joint-link 

pair constitutei one degree-of freedom. Thus for an n degree of 

freedom manipulator there will be n links and n joints. The joints 

and links are numbered outwards, starting from the base, which is 

taken as link 0, to the end effector of the manipulator which is link 

n. Joint i is'the joint which connects link i-l to link i. 

In order to develop a systematic and generalized method for 

the derivatio~ of the kinematic and dynamic equations of a manipu­

lator arm a body coordinate frame (Xi'Yi'Zi) is attached to each 
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link i. Adjacent coordinate frames are related to each other by four 

parameters developed by Denavit and Hartenberg [llJ. Those parameters 

are defined as follows (shown in Fig. 2.1): 

e = the joint angle from X. 1 axis to the x,' axis about i ,-
+ the zi-l axis (using the righthand rule). 

d. = the distance from the origin of the (i-l)th coordinate 
1 

+ + 
frame to the intersection of the zi-l axis with the xi 

+ 
axis along the z. 1 axis. 

1-

Link i-1 

./ 

/ 
/ 

Link i 

FIGURE· 2.1 - Parameters relating adjacent coordinate systems. 
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ai = the offset distance from the intersection of the 1i-l 

axis with the X. axis to the origin of the ith frame 
. 1 

along the xi axis (or shortest distance between the 
+ + 
z;_l and zi axes). 

+ + ui = the offset angle from the zi-l. axis to the zi axis 

about the xi axis (using the righthand rule). 

For a revolute jOinf, di , ai and ui are the joint parameters 

and remain constants, while a. is the joint variable that changes when 
1 

link i rotates with respect to link i-l. For a prismatic joint, ai' 

a i and ui are the joint parameters and remain constants, ~hile di is 

the joint variable. These parameters constitute a minimal sufficient 
/ 

set to determine the complete kinematic configuration of each link of 

the manipulator arm. 

Every coordinate frame is determined and established on the 

basis of three rules [12J: 

1) 
+ 

the zi-l axis 1 i es along the axis of motion of the 

ith joint; 

ii) the xi axis is normal -to the!. 1 1-
axi s, pointing away 

from it; 

iii) the +y. axis completes the righthand coordinate system 
. 1 

as required. 

With the above rules, reference frame (Xo,yo,2
0

) can be placed any­

where in the supporting base as long as the 20 axis lies along the 
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axis of motion of the first joint. The last coordinate frame (nth 

frame) can be placed anYl'/here in the hand as long as the xn axis is 

normal to the 1 1 axis. An algorithm for establishing consistent n-
orthonormal coordinate systems for a manipulator is given in Appendix A. 

In order to transform a vector expressed in the coordinate 

system of link i to the coordinate system of- link i-l homogeneous 

transformation matrices are used. Using Denavit-Hartenberg parameters 
.-

in order to relate the b/o coordinate systems, the homogeneous trans-

formation matrix that maps the coordinates of a vector expressed in 

(+ + + ) . (+ + the coordinate system x,"y"z. to the coord1nate system x. l'Y1' l' 1 1 1- -

2i - l ) is given as 

cosS i -COSCI. .sinS. si m .sinS. a .cosS . / 
1 1 1 1 1 1 

- 'i sinS i cosaicosS i -sin(:l..cosS. a. sinS. 
A. 1 = 1 1 1 1 (2.1) 

1- a si na i cosa i d. 1 

a a a 1 

The inverse of the matrix i which is also used for the A. 1 1-
transformation of a vector from the (i-l)th frame to the ith frame 

is given by 

cosS. sinS i a -a. 
.1 1 

. [A~ r 1 i -1 -cosa.sinS. cosa.cosS. sino.. -d.sina. 
1 1 1 1 1 1 1 (2.2) = A. = 

1 -1 1 sina.sinS. -si no. .cosS . coso.. -d.cosa. 
1 - , 1 1 1 1 1 1 

a a a 

The homogeneous transformation matrix that will transform 

. the coordinates of a vecto;~ from the coordinate system of 1 ink i to the 
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coordinate system of link J is obtained by successive multiplication 

of the transformation matrices 

Ai = AJ+l i-l i J J .......... Ai _2 · Ai _l 
i k+l 

= IT Ak 
k=J 

(2.3 ) 

The upper left 3x3 submatrix of the homogeneous transforma­

tion matrix A~ 1 represents the rotation matrix which is used exten-
1-

sively in the derivation of the dynamic model of the manipulator arm. 

The rotation matrix maps the/coordinates of a vector from one coor-

dinate system to another one whose origins are the same, but rotated 

with respect to each other. The rotation matrix for the transforma­

tion from link i coordinates to link i-l coordinates is given by 

cose i -cosaisinei sinaisine i 
i sine i -sina.cose. (2.4) R. 1 = cosaicosei . '1- 1 1 

0 sinai cosa i 

Since the transformation given by Eq. (2.4) is an ortho-

normal transformation, the inverse of the rotation matrix is equal 

to its transpose 

R~-l = (R~ )T 
1 1-1 

(2.5) 

A homogeneous transformation matrix geometrically represents 

the location (position and orientation) of a rotated coordinate sys­

tem with respect to a reference frame. Given a reference frame 

(~ ,; ,1 ) and a homoge~eous transformation matrix A! the column o 0.0 

vectors of the rotation submatrix represent the principal axes of 

the coordinate system (ti .;i;1i ) with respect to the reference frame. 
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The fourth column of the homogeneous transformation matrix represent 

the position of the origin of the ith frame with respect to reference 

frame as given by 

-r y. , 
a 

(2.6) 
a 

If n is substituted for i in Eq. (2.6) the obtained matrix ,. 

is called the arm matrix which completely specifies the position and 

orientation of the hand with respect to the refereoe frame 

\'/here 

-r 
S 

a 

-r n = unit normal vector of the hand, 
-r s= unit sliding vector of the hand, 
-r a = unit approach vector of the hand, 
-r p = position vector of the hand. 

-r 
a 

a ~l (2.7) 

All these vectors are defined with reference to base coordinates as 

shown in Fig. 2.2. 

Once the link coordinate frames have been assigned td the 

manipulator it is possible to obtain the cartesian position and 

orientation of the manipulator end effector with given joint coordi­

nates using Eq. (2.3). This is called the "direct kinematics solu-

tion" as given by 
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A~ ••••..• (2.8) 

~
\ .....-n \ _ -

..-

a s'~ 
" . 

FIGURE 2.2 - Position and orientation vectors of the hand. 

The control of a manipulator necessitates the inverse kine-

matics solution. For the solution of the" inverse kinematics problem 

it is necessary to find the required joint coordinates given the 

desired position and orientation of the hand. The existence of an 

explicit solution to the kinematic equations for any manipulator is 

of great importance in evaluating the manipulator's suitability for 

computer control .. 



11· 

2.2 DYNAMICS OF THE t1ANIPULATOR ARM 

2.2.1 Introduction 

The first step for manipulator design and control is to derive 

its dynamic model. For manipulators with only two or three degrees 

of freedom the dynamic equations of the system can be derived manu­

ally. For manipulators with more than three degrees of freedom the 

equations are so compl ex that -'it becomes very difficul t to derive 

them by hand. Then it is required to form such an algorithm which 

could automatically compose the dynamic equations, based only on input 

data on mechanism parameters. This helps to eliminate the problem of 

committing errors \I/hen forming the model by hand. 

The following requirements should be considered in order to 

find an efficient method for manipulator modelling: 

i) The method to derive the equations of motion should not 

be very complex, it should be easy to formulate. 

ii) The model must be accurate enough to give results which 

satisfactorily describe the operation of the actual 

system yet simple enough to be of practical use for 

both design and real time control. 

iii) The system equations must be solveable in a short time 

for on-line control purposes and computational efficiency. 

This is required also to reduce the cost of simulation. 

iv) The method should solve both direct and inverse problems 

of dynamics. Thai is, given the motion of the mechanism 
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members it should compute the necessary torques to ensure 

that motion, or given torques it should calculate the 

accelerations. 

v) The method has to be general. Given only the system para­

meters as input, it should give all the information needed 

for the study of the system. 

vi) The dynamic model should consider the constraints of the 
" I 

system. It should provide information to predict and 

prevent actuator overloads. 

2.2.2 A General Computer Oriented A1qorithmfor Dynamic 

Modelling of a Manipulator 

There are various recursive algorithms proposed in the 

literature for dynamic modelling of manipulators [1-5]. They 

generally calculate the velocities and accelerations of each link 

by a forward recursion starting from the base of the manipulator 

to the end link. Then the generalized forces are obtained by a 

backward recursion from the end link to the base of the manipulator. 

In this ~ection a general algorithm for dynamic modelling of an n 

degree of freedom manipulator is developed using Newton Euler's for­

mulation. Rather than calculating the velocities and accelerations 

directly, their correspondin~ coefficients are calculated as proposed 

in [3]. Thus a dynamic model of the system is obtained which can be 

used for the sO,lution of both direct and inverse problem of mechanics. 

Also the ve1oc;:ities and accelerations (or corresponding coefficients) 
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are calculated in each link's internal coordinate system as suggested 

in [4J; thus eliminating the need for a great deal of coordinate 

transformations. 

The dynamic model of an n degree of freedom manipulator is 

represented by a set of n nonlinear differential equations which 

describe the motion of the system in the space of internal (joint) 

coordinates. The equations of motion can be generated in various 

forms depending on whether the information on dynamics is necessary 

for dynamic analysis of the system or for the synthesis of control 

algorithms and the simulation of particular control laws. 

In general, the equation of motion for an n degree of freedom 

manipulator can be written as: 

where 

(2.9) 

q nxl vector of joint variables, 

J(q) nxn symmetri.c, nonsingular moment of inertia matrix, 

V nxn diagonal viscous friction matrix, 

f(Cj.q.,q):nxl vector specifying Coriolis and centrifugal 
1 J 

effects, (i,j = 1,2, ... ,n), 

g(q) nxl vector specifying the effects due to gravity, 

h(q) nxl vector specifying the effec.ts due to external 

forces and moments exert~d on link n, 

~ nxl vector of input generalized forces. 

In thi"s section a method is developed to form the matrices . 
J and V, and the vectors 1, i.and h assuming that the vectors q and ~ 
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are known. In this method a recursive formulation based on Newton-

Euler dynamics is used. First the velocities and accelerations of 

all the links of the manipulator are obtained by a forward recursion 

starting from the base of the manipulator to the end link. Generalized 

forces are then calculated by a backward recursion starting from the 

end link to the base of the manipulator. 

There is one coordinate system attached to each link of the 

manipulator which moves together with the link. Considering the 

three coordinate systems as shown in Fig. 2.3, one can obtain the 

vector equation 

--~~----------------------~~--Yi 
Xo 

Yo 

(2.10) 

FIGURE 2.3 - Relationship betweeri link coordinate systems. 
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The linear velocity of the coordinate system of link i+l 

with respect to the base coordinates is obtained by the differen­

tiation of Eq. (2.10), 

(2.11) 

where "X" sign denotes the cross product, and 

+ Wi angular velocity of ith frame with respect to 

d~+l 
(d~ ) i 

the base frame 

+* rate of change of Pi+l with respect to the ith 

frame 

Differentiating Eq. (2.10) once more gives the linear acce-

leration of ith frame with respect to the base frame 

where 
+ a. angular acceleration of ith frame with respect 

1 

to the base frame. 

(2.12) 

The third and fourth terms on the right side of Eq: (2.12) represent 

the centrifugal and Coriolis aCcelerations respectively. The angular 

.velocity of link i+l with respect to the base coordinates is given by 

(2.13 ) 



16 

+* where wi+l is the angular velocity of (i+l)th frame with respect to 

the ith frame. The angular acceleration of (i+l)th coordinate frame 

is obtained by differentiating Eq. (2.13) 

&:i* 
+ _ + (+ +*) (i + 1 ) 
ai+l - ai + wi x wi+l + dt i (2.14 ) 

Equations (2.11) to (2.14) are the basic rel~tions for velocities 

and accelerations between links and the base of the manipulator. 
,-

If link i+l is translational in coordinates (1i'~i'!i) it 

travels in the direction zi with a linear velocity qi+l relative to 

link i. If it is rotational in coordinates (x,,:Y,,z,) it rotates 1 1 1 

,about zi axis. with an angular velocity qi+i relative to link idue 

to the definition of link frames according to the rules given in 

Section 2.1. Hence, one obtains 

Ziqi+l if link i+l is rotational 

+* (2.15) wi+l = 
+ 
U if link i+ 1 is translational 

zi Cl i+l if link i+l is rotational 
+* dWi+l _ 

(2.16) (dt )i-
+ 

if link i+ 1 is translational a , 

+* p* if link i+l is rotational 
dp~+l 

Lui + 1 x i+ 1 ' 

(2.17) (dt ) i= 
+ • if link i+l is translational z,q'+l 1 1 . 

+* 
dw i+l +* +* ( +* Tk ) , f l' k ' 1 is (dt )/Pi+l + w'+lx w'+lxP'+l ,1 1~ 1+ 

d2~ 
1 1 1 rotat1onal 

Pi+l (2.18) ( dF )i= + .. if 1 ink i+l is translational ziqi+ 1 
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Combining Eqs. (2.11-18) yields the following recursive 

equations for angular and linear velocities and accelerations: 

+ +. 
wi + ziqHl ' if link Hl is rotational 

+ 
wi+l = (2.19) 

+ vHl -

+, 
a i +l = 

+ 
wi ' if link i+l is translational 

+ + .. + (+ • 
ai + ziqi+l + wi x ziqi+l) , if link i+l is rotational 

+ 
a· 

1 

+ 
vi 

+ v· 1 

(2.20) 

, if link i+l is translational 

+ +k 
+ wHlxPi+l ifl ink Hl is rotational 

(2.21) 
+ +* 

+ wi+lxPi+l 
+ • 

+ ZiqHl if link i+l is translational 

(2.22) 

+ ~i+1X(~i+1XP\1) , if link ~+l is 
. 1 translatlonal 

+ 2~i+1X(Ziqi+l)+Ziqi+l 
In order to obtain the velocity and acceleration of the mass 

center of link i, si is substituted 'instead of P7+1 in Eqs. (2.11) 

and (2.12) 

+ + + + 
vGi = v.' + w. x s. 

1 1 1 
(2.23) 

+ + + + + + + 
aGo = a. + a· X s. + W. X (w.xs.). 
. 1 1 1 1 1 1 1 

(2.24) 



FIGURE 2.4 - Vectors related with the links. 

The equations of motion for link i can be obtained by 

D'Alembeft's Principle as 

\'lhere 

+ + + + 
t~. = I. a· + w. x (I. w. ) 

1 1 1 1 1 1 

+ F .. total external force vector exerted on link i 
1 

+ 
M. total external moment vector exerted on link i 

1 

m. total mass of link i 
1 

18 

/ 

(2.25) 

(2.26) 

I. inertia matrix of link i about its center of mass in 
1 
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\ 

The equations of motion derived for link i are referenced to 

the base coordinate system. However the inertia matrix is dependent 

on the orientation of link i, which is changing. Thus the computation 

is quite complicated. A more efficient technique for determination 

of the equations of motion is to have each link's dynamics referenced 

to its own link coordinate system as suggested in [4J. The end result 

of referencing the dynamics to the link coordinates is to obviate a 

great deal of coordinate transfopmation and to allow the inertia 

matrix to be fixed in each link coordinate system. Hence, Eqs. (2.19-

24) are revJritten in terms of each link's internal coordinate system 

using rotation matrices. 

i (0+ +. ) R·+l R.w.+z q·+l ' if link i+l is rotational 
1 1 1 0 1 

/ 

i (0+) R·+l R·w· 1 1 1 

(2.27) 

, if link i+l is translational 

where 20 is given by 20 = (0 0 l)T. 

i 0+ +.. 0+ +. ) 
R·+l(R.a.+z q·+l+R.w. xz q·+l ' if link i+l is 

1 1 1 0 1 1 1. 0 1 rotational 
R~+l~i+l =(2.28) 

o + = 
Ri+l v i+l 

i (0+) R·+l R·a. 1 1 1 
, if link i+l is translational 

(2.29) 

if link ;+1 is 
translational 
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R i ( RO ) +Ro + 0 +* 0 + (0 + 0 +* 
i+l iai i+lo.i+lxRi+1Pi+l+Ri+lwi+l Ri+lwi+lxRi+1Pi+l) , 

if 1 ink i+l is rotational 

(2.30) 

R i (R<» + +.. ) RO + 0 +* 0 + (0+ 0 +* ) 
i+l iai zoqi+l + i+lo.i+lxRi+1Pi+l+Ri+lwi+lx Riwi+lxRi+1Pi+l 

o + i +. 
+ 2Ri+lwi+lxRi+lzoqi+l ' if link i+l is translational 

where R':p*1' = (a., r.sina., r.coso..)T. 1 1 1 1 1 1 
The linear velocity and acceleration of mass center of link 

i is given by 

b+ R.vG· 1 1 

0+ 
R.aG· 1 1 

\'Jhere 0+ R.s. 1 1 is 

0+ 0+ 0-+ = R.v. + R.w. x R.s. 1 1 1 1 1 1 

0+ 0+ . 0+ 0+ = R.a. + R.o.. x R.s. + R.w. x 1 1 1 1 1 1 1 1·· 

the vector from the origin of 

0+ 0+ (R.w.xR.s.) 1 1 1 1 

the ith frame to 

(2.31) 

(2.32) 

the mass 
/ 

center of link i referred to link i coordinates (Fig. 2.4). Once 

coordinate systems are assigned to each link these vector~ become. 

the geometric parameters of the system. 

Since the joint accelerations are not known, the (:xpressions 

for angular and linear accelerations have to be written in a modified 

form in order to solve the inverse dynamics problem [3]. 

The angular acceleration ·of link i can be written as 

0+ R.o. . 
1 1 

i +.. + 
= l: 1jJiJ·qJ· + 8 i j=l 

(2.33) 

where ~ .. and e: are angular .. acceleration coefficients. They are . 
1J 1 

. obtained by substituting Eq. (2.33) into Eq. (2.28). For a rotational 

link 



21 . 

~ .. i-l~ for = R. . 1 . 1 < j < i-l 1J 1 1 - ,J 

+ i-l+ ljJ •• = R. z 
" 1 0 (2.34) 

+ i -1+ i -1 ( 0 + + e· = R. e. 1 + R. R. lW' 1 x zoq l' ) 1 1 1- 1 1- 1-

For a translational link 

+ i-l~ for 1 j i-l ljJ •• = R. . 1 . < < 1J 1 1 - ,J .-

+ + 
ljJ •• = 0 

11 (2.35) 

+ i -1+ 
e· = R. e· 1 1 1 1-

The linear acceleration of each link can also be written as 

0+ R.a. 
1 1 

i 
+.. + 

= E s··q· + ni 
j=l lJ J 

(2.36) 

\·,here S·· and n
1
· are linear acceleration coefficients. Substituting 

lJ 

equations (2.33) and (2.36) into Eq. (2.30) yields the recursive 
+ + equations for S·· and n· for a rotational link as 

1 J 1 

-;t i - l-;t + RO+ * !:S" = R.!:S. 1 . + ljJ .. x .p. 
1J 1 1- ,J lJ 1 1 

for 1 < j < i-l 

+ i -1+ + 0+* RO+ ( RO+ RO+ *) n. = R. n· 1 + e· x R.p. + .w. x .w· X .p. 
1 1 1- 1 1 1 1 1 1 1 1 1 

and for a translational link" 

(2.37) 



for 1 < j < i-1 

~ _ + 07*' i-l+ 
l) •• - " ••• x R~ fJ· + R. Z 

11 't'11 1 1 1 0 

+ = i-l+ + 0+* 0+ (0+ 0+*) n· R. n· 1 + e· x R.p. + R·w· x R·w· x R.p. 1 1 1- 1 1 1 1 1 1 1 1 1 

2 0+ i -1+ • + R·w· x R. z q. 
1 1 . 1 0 1 

, 22 

(2.38) 

The linear acceleration of mass center of link i can also 

be represented as 

i 
07 _ + + 

R.oG· - l: A· .~. + y. 
1 1 j=l lJ J 1 

(2.39) 

The recursive equations for vector coefficients t ij , and ~i are " 

obtained ,by substituting Eqs. (2.33), (2.36) and (2.39) into Eq. (2.32) 

t.. = ~.. x R~S. + e. . 
lJ lJ 1 1 lJ 

for 1 < j < i 

+ + 07 0+ (0+ . 0+) + 
Yl. = e· x R.s. + R.w· x R·w. x R.s. + n· 

.111 11 11' 11 1 

(2.40) 

Equations of motion for link i can be written in coordinates 

of ith frame as 

0+' 0+ R.F. = m.R.aG· 
1 1 1.1 1 

(2.41) 

0+ - 0+ 0+ (- 0+) R.M. = J~R·a· + R.w. x I.R.w. 
11 111 11. 111 

(2.42) 

where Ii is the inertia matrix of link iabout· its center of mass 

(
+ + +) referred to its own coordinates x.,y.,z .. 
111 
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Substituting Eqs. (2.33) and (2.39) into Eqs. (2.41) and 

(2.42) one gets 

0+ :.;. + A.F. = L.q + ,Q,. 
1 1 1 1 (2.43) 

0+ :.;. + A.M. = N.q + n. 
1 1 1 1 (2.44) 

where L. 
1 

and N. 
1 

are 3xn matrices given as 

t.. 0 ..... OJ 
11 

+ + + 
1jJ i i 0 ••..• OJ 

and the vectors ti and ~i are defined as 

~i = miYi 
+ -+ 0+ (-o+) n· = I·e· + R.w. x I.R.w· 

1 11 11 111 

Considering the forces and moments acting on link i as shown 

in Fig. 2.4, one gets the equations 

where 
+ 
f. fqrce exerted 6n link i by link i-l 

1 
·0 m. moment exerted on link i by link i~l 

1 

09 gravitational acceleration 

(2.45) 

(2.46) 



24 

S' + + + + 
1nce ci-Pi-l = pi + si as seen from Fig. 2.4, the above 

equations lead to the following recursive relations for the reaction 

forces and moments: 

+ + + + f. = fi+l + F. - m.g 1 1 1 (2.47) 

+ = mi+l 
+* + + CP~ + !.) 

+ m. +p.xf· l x ·F. 1 1 1+ 1 1 1 

(+* +) + + - p. + s. x m.g + H. 
,,- 1 1 1 1 (2.48) 

Rewriting equations (2.47) and (2.48) in the internal coor­

dinate system of link i gives 

o + 
R.m.g 

1 1 

( 0+* 0+) (O+F 0 +) + RO.+M + R.p. + R~s. x R .. - R.m.g 11 11 '1 11 10 

(2.49) 

/ 

(2.50) 

All the unknown reaction forces and moments can be calculated 

using equations (2.49) and (2.50) by a backward recursion starting 

from link nto the base of the manipulator. For an n degree of 
+ + 

freedom manipulator fn+l and mn+l are, respectively the force and 

moment exerted by link n upon an external object. 

Substituting Eq. (2.43) into Eq. (2.49), one obtains an 

expression fot the reactioQ forces which is suitable for deriving 

the equation of motion of the manipulator. 

(2.51) 



where the elements of this equation are given by the recursive 

relations: 

T = Ri.+1T. L 
i 1 1+1 + i 

_ i+l 0 * 9f·- R. 9fo 0 + R.m.~ 
1 1 i +1 1 1 

First terms of the above equa1ions are omitted for i=n. 

For i 
+ + 0+ 

= n fHi is given by fHn = Rnfn+l . 
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(2.52) 

(2.53) 

(2.54 ) 

(2.55) 

Similarly the reaction moments are also obtained by substi-

tuting Eq. (2.44) into Eq. (2.50) 

R~m. = S.~ + s! - 9 . + mHo 
1 1 1 1 m1 1 

(2.56) 

The elements of Eq. (2.56) are given by the recursive relations: 

'+1 
S. = R~ S.+l + C. + D. + N. 

1 1 1 1 1 1 

where the kth column of the matrices Ci and Di are given as 

k _ 0** (i+l .)k C. - R. fJ· x R . T. +1 
1 0 1 1 1 1 

k _ (0+* 0) Lk D. - R.p. + R.s. x l' 
1 1 1 1 1 

'. 

(2.57) 

(2.58) 

(2.59) 

where the superscript k indicates the kth column of the matrices 

involved. 

(2.60) 
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Ri+l+ 0+ i+1 0 + = 1· gm + R.p~ x R. 9f + (R~~ + R~.) x R.m.g 
i+1 1 1 1 i+1 1 1 1 1 1 1 

(2.61 ) 

The first two terms of equations (2.57), (2.60) and (2.61) are 

omitted for i = n. 

Ri+1+ 0+ + = . mH + R.p~ x f H. 
, 1 i+1 1 1 1 

(2.62) 

For i = + . . b + RO+ RO+ * +f n mHi 1S g1ven y mHn = nmn+1 + nPn x Hn. 
,.. 

The required force or torque at joint i that the actuator 

should provide is equal to the projection of the reaction force or 
+ + 

moment at the joint (f i or mi according to whether the joint is 

translational or rotational) onto the z. l' axis plus the friction 
1-

force or moment. Hence, 

[ i ' ( 0+ )JT+ • R. 1 R.m. z + b.q. , if link i+l is rotational 1- 1 1 0 1 1 
(2.63) 

[R~ l(R~f.)JTz + b.q. , if link i+1 is translational 1- 1 1 0 1 1 

Equations (2.51) and (2.56) are substituted into Eq. (2.63) 
+ 

in order to form the inertia matrix J, and the vectors f, 9 and ~. 

Starting from the first link to the last link all e1emen~of the 

inertia matrix and the vectors are formed by means of the expressions: 

(R~ lS.)3· , if link i is rotational 
, 1- 1 J 

J .. = (2.64) 
1J 

(R~ 1T:)3. if link i is translational 
1- 1 J 

for i,j = 1, ... ,n 

where the subscripts i,and j,on Mij indicates the corresponding 

element of matrix M. 
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(R~ 1?')3 1- 1 if link i is rotational 
+ 
f. 

1 
= (2.65) 

(R~ 11.)3 1- 1 if 1 ink i is translational 

(R~ 19 ')3 1- m1 , if 1 ink i is rotational 
+ g. = (2.66) 1 

(RL19fi )3 , if 1 ink i is translational 

.-

(RLlrtiHi )3 if link i is rotational 
+ 
h. = (2.67) 1 

(RL lfHi )3 , if link i is translational 

\'Jhere the subscript i on vii ndicates the ith component of the/vector v. 

2.2.3 A Modified Method for Dynamic Modelling .. 

of a Manipulator 

For purposes of control it may.be desirable to have the 

equation of motion of the manipulator in the form 

+ + + ~ -t. -+ -+ + + -,+- + 
T = J(q)q + Vq + C(q,q)q +g(q) + n(q) (2.68) 

where C is an nxn matrix specifying Coriolis and centrffugal effects. 

In order to form C matrix it is necessary to reformulate the dynamic 

equations of the manipulator separating qi terms. Therefore angular 

velocities are written in the form 

0+ R.w. 
1 1 

(2.69) 
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assuming zero velocity for the base frame. For the case of a rotational 

link the angular velocity coefficients are given as 

+ i-l+ 
S; •. = R. S;. 1 . 1J 1 1-,J for 1.:: j .:: i-l 

and for the case of a translational link 

+ i-l+ 
S; •. = R. S;. 1 . 

1J 1 l-,J 

+ + 
S; •• = 0 

11 

for 1 < j < i-l 

(2.70) 

(2.71) 

The only part of the equations for angular and linear veloci­

ties which contains ~1. terms consist of the vectors t., ~., and'~. as 
1 1 1 

given in equations (2.33), (2.36) and (2.39). Hence those vectors 

are rewritten separating the ~i terms. Assuming zero base velocity 

those vectors can be written as 

vlhere 

+ i-l i-l 
+ 

8i = ~ ~ K· ·kq·qk+l 
j=l k=j 1J J 

+ i-l+ 
Kijk=Ri Ki-l,jk 

for i = 2, ... ,n (2.72) 

(2.73 ) 

for k =i-l 

(2.74) 
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For the case of a rotational link the coefficients 8"ij are given as 

8" .. 
1J 

i-l 
= ~ (+ X RO+p*)O 

t.. K··k .. qk+ 1 k= j 1 J 1 1 

i . 1 
(+ +.). 1- 7:-+ 2: ~.. X~. k q k + R. o· 1 . k= 1 1 J 1 1 1-, J 

for 1 < j < i-l 

i + +.) ° t··= 2:(~ •• x~1·kqk 11 k=111 

(2.75) 

For the case of a translatioAal 1 ink 

where 

i - 1 i + + 0 +. i _ 1+ ) ° 
8" .. = 2: (~··k x R~P~)qk+l + 2: (~ •• x~~k)qk + 2(~ .. x: R. z q. 

1J k=j 1J 1 1 k=l 1J 1 1J . 1 0 1 

+ R~-18: 1. for 1 < j < ;-1 
. 1 1- ,J 

; 
+ (+ +.) ° (+ ; - 1+ ) 0 o .. = 2: ~ .• x~. k q k + 2 ~.. x R. z q . 

11 k=l 11 1 111 0 1 

+ _ + 0** 
~!; - ~ .. x R.I-' .• 
"'1J 1J 1 1 

; 
+ + ° Y1· = 2: <p •• q . . 1 1J J J= 

(2.76) 

(2.77) 

where the coefficients ¢ .. are given as 1J . 

; - 1 ; (+ +11) ° 7:-
= 2: (~··k x R~Sl·)qk+l + 2: ~ •• x~·k qk + o.J. 

k=j 1J 1 k=l 1J 1 1 

for 1 < j < ;-1 

(2.78) 
i 

+ 
<P;i (+ +11)0 + 7:-

= 2: ~;; x~ik qk °ii 
k=l 

where 
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The vectors t., and n. which appear in the equations for 
1 1 

total forces and moments as given in Eqs. (2.44) and (2.45) are 

rewritten using Eqs. (2.72) and (2.76): 

i 
ti = L ~iJ·qJ· 

j=l 

-+, 7 
where cf>l'J' = m.q> .. 

1 1 J 

where 

i -+ -+ • 
ni = L 11iJ·qJ· 

j=l 

-+ 
11 .. 

lJ 

i-l_-+. i -+ _-+ • 
= L 1. K .. kq k+l + L ( S ., x I . S . k) q k 

k= j 1 1 J k= 1 1 J 1 1 

i 
ll .. = L (t .. x r·t.k)qk 

11 k= 1 11 1 1 

(2.79) 

(2.80) 

for 1 .:::. j.:::. i-l 
/ 

(2.81 ) 

substituting Eqs. (2.79) and (2.80) into Eqs. (2.53) and (2.57), 

one gets 

-+ n -+ . 
t. = L a .. q. 

1 j=l lJ J 
(2.82) 

where 
i+l-+ . -+, 

R. a'+l j +cf> .. 
. 1 1 , lJ 

for 1 .:::. j < i 
-+ a .. = 

lJ 
(2.83) 

i+i-+ . 
R. a'+l j 1 1 , 

for i < j 

-+ -+ 
For i = n anj - cf>' - nj' 
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+ n - , +. 
si = L \1iJ·qJ· 

j=l 
(2.84) 

where 

i+l+ + 0+ . + (0+* 0+) +. R. \1'+1 . + R. p~ x o· +1 . + R.p. + R.s. x <p •• + l1' . 1 1 ,J 1 1 1, J 1 1 1 1 1J 1J 
+ \1 .. = for 1 < j < i (2.85) 1J , 

i+ 1+ + RO+* + R. \1'+1 . .p. x 0'+1 . , for i < j 1 1 ,J 1 1 1, J 

..-
F · + ( RO+ * + RO+s) + • + U . () or 1 = n \1nj = nPn n n x <Pnj + l1 nj. slng Eqs. 2.82 and 

(2.84) C matrix can be formed. The elements of the C matrix are 

given by 

(R~ l~· ')3 1- 1J if link i is rotational 
+ 

1(2.86) C .• = 
1J 

(R~ l~' ')3 1- 1J if link i is trans 1 at i ona 1 

for i,j= l, ... ,n. 

Two differen~ algorithms have been. aeveloped in order to 

obtain ,the dynamic model of ann degree of freedom manipulator arm. 

Both algorithms consist of recursive equations, thus making them 

suitable for programming on a digital computer. They basically 

contain four stages to set up the equations of motion: 

i) In the first stage the coefficients for angular and 

linear velocities and accelerations of the mass centers 

of each link is calculated in internal coordinates of 

links starting from the base to the end link. 



ii) In the second stage total forces and total moments 

acting on each link are calculated. The values of 
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linear and angular accelerations needed for this cal-

culation have been determined in the first step. 

iii) The reaction forces and moments acting on each link is 

determined by using D'Alembert's principle, starting 

from the end link to the base. 

iv) The equation of motion of the manipulator is obtained 

using the equations found in step 3. 

The main difference between the first and second algorithms 
+ . 

is that the vector f, which represents the effects of Coriolis and 
/ 

centrifugal forces, is obtained in an expanded form in the second 

algorithm as 

+ +~~ 
f = C(q,q)q 

Thus it is expected that more insight ~bout the system behaviour can 

be obtained. 
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I I I I CONTROL OF THE ~1ANIPULATOR ARM 

The purpose of control of a manipulator arm is to maintain 

a prescribed motion for the arm along a desired trajectory by applying 

corrective compensation tOl~ques or forces to the actuators to adjust 

for any dev.iation of the arm from the trajectory. Since the dynamic 

model of an n degree of freedom manipulator arm consists of nhighly 
; 

coupled, nonlinear, second order differential equations, it is diffi-

cult to design a control system in order to achieve high performances. 

In this section, two simple control schemes are proposed which can be 

easily" implemented and give satisfactory results. The two basic models, 

which are derived in Chapter 2, are used for the calculation of system 

matrices in order to obtain the feedback gains and the control vector. 

The first model is used when computing the control by the computed 

torque technique as desc~ibed in Section 3.1. In Section 3.2 an 

adaptive control scheme is proposed where the second model is also 

used to consider the coupling terms due to Coriolis and centrifugal 

effects. 
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3.1 COMPUTED TORQUE TECHNIQUE 

If the equation of motion of the manipulator arm (Eq. 2.9) 

is solved for joint accelerations, one obtains an equation of the 

form 

where 1( is given by 1< = V~ + iUloqo,q) = 9(q) + "fi(q). Eq.(3.1) can 
,. 1 J 

also be written as 

q. = u. 
1 1 

i = 1,2, ... ,n (3.2) 

where u is an nxl control vector. Thus the system is decomposed into 

n subsystems, one for each degree of freedom. The manipulato~ is 

controlled using simple servo controllers that are closed separately 

around each degree of freedom, as given by the linear control equation 

(3.3) 

where qd' ~d and ~d are the desired trajectories given in joint 

space, and Kp and Kv are nxn diagonal position and velocity feedback 

gain matrices. If Eq. (3.3) is written for joint i, one obtains the 

scalar equation 

(3.4) 

0. 

where k and k are the diagonal elements of the matrices Kp and Kv. 
Pi vi 

Substttuting Eq. (3.4) into Eq. (3.2) orie gets an expression which 

. describes th~ dynamic behaviour of the ith subsystem as 
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q. + k q. + k q. = k qd + kv.qd. + qd. 
1 Vi 1 Pi 1 Pi ill 1 

(3.5) 

Hence, certain design requirements may be imposed upon the system by 

choosing appropriate values for kp. and kv .. After the control vector, 
1 1 

U, is found,the generalized forces can be obtained in terms of the 

measured quantities, q, and ~ as 

(3.6) 

,,-

The first term of Eq. (3.6) will generate the desired torque or force 

for each joint if no modelling error exists and system parameters are 

known. However, errors due to uncertainty about system parameters, 

external disturbances,and time delay in the servo loop exist, making 

deviation from the desired trajectory inevitable. The remaining terms 
/ 

of Eq. (3.6) will generate the correction torque or force, depending 

on whether the joint is rotational or translational, to compensate 

for small deviations from the desired joint trajectory. 

3.1.1 A Simple Adaptive Approach 

If the ~quations of motion for the manipulator can be derived 

in a closed-form, then the coupling terms can be eliminated by mathe­

matical manipulation of the equations, which is equivalent to a non­

linear transformation.· This is done in [13J for a three degree of 

freedom manipulator armwhere the position and velocity feedback gains 

are chosen to have a damping ratio of 0.8, and a natural frequency of 

20 Hz "for each link of the manipulator, and the system parameters are 

updated whenever their variation exceeds a predetermined tolerance value. 
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Since Eq. (3.2) is being completely decoupled, it has a 

closed form solution for the optimal control problem. If the 

desired acceleration of each joint of the manipulator is known 

for a given time interval [tk, tk+1J as 

:;. + 

qdk,k+l = r k 
(3.7) 

where r is given by r = (yl'y2' .... 'yn)T, then defining the state 

variables as follows 

one obtains the state model of the ith subsystem as 

Xl 0 

d = Cit 

x2 0 

with the initial condition x(to) = xk· 

/ (3.8) 

, t E [tk,tk+1J 

(3.9) 

The optimal control problem is solved by using an energy 

optimal performance index because it leads to stabilizing feedback 

matrices, and the number of control parameters that should be chosen 

wi 11 be reduced. The performance index is given by 
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t k+l 
J = _1_ f u T R u dt 

2 tk 
(3.10) 

where R = p, and the terminal condition is given by x(t
k
+
l

) = O. 
Solution of the optimal control problem defined by Eqs. (3.9) 

and (3.10) gives the control for ith joint as (detailed solution is 

given in Appendix B) 

ui(t) = _6_ (qd . - q.) + ~(qd - q.) + y,'k' t £ [tk,tk+1J 
12 i ' T i ' 

(3.11) 

where T is called time-to-go, and given by T = t k+l - t. Substituting 

Eq. (3.11) into Eq. (3.2), one gets 

q. + ~ q.+ _6_ q. = _6_ qd + _4_ qd + qd. ' t £ (t
k
., t k+l ) 

, T' 12' 12 iT i , 
(3.12) 

Thus the natural frequency of the system defined by Eq. (3.12) 

can be adjusted by only changing time-to-go, while the damping ratio 

of the system is a constant having the 'value ~ = 0.82. Therefore 

the rigidity of the system can be increased by changing only a single 

parameter. 

. 3.2 A MINIMUM ENERGY ADAPTIVE SCHEME FOR 

INTERACTIVE NONLINEAR MODEL 

It seems that the efficiency of the control of a manipulator 

arm will increase as long as the original structure of the physical 

system is preserved in the state model. So the way in which the 
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dynamic equations of the manipulator are converted into a state model 

effects the control algorithm that will be applied to the system and 

consequently its efficiency~ Keeping that point in mind, the state 

model of the system is described by a nonlinear equation which takes 

the coupled dynamics of the joints into account, and given by 

~ -+ (-+ -+ -+ 
X = f x,a,u) (3.13) 

where ~ is the state vector, t is the parameter vector, and ~. is the 
--

control vector. The minimum energy problem is considered given the 

performance index to be minimized as 

(3.14) 

where R is a constant positive definite control penalization matrix. 

The optimal control problem formulated by Eqs. (3.13) and (3.14) 

is very hard to be determined and implemented. Therefore a sub­

optimal linear feedback law is proposed which requires the'repeated 

linearization of the nonlinear state equations [14J. The nonlinear 

state model is approximated by a linear model given as 

(3.15) 

-+ -+ -+ which is valid around the measured values xk' ak and uk at the correc-

tion instant tk: Thus the problem is reduced to a linear time in-
. -+ 

variant servomechanism problem if Ak, Bk and aok are considered 

constants as long as the nonlinear system state stays in the validity 

domain of the '1 inear stationary model. The solution of this problem 

is given by 
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(3.16) 

where P(t) and p(t) are obtained from the adjoint variable via the 

linear Riccati transformation t(t) = P(t)x(t) + p(t) and satisfy 

the conventional Riccati differential equations of the linear servo­

mechanism problem .. 

Further approximation is introduced by taking t = t k, 
. 0 

considering only Pk = P(tk) and Pk = p(tk) and keeping them constants 
/ 

until another correction. The final time t f may be kept unchanged or 

redefined at each correction for a chosen operation time ~ such that 

t f = tk +~. Thus the suboptimal control law is given by 

(3.17) 

/ 
where Gk ~s a linear feedback matrix and ~ok an open loop component 

of the control vector, both constants between two corrections made 

at tk and t k+1, and they are given as 

+ 
An efficient method for the computation of Gk and uok is given in 

[14]. 

3.2.1 Linear System Matrices and Their Generation 

The linear model matrices which appear in Eq. (3.15) should 

be defined in order to apply the control algorithm described in 

Section 3.2.1. The linear model matrices which are valid at the 

time instant tk are obtained by evaluating the matrices in the 
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equation of motion of the manipulator instead of linearizing the 

nonlinear state equations. Two different forms of the equation of 

motion are used to obtain the linear model of the system. 

In order to derive the state model of the system state 

variables are defined as 

i = 1,2, ... ,n 

(3.19) 

where n is the degree of freedom of the manipulator arm. If Eq. (3.1) 

is used in order to obtain the linear model matrices with the above 

definition of state variables, one obtains 

0 1 0 0 

0 0 0 0 

A = 0 0 0 1 

0 0 0 0 

L 0 0 0 0 

where A is a (2nx2n) and B is a 

B matrix are obtained fro[l1 the 

-1] b .. = [J .. 
lJ lJ 

and the vector t is given"by 
. 0 

0 0 o ..... 0 

0 bll b12 .... bl n 

0 B = 0 0 ...• 0 

. 
1 bnl bn2 ... . bnn 

0 

(2nxn) matrix. The elements 

inverse of the inertia matrix 

i,j = 1,2, ... ,n 

(3.20) 

of the 

as 

(3.21) 

(3.22) 
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7" -+ + •• + ++ 
where K = Vq + f(qiqj,q) - g(q) + ~(~). As an alternative, if a 

b 1 · t +* + -+ + sym 0 1C orque vector is defined as T =T - k then the vector ao 
becomes equal to zero. 

The second form of the equation of motion can also be used 

to derive the state model of the system. Solution of Eq. (2.68) for 

joint accelerations is given by 

=;. -1 + + + -+ -+ + q = J (q)[T - [C(q,q) + vJq + k'J (3.23) 

where k' = g(q) - ~(q). With state variables defined as in Eq. (3.19), 

1 i near state model matrices can be obtained from Eq. (3.23) as 

0 1 0 o ....... 0 

0 all 0 a12······ .a'n 
/ 
, 

A = 0 0 0 1 ....... 0 

. 
o 0 0 0 ....... 0 

where the el ements of the A matrix is given by the rel ation 

a .. = [_J- l CJ .. 
1J 1J 

i,j = 1,2, ... ,n (3.24) 

+ 
The matrix ~ is the same as given in Eq. (3.20), and the vector ao 

is given as 

(3.25) 
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3.3 MODEL AND CONTROL HORIZON UPDATE POLICIES 

The methods for the computation of the feedback gains and 

the open-loop components of the control vector, proposed in this 

study, are based on a linear model which has to approximate the non­

linear state equations of the controlled system. Linear model mat­

rices used to generate the control vector are valid as long as the 

system state stays in the validity domain of the linear model. This 
/ 

linear model and corresponding feedback gains have to be corrected 

when the approximation error introduced by the linearization procedure 

becomes important with respect to linear terms. Therefore the system 

matrices, that appear in the equation of m~tion of the manipulator 

should be updated when they no more represent the actual system. There 
/ 

are mainly two approaches adopted for that purpose: 

i) The first one is on-line calculation of the system matrices 

at given instants of time with a predetermined frequency 

as the manipulator arm moves along the specified trajec­

tory. The update frequency of the system matrices can be 

adjusted depending upon the desired trajectories and the 

desired quality of control. As a modification of that 

approach, the-system matrices may be updated only when 

the system state moves away from the desired trajectories 

more than a tolerance value. 

ii) The second approach is off-l,ine calculation of the system 

matrices. The system matrices for desired trajectories 

can be calculated and memorized prior to task execution 
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assuming that the desired trajectories are known in 

advance. Then during movement of the manipulator arm, 

required system matrices can be picked up from the memory 

and kept constant as long as the system state stays in 

the considered region of the desired trajectory. Signi­

ficant departures from the planned trajectory can not be 

tolerated because the precomputed system matrices are 

valid only when the arm configuration is in the vicinity 

of the desired state. In order to overcome this drawback 

Raibert and Horn [15J proposed to calculate the system 

matrices for every possible configuration of the manipulator 

arm and store them for future use. However, this method 

requires considerable memory space. / 

Since the system matrices change during the motion of the 

manipulator arm along the trajectory, feedback gains should also be 

changed according to the changing system matrices. The system matrices 

and the feedback gains are updated tog~ther in most of the adaptive 

control schemes found in literature. 

In this study the update frequency of the system matrices and 

the feedback gains are adjusted separately. Depending upon the followed 

trajectory it may not be needed to update the system matrices as fre­

quent as the feedback gains. 

The values of the control vector depend upon a horizon time, 

T (or time-to-go) at the end of which the controller wants to drive 

.the system state to the desired state while minimizing the control 

cost. The response of the system can be improved by proper tuning 
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of a single adjustment parameter which is the horizon time. Various 

policies can be adopted for its adjustment: 

I­

o ...... 
u 
Q) 

of? 
I-

i) A horizon time, T is chosen and kept constant in the 

time interval (t,tf ) where t f = t + T defines the 

target point for the system to pass through.- The feed-

back matrix and open loop control component are calcu-

lated once at time t and kept constant in the same time 

interval (t,tf ) as shown in Fig. 3.1. 

/ e ,­,-
/ . 

,/ 
,/ 

T 

;' 
;' 

,/ 

--- DESIRED TRAJECTORY 

- ACTUAL TRAJECTORY 
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t Time 

~ 
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FIGURE 3.1 - Change of feedback gains with constant 
horizon .time. 
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ii) Instead of keeping the horizon time fixed in the inter­

val (t,tf ), it is updated \'Jith a predetermined frequency. 

Hence the control vector is also updated with the same 

frequency by taking errors with respect to the target 

point at t f as shown in Fig. 3.2. Hence the gain values 

increases asymptotically in the interval (t,tf ). 

e2 --- DESIRED TRAJECTORY 

e1 -- ACTUAL TRAJECTORY 

T-D.t 

T 

t t f Time 

I 

I 
I 

I 
I 

/ 
/ 

/ 

'" ;; 

t 
Update Update Update Update 

t t f 
Time 

FIGURE 3."2- Change of feedback gains with variable 
horizon time. 
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IV. SIMULATION OF MANIPULATOR BEHAVIOUR 

A computer program i~ written to make numerical simulation 

studies in order to investigate the effectiveness of the proposed 

control schemes. The program is explained in the following sections. 

4.1 14AIN PROGRAI4 

The general structure of the simulation program is given in 

Fig. 4.1. In the first part of the program off-line calculations are 

performed which include the inverse kinematics solution in order to 

determitie the desired joint trajectories. The second part Of the program 

includes the block for simulation of sy?tem dynamics with the selected 

contro 1. scheme. 

All input data required for the program can be classified 

into four groups: 

i) Geo~etric and dynamic parameters of the manipulator. 

ii) Data related with the desired trajectories. 

iii) Data related with the control scheme. 

iv) Other data related with the simulation. 
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~I~URE 4.1 - Flowchart of the simulation program. 
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A description of input data for the simulation program is given in 

Appendix C. 

4. 2 SUBPROGRAf~S FOR TRAJECTORY DEFINITION AND INVERSE 

KINEMATICS SOLUTION 

There are three subprograms written-for the calculation of 

position, velocity, and acceleration of the- end point of the manipu­

lator arm in order to have the manipulator tip to follovi a straight 

line between two points given in terms of base coordinates. Those 

subprograms give three different acceleration profiles as shown in 

Fig. 4.2 and they require the end points of the straight line segment 

and the travel time t f in order to generate the desired trajectories 
/ 

of the manipulator tip. Subprograms HTASK2 and HTASK3 also requires 

the acceleration time taco 

lal 

" " 

FIGURE 4.2 

Acceleration profile given by: 

'" 
-SUB. HTASK1 , 
--- SUB. HTASK2 , 

."1 , , _._.- SUB. HTASK3 , , , 
tac t 

Acceleration profiles given by subprograms 
for trajectory definition. 
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Given the trajectories of the manipulator tip subprograms 

JOINT3 and JOINT6 calculates the desired trajectories of joint coor­

dinates for two manipulator models with three and six degrees of free­

dom, respectively. The kinematic properties of those models and their 

inverse kinematics solutions are presented in Appendix D. 

4.3 SUBPROGRAMS FOR DYNMHC ~lODELLING OF f1ANIPULATOR 

Three programs have'been written for dynamic modelling of 

an n degree of freedom manipulator. Each of them requires the geo­

metric and dynamic parameters of the manipulator and the joint coor­

dinates and velocities as input data. However they generate three 

different forms of the equation of motion. 
/ 

The first subprogram which is called SYSTl generates the 

matrice~ J and V and the vectors, 1, ~, ~nd ~ as given in Eq.(4.l). 

-+- -+-+ ~ -+- -+- -+ 
T = J(q)q + Vq + f + g + h (4.1) 

The second subprogram, SYST2, generates a short form of 

Eq. (4.1) by forming the matrix J and the vector k as given in Eq. (4.2). 

-+- -+-+-+ 
T = J(q)q + k (4.2) 

where 
-+ -+ -+- -+- --+ 
k = Vq + f + g + h 

The last subprogram written for dynamic modelling of a mani­

pulator arm which is calle~ SYST3 generates the matrices J, V, and C, 

and the vectors g, and h, thus giving the equation of motion in the 

form 
•• -+-~ ~ -+- -+ 

~ = J(q)q + [C(q,q) + VJq + g + h (4.3) 
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4.4 SUBPROGRAMS FOR THE CONTROL GENERATION 

There a re rna in 1 y two s uhprograms vJritten to generate the 

inputs for the actuators at each joint. The first one which is called 

REG requires the inertia matrix Jand the vector k as defined in Eq. 

(4.2), the desired joint positions, velocities, and accelerations and 

the horizon time as input data. 

The second subprogram, REG2 uses the values of the feedback 

matrix and the control vector given by subprogram GAIN2 in order to 

calculate the actuator inputs. The inputs required for GAIN2 includes 
+ the linear state model matrices, A, B, and the vector ao' the control 

penalization matrix R, desired terminal state vector xd and the horizon 

time. 
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V, SIMULATION RESULTS 

In order to investi~ate the effectiveness of the proposed 

control schemes a series of computer simulations are carried out for 

two revolute robot arms with three and six degrees of freedom, res-

pectively. The latter model is obtained by adding a three degree of 

freedom hand"to the former one. The parameters of the six degree of 

freedom model are given in Table 5.1 and its mechanical configuration 

is presented in Appendix 0 (Fig. 0.1). 

TABLE 5~1 - Parameters of the six degree of freedom manipulator 
model. 

Link Mass (kg) Length (m) Ix (kgm 2
) Iy (kgm 2

) Iz (kgm 2 ) 

1 4.0 0.20 0.0167 0.0167 0.0067 

2 2.5 0.60 0.0042 0.0771 0.0771 

3 1.5 0.50 0.0025 0.0325 0.0325 

4 0~5 0.12 0.0009 0.0004 0.0008 

5 0.5 0.12 0.0008 0.0009 0.0004 

6 0.5 . 0~08 0.0003 0.0005 0.0003 

The basic scenario used for the simulation studies is to have 

the manipulator tip to move along a straight line from point Pl to point P2 
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in 1.6 seconds. The numerical values chosen for P
l 

and P
2 

are 

Pl = (1,0,0) and P2 = (-0.5,0.5,0.5) expressed in meters. A parabo­

lic distribution is chosen for the speed of the manipulator tip, and 

the maximum value it takes along the desired trajectory is 1.56 m/sec. 

The main parameters of the simulation are the update period 

of feedback gains (TGAIN), update period of system matrices (TUP), and 

the horizon time (or time-to-go, TTG). Computer simulations are carried 

out with various combinations of those parameters. The integration tech-
--

nique used in the simulations is the fourth order Runge-Kutta with a 

step size of 0.01 seconds. Simulation results are summarized in Tables 

5.2-4. The values in the last two columns of those tables evaluate the 

tracking quality and the control cost of the system and they are obtained 

by calculating the quadratic performance index / 

1 tf + + T + + . + T + 
J = ---- J [(xd - x) Q(xd - x) + u Ru]dt 

2 to 

+ + +. 
where xd is the vector of desired states. Hence the term ~d - x g1ves 

the deviation from the desired trajectories (in Tables 5.2-4 this term 

is given as e). Q and R are diagonal penalization matrices whose ele­

ments are given by 

[Q] .. = 11 

100, i = 1,3, ... ,2n-l 

1, i = 2,4, ... ,2n 

[R] .. = 1 , i = 1,2, ... , n 

" 

with n being the degree of freedom of the manipulator. 

The first two sets of simulation are carried out for the 

three degree of freedom model using respectively, the computed torque 
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technique and the adaptive feedback control, and the results are pre­

sented in Tables 5.2 and 5.3. A comparison of the values given in 

Tables 5.1 and 5.2 shows that the adaptive feedback control gives much 

better results than the computed torque technique. For both control 

schemes the best tracking is achieved with a horizon time of 0.04 

seconds while the system matrices and feedback gains are updated at 

each 0.01 seconds. The values given in Table 5.3 indicates that in­

creasing the update period of system matrices and/or feedback gains ,. 

decreases system performance. However, increasing TGAIN influences 

system performance more than increasing TUP. Therefore it will be 

advantageous to increase the update period of system matrices rather 

than the update period of feedback gains if it is necessary to save 

computer time. 
/ 

TABLE 5.2 - Performances obtained with the computed torque technique 
for the three degree of freedom model (TGAIN = 0.01 sec). 

TTG TUP max. error max. error feTQe dt j"tiT RU dt (sec) (sec) on 8i (rad) on e.(rad/sec) 
1 

0.04 0.01 0.085 13.92 32.04 67592 

0.04 0.04 0.216 16.22 39.61 70350 

0.04 0.08 0.361 29.78 58.10 76338 

0.08 0.01 0.136 ,14.22 17.37 15578 

0.08 0.04 0.124 12.19 19.78 16047 

0.16 0.01 0.241 12.79 16.39 3954 

0.16 0.04 . 0.233 11.77 15.57 . 3900 

0.16 0.08 0.489 19.74 21.12 4319 
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TABLE 5.3 - Performances obtained with the adaptive feedback law 
for the three degree of freedom model. 

TTG TUP TGAIN max. error max. error +T + +T + 
(sec) (sec) (sec) on e. (rad) on 8i(rad/sec) Ie Qe dt Iu Ru dt 

1 

0.04 0.01 0.01 0.000065 0.008 0.000005 14.59 

0.04 0.08 0.01 0.001296 0.161 0.000848 17.03 

0.04 0.01 0.04 0.081871 3.127 1.979498 5058.77 

0.08 0.01 0.01 0.000271 0.011 0.000013 14.58 

0.08 0.08 0.01 o J)01566 0.109 0.000516 16.15 

0.08 0.16 0.01 0.006350 0.320 0.004270 20.39 

0.08 0.01 0.04 0.104791 3.831 1.463104 2020.30 

0.08 0.01 0.08 0.194941 2.844 1.670103 687.58 

0.16 0.01 0.01 0.002100 0.044 0.000278 29.04 

0.16 0.08 0.01 0.008548 
--

0.182 0.003197 15.64 

0.16 . 0.16 0.01 0.012209 0.426 0.006668 20.18 

0.16 0.01 0.04 0.133913 3.219 1.326210 825.06 

0.16 0.01 0.08 0.198421 2.684 1. 91 0185 310.71 

0.16 0.01 0.16 0.400077 2.899 5.094765 153.65 

Figures 5.3-5 show the oscillating behaviour of the tracking 

errors of joint angles for different horizon times. It is seen that as 

the horizon time is increased the frequency of oscillations decreases 

while the magnitude of the errors increases. The torque values also 

oscillates when either TUP or TGAIN is in~reased as shown in Figs. 5.9-12 

whereas they only ripple for TUP = TGAIN =·0.01 sec (Fig. 5.8) and the 

frequency of oscillations depends upon the horizon time. On the other 

hand the control energy expended during the movement of the manipulator 

arm decreases as the horizon time is increased. 
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Finally, a third set of simulations are carried out for the 

six degree of freedom model using the same numerical values for the 

motion of the manipulator tip that are used for the three degree of 

freedom model. The orientation of the hand is kept fixed while 

following the straight line from point Pl to point P2. Performances 

obtained with the adaptive control scheme are presented in Table 5.4. 

TABLE 5.4 - Performances obtained with the adaptive feedback 
law for the six degree of freedom model. 

TTG TUP TGAIN max. error max. error feTQe dt +T + 
(sec) (sec) (sec) on e. (rad) on e.(rad/sec) fu Ru dt , , 
0.04 0.01 0.01 0.00060 0.083 0.00039 54.46 

0.04 0.08 0.01 0.01~29 2.291 0.07093 69.19 

0.04 0.01 0.04 0.07719 2.911 2.59373 14133.91 . 

0.16 0.01 0.01 0.22322 5.924 7.26140 ·2606.59 

0.16 . 0.08 0.01 0.53936 8.958 13.63615 2666.37, 

0.16 0.16 0.01 0.42860 7.137 10.79370 2611.62, 

0.16 0.01 0.16 0.25714 4.559 4.95595 1685.00 

Inves~igating the simulation results obtained with the six 

degree of freedom model, it is found that the maximum tracking errors 

occurred in the last three joints of the manipulator. Due to the nature 

of the applied control scheme the joints are perturbed with a certain 

frequency by the actuator supplied torques. Since the inertias of the 

1 ast three 1 inks, \,Ihi ch form the hand of the manipul ator arm, are 

. smaller than the inertias of the first three links, those perturbations 

causes the joints of the hand to overshoot the desired trajectories. 
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FIGURE 5.3 - Tracking errors at joint angles of the three~degree-of­
freedom model obtained with the adaptive feedback law 

20 

for TTG = 0.04 sec, TUP = 0.01 sec., and TGAIN = 0.01 sec. 
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FIGURE 5.3 (continued). 
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FIGURE 5.8 (continued). 
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VI. CONCLUSIONS 

,. 
The dynamic equations of a manipulator are very difficult 

to obtain analytically when the degree of freedom of the system 

exceeds three. Therefore a recursive algorithm is developed which 

. forms the system matrices given the structure and design parameters 

of the system. The algorithm is general and allows the study ofa 
/ 

kinematic chain of any degree of freedom with any combination of 

joints (translational or rotational). This systematic approach may 

also be used to obtain closed form expressions for the dynamic model 

in an easier way. Furthermore the second form of the dy~amic model 

derived in Section 2.2.3 considers also the coupling terms and may 

lead to more efficient control algorithms. 

Since a manipulator is a highly nonlinear and interactive 

system, control of it for position and velocity tracking is very 

difficult, and it has no general solution. The scheme adopted in this 

study is based on successive generation of a linear model using results 

of the dynamic modelling described in Chapter 2. Thus the nonlinear 

problem is solved with an adaptive scheme. Control algorithms proposed 

in this study, have two main advantages: 
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i) Feedback matrix generation is fast and compatible with 

real time control constraints. 

ii) Even though the minimum energy optimal control is adopted 

the tuning of the control system depends on a single 

basic parameter which is the horizon time, leading to a 

simple operation. 

A general formulation of manipulator dynamics is necessary as 
/ 

a basis to the investigation of a manipulator with desired structure 

and its cbntrol. Proposed algorithms are general and may be used to 

investigate the dynamical behaviour of any manipulator. This general 

structure is obtained with a sacrifice on computer time but can serve 

as a software support for the CAD of industrial robots. 
/ 



APPENDIX A 
AN ALGORITHM FOR LINK COORDINATE SYSTEM 

ASSIGNMENT ,. 
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Given an n degree of freedom manipulator the below algorithm 

. assigns an orthonormal coordinate system to each link of the manipu­

lator [12J. 

1. [Establish the base ~oordinate systemJ 

Establish a righthand orthonormal coordinate system. 

(xo'Yo'zo) at the supporting base \'Jith the Zo axis 

lying along the axis of motion of joint 1. 

2. [Initialize and loopJ 

For each i = l, ... ,n perform steps 2.1 to 2.4. 

2.1 [Establ isb joint axisJ 

Align the Z. with the axis of motion (rotating or 
. 1 

sliding) of joint i+l. 

2.2 [Establish the origin of the i~th coordinate systemJ 

Locate the origin of the i-th coordinate system at 

the intersection of the zi and zi-l axes or at the 
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intersection of common normals between the 1i and 
+ + 
zi_l axes and the zi axis. 

2.3 [Establish x. axis] 
1 

2.4 

Establish xi = ±(2i _l x 2i )/112i _l x 2i ll or along 

h + + 
t e common norma 1 between the Z i -1 and Z i axes \',hen 

they are parallel. 

+ 
[Establish y. axis] 

J-
Assign Yi = (2i x xi)/I I;i x xiii to complete the 

righthand coordinate system. + + 
Extend the zi and xi 

axes if necessary for steps 3.1 to 3.4. 

3. tFind joint and link parameters] 

For each i, i = 1,2, ... ,n perform steps 3.1 and 3:4. 

3.1 [Find di ] 

d. is the distance from the origin of the (i-1)th 
1 

coordinate system to the intersection ~f the 1i _1 
. + + 

axis and the xi axis along the zi_l axis. It is 

the joint variable if joint i ;s prismatic. 

3.2 [Find a;] 

ai ;s the distance from the intersection of the 

2i_l axis and and the xi axis to the origin of the 
+ 

ith coordinate system along the xi axis. 

3.3 [Find 6i ] 

6i is the angle of rotation from the ~i-1 axis to ~i 
+ 

axis about the zi-1 axis. It is the joint variable 



if joint i is revolute. 

3.4 [Find a.] 
1 
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+ 
a. is the angle of rotation from the z. 1 axis 

1 1-
+ + 

to the zi axis about the xi axis. 



APPENDIX B 
LINEAR FIXED END POINT MINIMUM 

ENERGY PROBLEM 
;' 
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In order to solve the optimal control problem given the 

linear time invariant system 

+ + + + 
x = Ax + Bu + a . o 

\oJith the' initial condition x(to) = xo' where 

. - [° 1
1 A - " 

° ° 
and the performance index 

J - _1_ Jf ~TR~ dt 
2 to 

(B.l) 
/ 

+ u = u , 

(B.2) 

with the terminal condition x(tf ) = 0, the Hamiltonian is written as 

(B.3) 

. Application of the maximum principle requires that for an 

bptimum system and unconstrained ~ontrol 



aH + + T~ -- = 0 = Ru + B A 
aU 

75 

(B.4) 

Solving Eq. (B.4) for the control vector ~ gives the relation 

(B.5) 

-+ -+ + Using the conditions aH/aA = x , and -aH/ax = A, one obtains the 

system of equations 

-+ + -1 T+ + x = Ax - BR B A + a .­o 
(B.6) 

(B.7) 

. with boundary conditions given only for~. Solution of Eq. (B.6) 

for t E [t,tf] gives 

(B.8) 

Solving Eq. (B.7) for t E [T,t] gives 

(B.9) 

Replacing Eq. (B.9) in (B .. 8) and making a change of variables as 

T* = T-t, and letting T = tf-t one gets 

T A * IT AT * x (t ) = eAT x ( t) ., eAT A ( t) f e - T B R - B e - T. d T* 
f . 0 

T . 
+ f A{T.,T*)a d * e 0 T (B.10) 

o 
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Since ~(tf) being constrained to zero~ solving Eq. (B.10) 
+ 

for A(t) gives 

where 

and -- H(t) = IT eA(T-T*)dT* 
o 

(B.ll) 

Hence the control vector is obtained by substituting Eq. (B.ll) 

into Eq. (B.5) as 

(B .12) 
/ 

If the expression for control is evaluated using the matrices 

given in Eq. (B.l), and taking R = p, one obtains 

where T is called time-to-go. 
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APPENDIX C 
INPUT DATA FOR THE SIMULATION PROGRAM 

A description of input variables of the simulation program 

are given below: 

i) Geometric and Dynamic Parameters of the Manipulator: 

N 

N2 

JT(I) 

ALFD(I), THTD(I), 
A(I), D(I) 

MASS (I) 

SCI ,J) 

INR(I,J) 

Number of degrees of freedom I 
(d.o.f.) 

2 x N 

N dimensional array which specifies 
joint types (JT(I) = a·if joint-i 
is rotational, JT(I) = 1 if joint-i 
is translational. 

N dime~sional arrays which give link 
coordinate parameters corresponding 
to a., e., a., and d .. 

1 1 1 1 

N dimensional array which specifies 
the mass of each link. 

(3xN) matrix, i-th column of which 
gives the mass center of link i 
r~ferred to its own coordinates 
(x.,Y·,z.). . 

1 1 1 

(9xN) matrix i-th column of which 
gives the inertia matrix of link i 
about its center of mass referred to 
its own coordinates. (The entries 
of i-th column of INR are obtained 
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by storing the elements of each 
three columns of the inertia matrix, 
Ii' starting from the first column). 

N dimensional array which specifies 
the viscous friction coefficients 
associated with each joint. 

ii) Input Data Related with Desired Trajectories: 

NS 

TF(I) 

TAC 

POINT(I,J) 

TASK 

Number of straight line segments 
in the desired trajectory of the 
manipulator tip. 

NS dimensional array which gives 
the travel time of each straight 
line segment. 

Acceleration and deceleration period 
for the velocity profiles given by 
subroutines HTASK2 and HTASK 3. 

(3 x (NS+l)) matrix which stores the 
Cartesian coordinates of corner points 
of the desired path given/with respect 
to base frame (xo,yo,zo). 

Control variable used to select the 
desired acceleration profile among 
the three profiles shown in Fig. 4.2. 

(Gi ven a value of 1,2, ·or 3 corres­
ponding to the acceleration profiles 
given by subroutines HTASK1, HTASK2, 
and HTASK3, respectively). 

iii) Input Data Related with the Control Scheme: 

TTG 

TUP 

TGAIN 

. Horizon time (or time-to-go). 

Update period of system matrices. 

Update period of feedback gains and 
open loop control. 
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iv) Input Data Related with the Simulation: 

HF(I), HM(I) 

HXX 

IFORM 

IHF 

3 dimensional arrays which give 
the force and moment vectors exerted 
by the hand upon an external object 
given in terms of base coordinates. 

Step size of integration. 

Control variable used to select the 
desired form of th~ dynamic model. 
(Given a value of 1,2, or 3 corres­
ponding to the models formed by sub­
routines SYST1, SYST2, and SYST3, 
respectively). 

Control variable which specifies 
whether the load at hand will be 
taken into account or not while 
generating the control. (Load is 
not taken into account when it is 
given the value zero). 

I 
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APPENDIX D 
KINEMATIC EQUATIONS FOR THE MANIPULATORS 

In this study hJO manipulator models are considered~ a 

three degree of freedom model, and a six degree of freedom model. 

The geometric and dynamic parameters of the first three links of 

both model~ have the same values. The six degree of freedom model 

is shown in Fig. 0.1 with the link coordinate systems attached to it. 

0.1 THREE DEGREE OF FREEDOM MODEL 

0.1.1· Solution for the Joint Angles 

The homogeneous transformation matrices for the three degree 

of freedom model are obtained using the coordinate parameters of the 

first three links of the six degree of freedom model given in Table 0.1. 

e81 0 -S81 a 

Al = 
S81 0 e81 0 

(0.1) 
0 0 -1 a 0 

0 0 0 1 
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FIGURE 0.1 - Link coordinate systems for the six-degr~e-of-
freedom manipulator model. 

TABLE 0.1 - Link Coordinate Parameters for the Six-Degree-of-
Freedom Manipulator Model 

JOINT-i a.. (deg) 8. a. em) d; (m) 
1 1 . 1 

-90 8
1 

0 0 

2 0 8
2 

0.6 0 

3 0 8
3 

0.5 0 

4 90 84 
0 0 

5 90 8 s 0 0.24 

6 90 8 6 0 0 
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C8
2 -S8 

2 0 a
2

C8
2 

A2 = 
S8

2 C8
2 0 a2S8

2 
1 0 0 

(0.2)· 
1 0 

0 0 0 1 

C83 -S8 
.3 0 a3C83 

A3 = 
S8

3 C83 0 a3S8
3 

2 
0 

(0.3) 
0 .,- 1 0 

0 0 0 1 

\'Jhere S and C refer to sine and cosine, respectively. 

In ~rder to find the joint coordinates corresponding to a 

given position of the manipulator tip it .is necessary to solve the 
/ 

matrix equation 

nx Sx a Px x 

[: 

4- 4- 4-

H = A3 = 
s a p ny Sy ay Py 

= 
0 0 0 1 (0.4) 

nz Sz az Pz 
0 ·0 0 1 

where the transformation matrix A~ is obtained using the matrices 

given by Eqs. {0.1-0.3} as 

k,£=1, ... ,4 (0.5) 

. 3 
Equating the eiements of the last column of matrix Ao to the compo-

nents of the ~osition vector ~, one obtains the basic kinematic equa­

tions for the three degree of freedom model as 



Solving Eqs. (D.6-0.8) for joint angles, one gets 

8
1 

= tan-l ~ 
px 

8 -1 
2 = sin 

\'Ihere 

if C8 = a 
1 

D.l.2 Solution for Joint Velocitiei 
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(0.6) 

(0.7) 

(0.8) 

(0.9) 

(0.10) 

(O.ll) 

/ 

(0.12) 

In order to control the manipulator, it is also necessary 

to determine the desired joint velocities. Therefore EqsJ (D.9-0.11) 

are differentiated, yielding 

(0.13) 

(0.14) 
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(0.15) 

where Px' Py and pz are components of the vector t, which defines the 

velocity of the manipulator tip; and c and c are given by Eqs. (0.12) 

and (0.16). 

c={ (~x + pX~lSel)/cel 
(Py - Py81C81)/S81 

0.1.3 Solution for Joint Accelerations 

if C8 = 0 1 

(0.16) 

Equations (0.13), (0.14) and (0.15) are differentiated once 

more in order to obtain the desired joint accelerations as 

(0.17) 

(0.18) 

·2 .. ,,2·· e C8 .. c + CC + I'Z + PZPZ + a2a3 3 3 
83 = - (0.19) 

where Px' Py and Pz are components of the vector t, which defines the 

acceleration of the manipu.lator tip; and c, c, and c are given by 

Eqs. (0.12), (0.16), and (D.20). 
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·2 •• 

{PX + 1\8,S6, 
.. 

PX 6, + PX6,S6, + + PX6,S6, )C6, 

ce 4 .. , 
c = , (0.20) 

P e2 p~8, ce, + (p~ - p~e, C6, - p~e, C6, )S6, ~ , 
se 4 , 

if ce, = 0 

0.2 SIX DEGREE OF FREEPOM MODEL 

0.2.' Solution for the Joint Ang'es 

The homogeneous coordinate transformation matrices for the 

first three links of the six degree of freedom mode' are the same 

as for the three degree of freedom mode', given by Eqs. (0.'-0.3). 

The transformation matrices of the remaining links are obtained 

using the link parameters given in Tab'e D.'. 

o 

o -ce4 
, 0 

o o 

ce5 0 se5 

se5 
0 -ce5 AS = 

4 . 0 1 0 

0 0 0 

o 

o 

o 

0 

0 

d5 , 

(0.21) 

(0.22) 
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e66 a S66 a 
S66 a -e66 a 

A6 
-5 - a 1 

(0.23) 
a a 

a a a 1 

In order to solve for joint angles, given the position 

and orientation of the manipulator tip, the. transformation matrix 

Af is formed as follows: 

,-

Af = A, . A2 . A3 . A4 . AS = [ak~] k,~ = 1, ... ,4(0.24) 

where the elements of the third column of matrix Af are given by 

a34 = a 

(0.25) 
/ 

The transformation matrix Af can also be obtained from the arm 

matrix as 

A6 = AO 
1 1 

A6 = AO 
o 1 . H 

e6 l S6l a a nx s a px x x 

a a -1 a ny Sy a Py 
= Y (0.26) 

-S6l e6 l 0 a nz Sz a z Pz 

a a a 1 a a a 1 

where A~ is obtained by taking the inverse of the transformation 

matrix AI. After doing the multiplication shown in Eq. (0.26) and 
o . 

. equating the elements of the third column of the resulting matrix to 

the corresponding elements given by Eq. (0.25), one gets 
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nyC81 - nxS81' = S8
5

C8
6 (0.27) 

SyC81 - s S8 x 1 = -C8 5 (0.28) 

ayC81 - a S8 x 1 = S85S8
6 (0.29) 

PyC81 - P S8 x 1 = 0 (0.30) 

Joint angles 81, 85 and 86 are solved from E~s. (0.27-0.30), yielding 

81 = tan- l ~ ,... 

Px 
(0.31 ) 

85 = cos-1CsxS81 - S/81) (0.32) 

-1 ai81 - a S8 
8 0= tan x 1 
6 nyC81 - n S8 x 1 

(0.33) 

.The remaining joint angles are solved using a geometric 

approach. Since the joint angles 85 and 86 are known, the position 

vector P3 t'hat poi nts from the ori gin of the base frame (* ,y ,z ) to 
. 000 

the origin of the coordinate frame (x3,y3'z3) can be derived as 

(0.34) 

+ where Y5 is given by the second column of the transformation matl"ix 

A~, as 

(0.35) 

Thus, the solutions for the joint angles 82 and 83 obtained for the 

three degree of freedom model can be used by the substitution of the 

components of the vector P3 for t'he corresponding components of the 

+ vector pin Eqs. (0.10-0.12) .. 



The joint an~le 84 is obtained using the a
14 

and a
24 

elements of the matrix equation 

yielding 

where 

\'lith 

0.2.2 

A6 
- AO 

2 - 2· H 

Cl = wC82 - PzS82 - a2 - a3C8 3 
C2 = \'lS82 + pzS82 + a3S83 
w = PxC81 + PyS81 . 

Solution for the Joint Velocities 
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(0.36) 

(0.37) 

/ 

Joint velocities 81, 82 and 83 are the same as for the three 

degree of freedom model and they are given by Eqs. (0.13-0.16) '.'/here 
~ ~ , 

components of the vectors P3 and P3 should be substituted for the 

correspondi~g components of the vectors t and t in Eqs. (0.14-0.16). 

where 

The remaining joint velocities are derived as 

e8 2 
• 34 (.. • 
84 = -C- Cl - C2tan 834 ) - 83 

2 

(1 = (w - pz82)C82 - (w82 + pz)S82 + a383S83 

~2 = {w - pz82)S~2 + (w82 + pz)C82 + a383C83 

with \~ = (px + Py61 )C81 + (Py - Px61 )S81 

(0.38) 



8 = 
(~ - S 8l )C8l (Sx + Sy8l )S8l Y.. x 

5 S85 

if 8 = 0 5 

. (ay - ax8l )C8l - (ax + ay8l )S8 l - 86S85C86 8 = 5 C85S86 

if 85 = 0 , and 8 = 0 6 .-

(ny' - nx8l )C8 l (nx + nil)S8, 
. . + 86S85S86 8 = 5 C8 5C86 

where 

ei = (~y - ax8l)C8~ - (ny - nx8l )S86C86 

e2 = (~x + ay8l)C8~ - (nx + ny8l )S86C86 ., 
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(D.39) 

(D.40 ) 

(D.4l) 

(D.42) 
! 



l. 

2. 

3. 

4. 

5. 

6. 

7. 

8. 

9. 

10. 
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