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ABSTRACT

EFFECTS OF RAPAMYCIN AND CAFFEINE ON TOR SIGNALING
PATHWAY IN SACCHAROMYCES CEREVISIAE

The aim of this study is to understand the effect of caffeine and rapamycin on the
growth of yeast cells and identify flux changes in the presence of these chemicals in yeast.
The repression effect of different concentrations of caffeine and rapamycin on the growth
of the yeast cells inboth F1 and YPD media was observed. The higher the concentration of
the chemicals, the more growth of the yeast cells was repressed. However the repression
effects of caffeine and rapamycin were found to have different characteristics. Yeast cells
treated with rapamycin or lower amount of caffeine for a longer time of period reached
higher optical density values compared to the untreated cells, which may indicate
extending life span effect of the chemicals. Well-controlled batch cultivations of
Saccharomyces cerevisiae BY4743 were carried out inYPD media and samples were
collected to obtain biomass and extracellular metabolite profiles in the absence or presence
of chemicals. This data was used in flux balance analysis (FBA) to determine the
distribution of metabolic fluxes under these conditions by using whole genome models.
Ethanol production was successfully predicted by using FBA when the objective function
was chosen as the maximization of ethanol production. The fluxes successfully predicted
by FBA in the absence and presence of caffeine were analyzed by clustering via self-
organizing maps methodology. A decrease in the magnitude of fluxes in glucose
fermentation and glycerol biosynthesis pathways was observed, which may indicate that
caffeine represses respiration and fermentation. Additionally, since it was reported that
both caffeine and rapamycin affect the the TOR signalling pathway, a system based
modular approach based on literature curated protein-protein interactions was developed
within the framework for this thesis. TOR signalling network was found to have a scale-
free property. Functional modules were identified using Bron-Kerbosch algorithm. Raslp
and Torlp were the most common proteins among more than 3 member modules,

indicating a possible interaction between TOR and RAS signalling. Torlp and GIn3p were



found to have a central role in TOR signalling network. The proteins in modules are
significantly annotated to gene ontology terms, indicating the organized structure of the
TOR signalling network.
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OZET

SACCHAROMYCES CEREVISIAE’DA RAPAMISIN VE KAFEININ
TOR SINYAL iLETI YOL izi UZERINDEKI ETKILERI

Bu tezin amaci1 rapamisin ve kafeinin maya hiicrelerinin biyumesi Uzeri Uzerindeki
etkilerini incelemek ve bu kimyasallarm varhiginda metabolik yollar tizerindeki aki
degisimlerini incelenmektir F1 ve YPD ortaminda gergeklestirilen calismalarda kafein ve
rapamisinin maya hiicrelerinin bilylimesini baskilayan etkileri gdzlemlenmis, fakat
etkilerinin farkli oldugu bulunmustur. Daha uzun zaman rapamisin ya da diisik miktarda
kafein uygulanan hiicreler uygulanmayanlara nazaran daha yiksek optik yogunluk
degerlerine ulagsmustir; bu da kimyasallarm omiir uzatma etkisine sahip olduklarmi isaret
edebilir. Saccharomyces cerevisiae BY4743 iyi kontrol edilen fermentérlerde kesikli
iretim ile YPD ortamnda biiyiitiilmiis, kimyasallarin varlklarinda ve yokluklarmdaki
biyokiitle ve metabolit profillerini elde etmek amaciyla 6rnekler toplanmustir. Elde edilen
bulgular, tiim genom modeli ve Aki Denge Analizi (AKD) kullanilarak bu kimyasallarin
varligi ve yoklugundaki metabolik aki dagilimi belirlenmistir. Etanol Gretiminin en
tyilestirilmesi objektif fonksiyon olarak kullanildiginda etanol iiretimi AKD ile basaril1 bir
sekilde Ongoriilebimistir.  Kafeinin varhgmmda ve yoklugunda en iyi Ongoriilebilen
kosullarda saptanan akilar kendi kendine diizenlenen semalar yontemi ile kiimelere
ayrilarak incelenmistir. Kafein varliginda glikoz fermantasyon ve gliserol biyosentez yol
izlerindeki akilarin biytkliklerinde azalma gdzlemlenmesi, kafeinin solunumu ve
fermantasyonu baskilayaci etkisi oldugunu isaret etmistir. Bunlara ek olarak kafein ve
rapamisinin TOR sinyal ileti yolu iizerinde etkileri bilindigi i¢in, literatiirde bu yol
iizerinde islevi oldugu bilinen proteinlerden olusturulan bir protin-protein etkilesim agint
temel alan sistem bazlh bir modiiler yaklasim gelistirilmistir. TOR sinyal ileti agmin
Olgekten bagimmsiz Ozellige sahip oldugu goriilmiistir. Bron-Kerbosch islem yolu
kullanilarak islevsel birimler saptanmustir. Ugten fazla {iyeye sahip birimlerde en yaygmn
olarak Raslp ve Torlp proteinlerinin bulunmasi, TOR ve RAS sinyal ileti yolizlerinin olas1

bir etkilesimini sezindirmektedir. Torlp ve Gln3p’nin TOR sinyal aginda merkez isleve



vii

sahip olduklar1 bulunmustur. Birimlerdeki proteinlerin anlamh bir bicimde gen ontoloji
terimleri ile iliskilendirilmeleri TOR sinyal aginin diizenli bir yapiya sahip olugu isaret

etmektedir.
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1. INTRODUCTION

1.1. Two Drugs: Rapamycin and Caffeine

Rapamycin (Rapamune) was approved as an immunosuppressant in 1999 by the
Food and Drug Administration (FDA) and in 2000 by the European Commission (EC).
Although antitumor activity of rapamycin has been found against several solid-tumor
models in the National Cancer Institute (NCI) screening program, its development as a
cancer therapy has been far slower yet. Formulation and stability concerns in producing a
parenteral formulation are playing the main role in this slow progress (Bjornsti and
Houghton, 2004).

In the 1970s, the bacterial strain, Streptomyces hygroscopicus, which produced a
potent antifungal metabolite, was found in a soil sample from Easter Island (it is called
“Rapa Nui” in the local language). After the purification of this metabolite, a macrocyclic
lactone, which was named rapamycin after its place of discovery, was found. Recently, it
has been found that rapamycin, which possesses immunosuppressive properties, inhibits

the proliferation of mammalian cells (Wullschleger et al., 2006)

Rapamycin targets the TOR (Target of rapamycin) kinase which is a member of the
phosphatidylinositol 3-kinase- like kinase family of protein kinases (Reinke et al., 2006). It
binds to the FKBP12-rapamycin binding (FRB) domain of TOR located immediately N-
terminal to its kinase domain in conjunction with the highly conserved prolyl-isomerase
FK506 binding protein (FKBP). Many in vitro studies have found that the rapamycin-
FKBP complex inhibit TOR kinase activity; and alternatively, it has been proposed that
rapamycin impairs the interaction with a regulatory partner (Loewith et al., 2002).
Rapamycin in complex with Fprlp (a 112-residue cytosolic FKBP) binds TOR complex 1
(TORCL1), but not TOR complex 2 (TORC2). Rapamycin treatment, similar to inactivation
of the TOR proteins, mimics nutrient deprivation in various organisms like yeast,
Drosophila, and mammalian cells. (Raught et al., 2001; Peng et al., 2002; Boer et al.,
2008) The similar effects of rapamycin have been found in animal cells and yeast

suggesting that biochemical steps affected by rapamycin are conserved (Peng et al., 2002).



It has been found that TOR is affected by a number of other pharmacological agents
in addition to rapamycin, and among those agents members of the methylxanthine family
of compounds such as caffeine (1, 3, 7-trimethylxanthine), an analogue of purine bases,
exist. Caffeine has been shown to involve in various cellular processes related to cell
growth, DNA metabolism, and cell cycle progression, most likely by acting as a low
affinity ATP analog, indifferent organisms including mammals, plants and fungi (Kuranda
et al., 2006; Reinke et al., 2006). Earlier studies had suggested that caffeine targets cAMP
phosphodiesterase. However, that TORC1, and not cAMP phosphodiesterase, is found as a
major target of caffeine in recent studies in yeast (Kuranda et al., 2006). Both in vitro as
well as in vivo, phosphorylation of TOR-dependent substrates is inhibited by caffeine.
Although caffeine has a huge potential to be used as a tool for probing TOR function due
to its pleiotropic behavior and interaction with TOR displaying relatively low affinity, i.e.

in the submillimolar range, it has not been used widely (Reinke et al., 2006).

1.2. TOR, a Central Regulator

TOR (target of rapamycin) was first genetically identified in the budding yeast
Saccharomyces cerevisiae. S. cerevisiae and other yeasts harbour two homologous genes
of this atypical serine/threonine kinase, TOR1 and TOR2, whereas there is only one TOR
gene in all other eukaryotes. (Martin et al., 2004)

TOR is highly conserved from yeast to mouse, rat and mammals-human. 95%
identity at the amino-acid level is shared by TOR proteins. TOR is a member of the
phosphatidylinositol kinase-related kinase (PIKK) family and its carboxyl terminus is
homologous to the catalytic domain of phosphatidylinositol 3-kinase (PI3K). Its
homologues have also been identified in plants (Arabidopsis thaliana), flies (Drosophila
melanogaster) and worms (Caenorhabditis elegans). TOR seems to be an essential protein.
Disruption of TOR activity causes to embryonic lethality in D. melanogaster and C.
elegans, severe forebrain defects are found in mouse TOR mutants and they die at 12.5

days post coitus (Bjornsti and Houghton, 2004).



TOR1 and TOR2 encode two closely related factors which have a role in regulation
of cell growth with respect to nutrient availability and cellular stresses. They, directly or
indirectly regulates many cellular processes including protein synthesis, ribosome
biogenesis, autophagy, transcriptional activation, meiosis, cell cycling, nutrient permease

sorting and turnover, and actin organization.

Stress‘ Nutrients
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Figure 1.1. Schematic representation of TORC1 and its mode of action
(De Virgilio et al., 2006)

TOR1 and TOR2 are two main members of two functionally distinct TOR complexes
in S. cerevisiae. The TOR complex 1 (TORC1) has been found to play a role in translation
initiation, protein turnover inhibition, tetrad formation, and transcriptional repression of
specific genes that are induced by nutrient starvation. It includes either Torlp or Tor2p,
together with Koglp, Lst8p, and Tco89p (Figure 1.1). TOR complex 2 (TORC2) has a role
in the regulation of actin cytoskeleton polarization during cell cycle progression, cell wall
integrity, and receptor endocytosis. It consists of only Tor2p along with Avolp, Avo2p,
Tscllp, Lst8p, Bit6lp, SImlp, and SIm2p. Although rapamycin inhibits TORC1, TORC2
is insensitive to rapamycin because the rapamycin-FKBP complex does not bind to Tor2p
when it is present in TORC2. (Loewith et al., 2002; Reinke et al., 2006; Wullschleger et
al., 2006)



TOR complex 1 TOR complex 2
(TORC1) (TORC2)

Nutrients Stress Rapamycin

N L/

TOR1 or TOR2

HEAT HEAT FAT £ Kinase &
- - [T

/ \‘\Autophagy
Ribosome

@l
¥

biogenesis Stress responsive
transcription

Actin organization

Translation

Nutrient
import

Figure 1.2. TOR Complex 1 (TORC1) and TOR Complex 2 (TORC2) of S. cerevisiae
(Wullschleger et al., 2006)

The TOR protein has a catalytic kinase domain, an FKBP12-rapamycin binding
(FRB) domain, a putative auto-inhibitory domain which is the repressor domain near the C
terminus and up to 20 tandemly repeated HEAT (an a-helical hairpin, HEAT is an
acronym for four cytoplasmic proteins having this domain, Huntingtin, elongation factor 3
(EF3), protein phosphatase 2A (PP2A), and the yeast PI3-kinase Torlp) motifs at the
amino terminus, as well as FAT (FKBP-rapamycin-associated protein, FRAP-ATM-
transformation/transcription domain-associated protein, TRRAP) and FATC (FAT C
terminus) domains (Figure 1.2). HEAT motifs involve in protein-protein interaction
domains; however FAT and FATC domains may have a role in the kinase activity of TOR.
That TOR is conserved at the amino-acid level shows the significance of several domains
in the cellular functions (Bjornsti and Houghton, 2004). It has found that binding of the
rapamycin-FKBP complex to TOR is prevented by a single amino acid change at a highly
conserved serine residue within the FRB domain both in vivo and in vitro (Loewith et
al., 2002).
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1.3. TOR Signalling

For organisms, carbonand nitrogen are the two most basic nutrient sources. They are
used in energy production and biomolecule synthesis. Energy metabolism and metabolic
biosynthesis are carried out by several hundreds of individual chemical reactions, which
are well organized along the centrally placed glycolysis and tricarboxylic acid (TCA)
cycle. Regulation of those individual reactions is under the control of feedback, which
adjusts the flux of metabolites through a particular pathway by temporarily increasing or

decreasing the activity of crucial enzymes (Bertram et al., 2002).

Therefore, regulation of cell growth in response to nutrients is crucial for the survival
of all organisms. However, the questions, how nutrients are sensed, how nutrient-derived
signals regulate cell growth and how these nutritional signals are integrated with growth
factor pathways, remain to be answered. It is known that some kinases and signalling
pathways are playing important roles in growth control and it is also known that those are
well conserved in budding yeast, therefore this simple eukaryote offers a powerful
opportunity to study mechanisms of nutrient sensing (De Virgilio et al., 2006; Dechant et
al., 2008).

A complex change in the physiology of yeast cells occurs under the limitation of
nutrients; they either reprogram their metabolism, so they can handle the results of the
change in nutrient supply or activate a survival programme to outlive during the starvation
(Drechant et al., 2008). Studies with the whole-genome transcription profiling show that
there is a remarkable similarity between shifting to low-quality carbon or nitrogen sources
and with rapamycin treatment (Schamji et al., 2000). Transcriptional profile observed
under the rapamycin treatment is different from those observed under glucose, glutamine,
or leucine deprivation but is most similar to that observed under amino acid deprivation. It
was observed that TOR proteins are central sensors of the quality of carbon and nitrogen
sources (Figure 1.3) (Schamiji et al., 2000; Peng et al., 2002). Depending on the type of
starvation, the TOR proteins can rearrrange a given pathway differentially (Schamji et al.,
2000). It has been suggested that rapamycin mimics a signal generated by the starvation of
amino acids but that the signal is not likely to be the absence of amino acids themselves
(Peng et al., 2002).
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(Schamiji et al., 2000)

1.3.1. TOR Signalling as a Response to Nitrogen Sources

In response to different nitrogen nutrients, the expression of genes encoding proteins
responsible for the transport and degradation of small nitrogenous compounds is regulated
in the cell. For a yeast cell, glutamine is the preferred nitrogen source compared to
glutamate; and in the presence of a preferred nitrogen source, the expression of genes
associated with transport and degradation of poor nitrogen sources is decreased in the cell
(Bertram et al., 2000). In other words, when excess nitrogen is available, yeast cells prefer
to utilize good nitrogen sources instead of poor ones, and they down-regulate transcription
of genes encoding proteins that transport and degrade poor nitrogen sources. This

regulation is designated nitrogen catabolite repression (NCR) (Cox et al., 2004).

Regulation of NCR-sensitive genes is a complex mechanism and there are several
important transcriptional factors such as four GATA type transcriptional factors GIn3p,
Gatlp, Dal80p, and Gzf3p, and the Zinc finger transcriptional factors Dal81p and Dal82p.
Each NCR-sensitive gene appears to be regulated in a combinatorial manner by several
transcription factors; however, among those transcriptional factors, GIn3p is responsible
for the expression of a majority of NCR-sensitive genes. GIn3p activity is inhibited by a
yeast pro-prion protein, Ure2p, in the presence of preferred nitrogen sources (Bertram et
al., 2000).



When NCR genes are expressed, GIn3p is rapidly dephosphorylated and its nuclear
accumulation is observed under nitrogen starvation. Inhibition of TOR by rapamycin also
leads to GIn3p dephosphorylation. Therefore, TOR is considered to be responsible for
GIn3p phosphorylation and dephosphorylation. In addition, rapamycin resistance is
observed in the studies with GLN3 deleted strains, which indicates that GIn3p plays an
important role in rapamycin-sensitive TOR signalling (Carvalho et al., 2003).
Nevertheless, this mechanism has not been very well understood. The interaction between
TOR and GIn3p is observed to happen via binding through the HEAT domain of TOR,
which is crucial for phosphorylation of GIn3p, the inhibition of GIn3p nuclear
translocation, and repression of GIn3p-dependent genes (Bertram et al., 2000). The
activation of GIn3p is also affected by the mutations in at least two phosphatase groups,
Tap42p-Sitdp and Pph3p. Another demonstration is that, although Ure2p protects GIn3p
from dephosphorylation, it can bind to both phosphorylated and dephosphorylated Gin3p.
Thus, it is thought that there exists a tripartite regulatory mechanism for the repression and
activation of GIn3p (Bertram et al., 2000; Schamji et al., 2000).

Nuclear accumulation of the nitrogen-regulated GIn3p is prevented by TOR via
Tap42p-mediated inhibition of the phosphatase Sit4p (Figure 1.4). Phosphorylation of
GIn3p is observed and it is hold in the cytoplasm by Ure2p under good nitrogen conditions.
On the other hand; under nitrogen starvation or rapamycin treatment, GIn3p is
dephosphorylated by Sitdp, which is activated as it releases from Tap42p.
Dephosphorylated GIn3p dissociates from Ure2p and translocates into the nucleus, where it

activates transcription of target genes.



|
good nitrogen ! goa gen

source :
I ]
i ¥
|

TOR I FraP —{ TOR

aclive L inactive

[
: TAP42
[

TAP42 [

— I S5IT4

CSITE I active

rars :
[ IJRE2
I

URE2 | URE2 _'/ -
FaINg ' EgENg N "R
ek e e | ‘ = " eclive
! B
i
1
cytoplasm nucleus : cytoplasm nucleus

Figure 1.4. Regulation of GIn3p by TOR (Crespo et al., 2002)

When yeast cells are shifted to a good nitrogen source from a poor one, GIn3p starts
to re-accumulate in the cytoplasm, but interestingly, GIn3p is not uniformly distributed in
the cytoplasm. In the study that was done to determine whether the actin cytoskeleton has a
role in intracellular GIn3p movement, latrunculin, a drug that disrupts the actin
cytoskeleton by inhibiting actin polymerization, was used, and it was observed that nuclear
accumulation of GIn3p, in consequence NCR-sensitive transcription are prevented in the
cells which are transferred from ammonia to proline medium under the latrunculin
treatment, however, cytoplasmic accumulation of GIn3p is not prevented when the cells
are transferred from proline to glutamine medium under the latrunculin treatment. On the
contrary, it was observed that latrunculin treatment does not affect nuclear accumulation of
GIn3p due to rapamycin treatment. As a result it can be suggested that the actin
cytoskeleton is required for nuclear localization of GIn3p upon the nitrogen limitation but
not rapamycin treatment. The actin cytoskeleton either has a role in intracellular
localization of GIn3p under nitrogen limitation before TOR, or it can be concluded that
TOR does not directly regulate the mechanism that is affected under the nitrogen

limitation; inhibition of TOR only mimics its outcome (Cox et al., 2004).



1.3.2. TOR Signalling as a Response to Mitochondrial Dysfunction

Mitochondrial retrograde signalling is a pathway of communication from
mitochondria to the nucleus. It influences many cellular and organismal activities under
both normal and pathophysiological conditions. The retrograde response has an important
role in respiratory-deficient yeast cells, such as the maintenance of glutamate supplies.
Otherwise, it would be compromised due to the respiratory-deficient state. At this time,
metabolic readjustments become very significant, since a full TCA cycle cannot be
operated, in other words succinate cannot be oxidized to fumarate in this cycle, which
limits the production of oxaloacetate (OAA), and in turn a-ketoglutarate, the direct
precursor to glutamate (Figure 1.5). In order to counterbalance this situation, cells induce
the expression of many genes whose products function in anaplerotic pathways that are to
resupply OAA and acetyl-CoA in mitochondria. As a result, for instance, acetyl-CoA
production is increased via dramatic proliferation of peroxisomes and increase in fatty acid
oxidation. Moreover, the activity of the citrate synthase isoform encoded by CIT2 in
glyoxylate cycle is increased and expression of genes encoding transporters that function to
facilitate acetyl-CoA into mitochondria and glutamate and other nitrogen sources into cells
is observed to be increased. It can be concluded that a-ketoglutarate which is the product
of the first three steps of the TCA cycle is under the control of retrograde-specific
regulatory genes in respiratory deficient yeast cells. These findings show the role of the
retrograde pathway in the synthesis of a-ketoglutarate and the maintenance of glutamate

supp lies.

In yeast cells, retrograde signalling is used as a sensor of mitochondrial dysfunction
that initiates readjustments of carbohydrate and nitrogen metabolism. Retrograde signalling
is linked to TOR signalling in both yeast and animal cells, but the connection is not still

very well understood.
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Figure 1.5. Retrograde control related to TCA cycle (Butow et al., 2004)

The relationship between the retrograde (RTG) pathway and nutrient sensing was
found out with the discovery of increased Rtgl/3p-dependent gene expression in cells in
which TOR signalling is inhibited by rapamycin. In addition, it was found that activation
of Rtgl/3p in the cells under the treatment of rapamycin is completely dependent on
Rtg2p, novel regulator of the yeast retrograde response pathway (Komeili et al., 2000;
Butow et al., 2004).

Rtg2p has a role in the upstream of the Rtglp/3p complex. It passes the
mitochondrial signals to Rtgl/3p complex which activates transcription of target genes and
it is a sensor of mitochondrial dysfunction. When the RTG pathway is off, Rtg3p is
phosphorylated at multiple sites and both Rtglp and Rtg3p are maintained in the
cytoplasm; and when the retrograde pathway is activated, Rtg3p is partially
dephosphorylated and both Rtglp and Rtg3p enter the nucleus, then they assemble at R
box sites to activate transcription. In the absence of Rtg2p, Rtg3p is hyperphosphorylated

Glutamate = Glutamate
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and Rtglp/3p complex is sequestered in the cytoplasm, and no transcriptional response is
observed to the retrograde signals. Therefore it can be concluded that the intracellular
localization of the Rtgl/3p complex is a key point for the RTG-dependent retrograde
response and Rtg2p appears to play an important role in this mechanism.

The finding that Lst8p an integral component of TORC1 and TORC2 proceeds
further the understanding the relation between TOR signalling and the RTG pathway. The
experiments with the cells lacking Lst8p show that Rtgl/3p-dependent transcription is
activated and this effect is similar to the one of rapamycin treatment (Loewith et al., 2002;
Butow et al., 2004).

What is the role of Rtg2p in controlling the location of the Rtgl/ 3p complex? An
answer to this question could be obtained with the study of genetic screens designed to
elucidate mutant strains that could bypass the requirement for Rtg2p. One of the protein
revealed by this screen was Mkslp, which also identified by other studies as a negative
regulator of RTG-dependent gene expression (Dilova et al., 2002; Tate et al., 2002). When
MKS1 is inactivated, like other negative regulators of the RTG pathway, the expression of
CIT2 is observed to be high, and this fact is independent of Rtg2p and insensitive to
glutamate repression. The finding about the dynamical interaction of Rtg2p with Mks1p
reveals that Rtg2p has a key role in regulation of the RTG pathway (Sekito et al., 2002;
Liu et al.,, 2003). When the RTG pathway is active, the phosphoprotein Mkslp is
dephosphorylated and forms a complex with Rtg2p; however, when the RTG pathway is
off, Mkslp is more phosphorylated, is present in a complex with the 14-3-3 proteins
Bmhlp and Bmh2p, instead of Rtg2p (Figure 1.6). It is thought that the complex that
Mks1p forms with Bmhlp and Bmh2p act as a negative regulator of the RTG pathway via
preventing nuclear accumulation of Rtgl/3p. In this respect, also Bmhlp and Bmh2p have

arole in negative regulation of the pathway (Butow et al., 2004).
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Figure 1.6. Mkslp and Bmhlp/2p act as a negative regulator of retrograde signalling
(Butow et al., 2004)

Research reveals that the phosphorylation state of Mkslp is influenced by different
factors. Under different cellular conditions, distinct states of Mkslp phosphorylation can
be observed (Figure 1.7). For instance, Mkslp is found in a hyperphosphorylated state,
when glutamate is provided as the sole nitrogen source (Butow et al., 2004). Partial
dephosphorylation of Mkslp was observed under rapamycin treatment, suggesting that
Mkslp is responsive to TOR under these conditions. Nevertheless, due to partial
dephosphorylation, Mkslp is still sufficiently phosphorylated and associated with
Bmhlp/2p. Thus, the pathway is kept in a repressed state. On the other hand, when
glutamine is used as the sole nitrogen source, or when either ammonia or glutamine is
additionally provided to the growth medium, Mkslp is found as intermediately
phosphorylated that may weaken the interactions with Bmhlp/Bmh2p. Under such
conditions, rapamycin treatment contributes to further dephosphorylation of the protein so
the pathway is de-repressed (Figure 7C). As a result it can be concluded that different
metabolic conditions give rise to distinct states of Mkslp phosphorylation and in this
respect that the pathway responds at the transcriptional level to loss of TOR activity could

be investigated. It can be understood from the partial phosphorylation of Mkslp under
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rapamycin treatment of cells grown in glutamate that there are TOR-independent
phosphorylation sites in this protein, or, alternatively, there is a stochastic process with a

common set of phosphorylation sites.

It has been found that glutamine starvation acts as an inducer of RTG target gene
expression. In particular, several studies reveal that this response correlates with
dephosphorylation of Mkslp and is independent from Gcndp-mediated general amino acid
control. Nuclear accumulation of the Rtglp/3p complex is seen under glutamine starvation

and this response involves the same regulatory scheme outlined above (Figure 1.7).
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Figure 1.7. Phosphorylation of Mkslp under TOR control (Dilova et al., 2004)

Unlike rapamycin treatment, however, glutamine starvation appears to be completely
dominant with respect to the phosphorylation state of Mkslp that is established during
growth in glutamate. Thus, it can be thought that the response to the glutamine starvation

is, at least in part, independent from TOR (Figure 1.7, dashed line) (Dilova et al., 2004).

Studies have shown that, Rtgl/3p-dependent gene expression, but not GIn3p target
genes, is activated in cells lacking Lst8p; although both pathways are activated under

rapamycin treatment. Moreover, activation of the RTG pathway in those mutant strains
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was observed to be done independently from Rtg2p. One of the reasons for that fact may
be that signalling by the Lst8p-TOR complexes has different outcomes according to
interactions of targets with Lst8p. Another reason may be that some cellular Lst8p are not
functionally associated with TOR, which has been advocated by some biochemical studies
(Loewith et al., 2002; Chen et al., 2003; Butow et al., 2004).

There is a debate on the issue whether the effects of TOR on the RTG pathway are
direct or indirect. It is known that both TOR and RTG are involved in nutrient sensing;
however, how these mechanisms are operated is not very well understood. First, the RTG-
dependent retrograde response is very robust to mitochondrial dysfunction even when the
cells are grown in rich medium, a condition in which the TOR kinases are active and the
NCR genes are repressed. Second, rapamycin treatment of cells, which always leads to
induction of NCR genes, sometimes fails to induce CIT2 expression, an effect that is
dependent on the nitrogen source in the medium (Tate et al., 2003). Considering these
results, it is difficult to conclude that TOR is a direct regulator of the RTG pathway. One
explanation is that it affects the RTG pathway only indirectly, for instance, by regulating
the activity of (SSY1, PTR3, SSY5) amino acid sensing system (Figure 1.8). The SPS sensor
consists of Ssylp, a plasma membrane amino acid sensor resembling amino acid
permeases, and at least two peripheral membrane proteins, Ptr3p and Ssy5p, which
probably associate with Ssylp; together, these proteins function in a signal transduction
cascade in response to external amino acids, such as glutamate. Inactivation of the SPS
sensor system, or inactivation of SHR3, a gene that functions in the targeting of Ssylp to
the plasma membrane, results in elevated CIT2 expression and a loss of glutamate
repression. Nevertheless, CIT2 expression in SPS-inactivated cells still requires Rtg2p.
That regulation SPS sensor by TOR could be a function of the TOR-Lst8p complex
(Butow et al., 2004).
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Figure 1.8. Regulation of RTG-Dependent Gene Expression (Butow et al., 2004)

On the other hand, some studies suggest that retrograde gene expression is separable
from TOR regulation of RTG- and NCR responsive genes. It was shown that expression of
these two classes of genes is differentially regulated by glutamate starvation whether in the
cells with defective mitochondria or under rapamycin treatment, as well by glutamine or
histidine starvation (Figure 1.9). It was also found that the role of Lst8p, a component of
the TOR1/2 complexes and a negative regulator of the RTG pathway, is complex in the
regulation of RTG- and NCR-sensitive genes. The expression of CIT2 and GLN1 is
negatively regulated by Lst8p, but it does not have a role in the regulation of DAL5
expression, which depends on GIn3p and Gatlp; and Gatlp is translocated to the nucleus
only upon TOR inhibition by rapamycin. Considering these data it can be concluded that
Rtgl/3p, GIn3p, and Gatlp can be differentially regulated through different nutrient-
sensing pathways, such as TOR and retrograde signalling, and by multiple factors, such as
Lst8p, which is suggested to have a role in connecting the RTG and TOR pathways
(Giannattasio et al., 2005).



16

Rapamycin Poor nitrogen Glutamine Histidine Mitochondrial Glutamate
source starvation starvation dysfunction

_I_ (+MSX) (+3-A{ /

Tor1/2p <«—> Lst8p —{ Rtg2p

/\ /=

Gatl1p Gin3p Rtg1/3p

Nucleus

NCR target RTG target
genes genes

Figure 1.9. Regulation of NCR and RTG target genes by TOR and retrograde signalling
(Giannattasio et al., 2005)

It has been suggested that retrograde signalling genes, like NCR and starvation-
specific genes, are controlled by TOR signalling via the interaction between Tap42p, the
type 2A phosphatase (PP2A) and the type 2A-related phosphatase Sitdp (Figure 1.10)
(Scmelzle et al., 2000; Cherkasova et al., 2003; Rohde et al., 2004; Santhanam et al.,
2004; Inoki et al., 2005; Rohde et al., 2008). PP2A is a multimetric serine/threonine
phosphatase and it is highly conserved in various organisms, from yeast to humans. In
yeast, Pph21p and Pph22p are the homologs of mammalian PP2A catalytic subunits and
are associated with an A subunit, Tpd3p, and one of two regulatory B subunits, Cdc55p or
Rtslp. Sitdp is a yeast PP2A-related catalytic subunit that associates with one of its four
regulatory proteins, Sitdp-associated proteins (SAPS): Sap4p, Sapl55p, Sapl85p, or
Sap190p. Loss of three of the SAPs, SAP155, SAP185, and SAP190, results in a phenotype
similar to that caused by SIT4 deletion, which indicates that these regulatory SAPs are
necessary for Sitdp function (Inoki et al., 2005). Tap42p is also an essential, conserved
protein and it independently associates with Sit4p and with the catalytic subunits of PP2A
in response to nutrient availability and TOR activity (Crespo et al., 2002).
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Although the mechanism has not been understood in detail, two models are
considered to explain how TOR regulates the Tap42p-Pphs/Sitdp complex. In the first
model, TOR phosphorylates Tap42p and increases Tap42p binding to Sit4p and/or
Pph21/22p via inactivating their phosphatase activities (Figure 1.11). This model is in
parallel with the finding that TOR phosphorylates Tap42p both in vivo and in vitro in
response to rapamycin treatment. In addition, it was observed in the study with mutation of
Cdc55p and Tpd3p regulatory subunits that Pphs are inactivated via phosphorylation of
Tap42p and, thus, binding between Tap42p and Pphs/Sitdp is increased, which leads to
rapamycin resistance. Therefore, it is suggested that Tap42p leads to Pphs/Sit4p-dependent
dephosphorylation. Considering these data, reciprocal regulation by both TOR and
Pphs/Sit4p determines the phosphorylation status of Tap42p (Inoki et al., 2005).
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Figure 1.11. Possible interactions among Tip41p, Tap42p and Sit4p (Inoki et al., 2005)

In the second model, TOR indirectly controls the binding of Tap42p to Sitdp via
regulating an inhibitor of the interaction between Tap42p and Sitdp, Tip4lp (Figure 1.11).
Tip4lp binds directly to and inhibits Tap42p, thereby negatively regulating the TOR
pathway. Sit4p dephosphorylates Tip4lp, which directly or indirectly associates with
Tap42p. Tip4lp dissociates from Tap42p, when it is phosphorylated under the control of
TOR, and thereby Tap42p can bind to Sit4p. However, rapamycin leads to
dephosphorylation of Tip41lp via Sitdp, and, thus, to association of Tip41lp and Tap42p;
this suggests that Tip4lp plays a role in the amplification of Sit4p phosphatase activity
when TOR is inactive. These data indicate that TOR is responsible for the regulation of
Tap42p both directly and indirectly through inhibiting Pphs/Sitdp phosphatase activity. It
has been proposed that TOR inhibits the function of the phosphatase Pph21/22p and Sit4p
via promoting the binding between Tap42p and Pphs/Sit4p (Jacinto et al., 2001; Inoki et
al., 2005).
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1.3.3. TOR Signalling as a Response to Carbon Sources

In a similar manner to nitrogen catabolite repression (NCR), there is a glucose
repression mechanism in the cell, and the presence of glucose, the main carbon source of
the cell, represses the expression of genes involved in transport and utilization of other
carbon sources. The intracellular glucose sensor Snflp, which is a yeast homolog of AMP-
activated protein kinase (AMPK), mediates glucose repression and when the glucose level
is low, it becomes activated. Snflp phosphorylates and negatively regulates a
transcriptional repressor involved in the utilization of alternative carbon sources, Miglp. A
second class of glucose sensors is involved in the glucose induction mechanism. Two
plasma membrane proteins, Rgt2p and Snf3p, have a strong sequence similarity to hexose
transporters (HXT). However, these proteins act as high- and low-glucose sensors,
respectively, to activate transcription of HXT genes in response to extracellular glucose
levels (Bertram et al., 2000). Furthermore, it has been found that the TOR kinase pathway
plays a role in the regulation of HXT1 expression by glucose, via affecting the activity of
the Cdcb5p—PP2A protein phosphatase complex (Tomas-Cobos et al., 2005).

Although some researches show that TOR kinases are mainly activated by nitrogen
and carbon sources activate PKA (cAMP-regulated protein kinase A) (Dechant et al.,
2008), several studies indicate that not only nitrogen, but also carbon nutrient, controls the
expression of some NCR genes, as well as nitrogen availability regulates glucose
repression genes. However, it is not very clear how cross talks between the NCR pathway
and carbon signalling operate. It was found that GIn3p phosphorylation and, thus,
subcellular localization via the Snflp-AMPK pathway are regulated by glucose
availability. TOR kinase has been shown to be responsible for negative regulation of Snflp
(Orlova et al., 2006). Thus, nutrient signalling pathways can closely interact with each
other. Such interplay between two key nutrient sensing and signalling pathways may be
important for cells to rapidly adjust cellular metabolic activities as well as growth and
proliferation in response to changing nutrient conditions (Bertram et al., 2000; Orlova et
al., 2006).
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1.3.4. TOR Signalling as a Response to Stress

It has been found that TOR signalling is responsible for the regulation of ribosomal
protein, ribosomal biogenesis, retrograde signalling (RTG), degradation of urea and
allantoin (DAL), nitrogen discrimination pathway (NDP), post-diauxic shift element (PDS)
genes and amino acid synthesis genes, as well as stress-responsive element (STRE) genes
(Figure 1.12). However, several lines of evidence suggest that TOR also promotes cell
growth under stress conditions other than nutrient limitation (Crespo et al., 2002; De
Virgilio et al., 2006; Bandhakavi et al., 2008).
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Figure 1.12. Diagram of TOR signaling in yeast (De Virgilio et al., 2006b)

Almost 90% of genes that are significantly affected under rapamycin treatment show
transcriptomic changes in similar direction under conditions of heat/oxidative stress.
Specifically, it can be demonstrated that activation of regulator(s) of heat/oxidative stress
responses phenocopied TOR inhibition and sought to identify these putative TOR
inhibitor(s). It is found that constitutive activation of the conserved stress regulator Hsflp

confers rapamycin sensitivity and reduced TOR signaling via elevated expression of Hsflp
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target genes. Considering these findings, Hsflp has been identified as a p utative inhibitor
of TOR signaling and new insights into the relationship between stress signals and the
inhibition of cell growth has emerged (Bandhakavi et al., 2008).

It has been found that transcription factors Msn2p and Msndp, which activate
expression of genes in response to several different environmental stress conditions,
including heat shock and H,O, treatment, are also controlled by TOR. Inactivation of TOR
by rapamycin also partially activates Msnp2p/4p. Both Msn2p and Msndp respond to
different types of cellular stress, including carbon source limitation. Inhibition of Msns
(Msn2p and Msndp) by TOR in response to nutrients may be done via promoting the
association of MSNs with the abundant 14-3-3 proteins Bmhlp and/or Bmh2p. In addition,
Bmhlp and Bmh2p may have a role as a positive regulator of rapamycin-sensitive
signalling. A release of Msns from Bmh2p was indicated in the studies upon glucose
withdrawal or rapamycin treatment. It was found that this process is not related to
interaction of Tap42p and Sitdp, suggesting that there may be another, unknown TOR
pathway regulating Msns (Crespo et al., 2002).

On the other hand, studies with Msn2p show that rapamycin affects Msn2p by
inactivating Tap42p function. In response to stress and nutrient starvation, the
Saccharomyces cerevisiae transcription factor Msn2p accumulates in the nucleus and
activates expression of a broad array of genes. Moreover, in response to stresses, such as
heat and osmotic shock, as well as nitrogen, but not glucose, starvation, PP2A function has
also a role in nuclear accumulation of Msn2p. Thus, it can be concluded that PP2A and the
TOR kinase pathway transduce stress and nitrogen starvation signals to Msn2p (Santhanam
et al., 2004).

Furthermore, research reveals that Msn2p/Msndp could control stress-induced
expression of Thiol peroxidase type Il (cTPx I1) (YDR453C) which is regulated in response
to various stresses (e.g. oxidative stress, carbon starvation, and heatshock). Rapamycin
induction greatly increases the transcriptional activity of the cTPx Il promoter, and studies
with deletion mutants of TOR1, TOR2, RAS1, and RAS2 show that cTPx Il is regulated by
Msn2p/Msndp transcription factors under negative control of the Ras-protein kinase A and
TOR signaling pathways (Hong et al., 2002).
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Additionally it was observed that TOR1 deleted mutants are sensitive to high
concentrations of salt, which suggests that TOR1 plays a role in the cell in response to
saline stress. This mechanism is not very clear. But, it is thought that there is a connection
between the TOR-controlled transcription factors GIn3p and Gatlp and the lithium and
sodium extrusion pump Enalp, which is essential for survival under saline stress
conditions. GIn3p and Gatlp are responsible for induction of ENAL transcription in
response to rapamycin treatment and, like TOR1, are required for growth under salt stress
(Crespr et al., 2001). It is also found that under osmostress conditions, the protein on the
downstream of TORC1, Sch9p, seems to activate stress defense genes. At least upon stress,
Sch9 has a direct role in the transcriptional activation at the chromatin structure (Pascual-
Ahuir et al., 2007).

TOR signalling also responds to chemical stress. It was found that the ubiquitous
toxic metalloid arsenic, mercury and nickel, efficiently inhibit the TORC1 protein kinase.
This is also demonstrated in vivo by the dephosphorylation and inactivation of Sch9p.
Arsenic, mercury, and nickel cause reduction of transcription of ribosome biogenesis
genes, which are under the control of Sfplp, a TORC1-regulated transcriptional activator.
Researches have found that the transcription factor Sfpl, plays a role in the control of cell
size, and regulates RP gene expression in response to nutrients and stress. It is reported that
upon arsenic stress, Sfplp is deactivated by dephosphorylation, and dissociates from
chromatin, and then accumulates in the nucleus. Indeed, it is shown that arsenic treatment
activates Msn2p and Msndp (Marion et al., 2004; Hoiner et al., 2009).

Studies with of the yeast deletion collection show that 15 deletion strains which are
leading to partial rapamycin resistance also exhibit elevated levels of superoxide anions,
and it is found that elevated levels of reactive oxygen species specifically modify TORC1
such that it is no longer able to fully bind FKBP12: rapamycin. Therefore, it is concluded
that elevated oxidative stress modifies TORC1 and prevents its binding to the FKBP12:

rapamycin complex, ultimately leading to rapamycin resistance (Neklesa et al., 2002).
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What is the reason for that TOR responds to environmental stress? It might be
considered as an explanation that TOR, as a central controller of cell growth, may respond
to several different types of stress to ensure that growth occurs only when overall

conditions are favourable.

1.4. TOR Signalling and Regulation of Important Cellular Events

TOR promotes cell growth in response to nutrient availability and under stress
conditions other than nutrient limitation. In addition, TOR is responsible for regulation of
amino acid permease activity, ribosomal biogenesis and cell proliferation. TOR also

controls aging and autophagy in the cell.

1.4.1. TOR and Regulation of Amino Acid Permease Activity

The role of amino acid permeases is important in cell growth and viability, since
some amino acids (such as glutamine, glutamate, and asparagine) are also important in S.
cerevisiae, because, besides taking place in the constitution of the building blocks for
protein synthesis which makes them essential for cell growth, they also serve as nitrogen
sources (Crespo et al., 2002; Dechant et al., 2008).

Yeast amino acid permeases can be classified into two groups based on their function
and regulation (Crespo et al., 2002). In first class of amino acid permeases, including the
general amino acid permease Gaplp, permeases are regulated in response to the available
nitrogen source. In the presence of a good nitrogen source, such as ammonium or
glutamine, the uptake activity of these permeases is low, whereas in medium containing a
poor nitrogen source, such as proline or urea, transport activity is strongly induced.
Permeases of second class consist of transporters that are specific for single amino acids or
a small set of structurally related amino acids. The histidine permease Hiplp and the

tryptophan permease Tat2p belong to this group of specific amino acid permeases.

Studies in S. cerevisiae have revealed that the TOR pathway plays a prominent role
in regulation of amino acid permease activity (Crespo et al., 2002; Dechant et al., 2008).

Rapamycin-inhibited TOR or nitrogen starvation induces ubiquitination and degradation of
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Tat2p and, as a consequence, leads to a decrease in tryptophan import. Down-regulation of
amino acid permeases due to starvation also applies to Hiplp and possibly to all specific
amino acid permeases. In contrast to Tat2p and Hiplp, Gaplp protein is significantly
increased under rapamycin treatment. Thus, the high-specificity permeases, such as Tat2p
and Hiplp, and the broad-specificity permease Gaplp in response to nutrient availability

are seem to be inversely regulated by TOR proteins.

Nprlp, the Ser/Thr nitrogen permease reactivator kinase, mediates upregulation of
Gaplp upon nitrogen starvation. In the presence of a poor nitrogen source, Gaplp function
is promoted by Nprlp. This is probably done via phosphorylation and it protects Gaplp
from degradation. In agreement with the opposite regulation of Gaplp and Tat2p, Nprlp
has been proposed to function as a negative regulator of Tat2p. Indeed, Nprlp
overexpression causes a decrease in tryptophan import. How is Nprlp modulated to
inversely regulate Gaplp and Tat2p according to the nitrogen source? Nprlp is a
phosphoprotein and TOR signaling pathway controls its phosphorylation state in response
to the nitrogen source. In response to a good nitrogen source, Nprlp is inactivated via
phosphorylation by TOR and in this form; it is unable to protect Gaplp from
ubiquitination. Under poor nitrogen conditions, Nprlp is activated via dephosphorylation
by a Sit4p- and Tip41p-dependent manner. Activated Nprlp leads to Gaplp protectionand
ubiquitination and degradation of Tat2p. It is still unclear whether Nprlp directly
phosphorylates Gaplp or Tat2p (Crespo et al., 2002).

It has been suggested that nitrogen related regulation of TOR is activated by
intracellular amino acid pools and this mechanism is controlled via EGO complex (Exit
from growth arrest). Studies have identified a family of GTPases as potential upstream
regulators of TORC1. A screen for genes required for recovery from rapamycin-induced
growth arrest has identified the so-called EGO complex, which contains two small
GTPases, Gtrlp and Gtr2p. Although the EGO complex is not necessary for the normal
response to rapamycin, cells are unable to resume protein biosynthesis after relief from
rapamycin treatment. Moreover, deletion of EGO components displays synthetic lethality
with partial reduction of TORC1 activity, suggesting that the EGO complex acts upstream
or parallel of TORC1,; and it is conceivable that the EGO complex may activate TORC1

indirectly by increasing intracellular amino acid pools (Dechant et al., 2008).
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Although multiple pathways play a role in TORC1 activation in yeast and mammals,
it is not very well understood which specific amino acids contribute to regulation of
TORCL1. Unlike in yeast cells, all amino acids cannot be synthesized de novo in
mammalian cells, and thus, these amino acids may become limiting upon starvation.
Indeed, a specific role for the essential amino acid leucine, and other branched chain amino
acids have been shown in the activation of cell growth in mammalian cells by many
studies. In humans, a rapid rise in intracellular concentration of Ca®* is observed after
amino acid stimulation of starved cells or stimulation with leucine alone. Thus, Ca®* acts as
a second messenger for amino acids, which directly links amino acid availability to
TORCL1 activity, and could therefore be used as a readout to study TORC1 activation in
response to amino acid stimulation in mammalian cells. The related binding site in
mammals has been mapped and is also found in the yeast protein, suggesting that Ca**-
dependent activation might be conserved. In addition to that, deletion of PMR1, the Ca?*
ATPase which is required for Ca®* storage in the Golgi, prevents efficient GIn3p activation
in response to rapamycin treatment. It is possible that TORC1 may be hyperactivated due
to higher cytosolic Ca®* concentrations resulting from deletion of PMRL. Since both the
vacuole and the Golgi are important storage sites for Ca* in yeast, some possible TORC1

regulators may be found at the endomembrane system (Dechant et al., 2005).

Considering these data, it is possible to consider that Ca?*-dependent activation of
TORC1 also exists in yeast. It has, however, been found that TORC1 activation depends
on glutamine, rather than leucine, in yeast cells (Dechant et al., 2005). In the study with a
specific inhibitor of glutamine synthase, I-methionine sulfoximine (MSX), it was observed
that depletion of intracellular pools of glutamine leads to rapid inactivation of TORC1 and
growth arrest. Similarly, it was found that addition of glutamate, the cellular precursor for
glutamine, suppress the synthetic lethality of components of the EGO complex and TORL.
Therefore, it can be concluded that the intracellular concentration of glutamine, or a signal
derived thereof, may play an important role in TORC1 activity (Figure 1.13).

Thus, TORC1 activation appears to depend on two structurally different amino acids,
leucine and glutamine, in yeast and mammals (Dechant et al., 2005). This discrepancy
might indicate that TORC1 can be activated by multiple amino acids in both systems. Due

to differences in the requirement or metabolism of different amino acids, depletion of a
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specific amino acid can bring different quantitative effects in yeast and humans. Indeed,
leucine is the most abundant amino acid found in proteins, but cannot be synthesized by
mammalian cells. On the other hand, most other abundant amino acids are non-essential.
Thus, starvation can affect intracellular leucine concentration more than any other, non-

essential, amino acids.

Alternatively, there may be a functional linkage between leucine and glutamine.
Intriguingly, leucine serves as a source for glutamine in mammalian cells by providing the
amino group for transamination to glutamate, raising the possibility that leucine affects
TORCL1 activation indirectly via its effect on glutamine availability. In any case, the
analysis of other essential amino acids as well as glutamine and leucine metabolism upon
starvation will be crucial to identify the molecular mechanisms of TORC1 activation in

yeast and mammalian cells (Dechant et al., 2005).
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Figure 1.13. Regulation TOR signalling by amino acids, EGO and VPS components
(Dechant et al., 2008)

Vacuolar protein sorting (VPS) components are also required for proper TOR signalling
(Figure 1.13). Class C and D VPS components mediate Golgi-to-endosome vesicle
transport. Studies with mutations in class C and D VPS components show that TOR

signalling to nitrogen-regulated transactivators may occur on endosomal membranes (Puria
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et al., 2008). It was indicated that the class C VPS complex is required for proper
regulation of GIn3p (Zurita-Martinez et al., 2007; Dechant et al., 2008).

1.4.2. TOR and Ribosomal Biogenesis

The regulation of ribosome biogenesis is a key aspect of cell growth control. In a
growing cell, ribosome biogenesis is a major consumer of cellular energy and building
blocks. Thus, as the availability of nutrient resources change, cells must rapidly and
accurately rebalance ribosome production. Ribosome biogenesis on its own consumes up
to 80% of a proliferating cell’s energy and represents about 95% of total transcription.
Recent evidence suggests that in addition to growth, regulation of cell growth is controlled
via ribosome biogenesis. The regulation of ribosome biogenesis occurs primarily at the
transcriptional level and involves all three nuclear RNA polymerases (Pol I thru III)
(Figure 1.14). RNA polymerase | (Pol I) synthesize 25S, 18S, and 5.8S ribosomal RNAs,
RNA Pol Il transcribes the 5S rRNA, and RNA Pol Il produces messenger RNAs
encoding 79 ribosomal proteins (RP), expressed from 138 genes in budding yeast. In order
to generate mature ribosomal subunits, ribosomal components have to be transported,
processed, and assembled, under the control of 200 different transacting factors. The
second group of Pol ll-transcribed genes, called Ribi, is co-regulated with the RP genes.
(Martin et al., 2006; Berger et al., 2007)
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Figure 1.14. Transcriptional control of ribosome biogenesis by TORC1
(Martin et al., 2006)

1.4.2.1. Requlation of Pol I- and Pol Ill-Dependent Transcription Pol | carries out the

transcription of rDNA in the nucleolus. In both yeast and mammals, rDN A transcription is
regulated by TOR pathway. Rrn3p (homolog to TIF-IA in mammalian cell), which is the
conserved evolutionarily, is the key transcription activator of Pol | for rDNA transcription
via recruiting Pol | to the rDNA promoter. Recent studies have demonstrated that TOR
pathway promotes the association of Rrn3p with Pol I, which becomes competent for
transcription initiation after forming complex with the initiation factors on promoter. The
study with chromatin immunoprecipitation (ChIP) analysis has revealed that the level of
Rrn3p-Pol | complex is significantly reduced and the binding level of Rrn3p at 35S rDNA
promoter is decreased under rapamycin treatment. In addition, TOR pathway regulates
rDNA chromatin structure in yeast via the recruitment of histone deacetylase Rpd3p
(Tsang et al., 2007).

TOR is intimately involved in gene regulation. It was observed that Torlp nuclear
localization is crucial for 35S rRNA synthesis. Indeed, the study with chromatin
immunoprecipitation (ChlP) analysis shows the association of Torlp with 35S rDNA

promoter under favorable growth conditions when 35S rRNA synthesis is robust. Torlp
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dissociates from 35S rDNA promoter in response to starvation or rapamycin treatment.
Due to the fact that Koglp but not Avo2p/3p also interacts with 35S rDNA promoter, it
can be indicated that TORC1 but not TORC2 is involved in this mechanism. A putative
helix-turn-helix (HTH) motif of Torlp plays a crucial role in association of Torlp with 35S
rDNA promoter. Deletion of HTH demolishes the ability of Torlp to bind to 35S rDNA
promoter and to regulate 35S rRNA synthesis. Considering these data, it can be
demonstrated that physical association of TOR with 35S rDNA promoter is crucial for 35S
rDNA transcription. That Torlp is, interestingly, not detected by ChIP at the Pol
I1-dependent target genes such as RP genes, is consistent with the observation that

cytoplasmic Torlp is sufficient for their regulation. (Tsang et al., 2007)

Studies have previously shown that Hmolp is a genuine Pol I ranscription factor.
Recently, it has been shown that Hmolp is bound to both rDNA and RP gene promoters.
Although Hmolp is not required for global RP gene expression, the assembly of Fhilp and
Ifhlp onto RP promoters requires Hmolp. Moreover, Hmolp binding to RP promoters
requires Raplp (Berger et al., 2007).

Studies have established that Hmolp is genetically linked to Pol I, to specific RP
genes, and to TORC1 in vivo. Hmolp is hypersensitive to TORC1 inhibition. Although
Ifhlp is still essential for RP gene expression in the absence of Hmolp, some specific RP
genes are de-regulated. In addition, it is found that in the absence of Hmolp, the cross-
regulation of Pol I-RP gene transcription is alleviated. Therefore, it can be concluded that
Hmolp is required for the TORC1-regulatable expression of RP genes. (Berger et al.,
2007)

Furthermore, studies show that the late stage of ribosome maturation in the
nucleoplasm also requires TOR activity and this is done via the nuclear GTP-binding
protein Noglp. Upon nutrient starvation or rapamycin treatment, Noglp-containing
complex is tethered to the nucleolus, and intranuclear transport of pre-60S complexes is
consequently inhibited. Therefore, it can be proposed that the Noglp complex plays an

important role in the regulation of ribosome maturation in response to nutrient availability.
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TOR s also directly involved in the Pol Il1-dependent gene regulation. Torlp binds
to 5S rDNA region, and deletion of HTH also interferes with the ability of Torlp to
promote 5S rRNA synthesis (Tsang et al., 2007). Due to co-regulation of 5S and 35S
rRNAs synthesis, it is tempting to speculate that Torlp association with their promoters
appears to serve as a simple mechanism to coordinate their expression (Figure 1.15). It is
proposed that Pol | has an intrinsic ability to communicate with Pol 1l which may further

coordinate the expression ofall ribosomal genes.
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Figure 1.15. Transcriptional regulation of ribosome biogenesis by TOR (Tsang et al.,
2007)

1.4.2.2. Requlation of Pol 1lI-Dependent Transcription TORC1 also regulates the

nucleocytoplasmic transport of Pol Il transcription factors in the cytoplasm (Figure 1.15).
This demonstration is supported by the observation that Torl (nuclear export sequence
deleted) or cytoplasmic Torl is sufficient to regulate Pol Il-transcribed genes (Tsang et al.,
2007).

Studies show that TOR controls the subcellular localization of protein kinase A
(PKA) and the PKA-regulated kinase Yaklp. It is shown that the Forkhead-like
transcription factor Fhilp and the two cofactors Ifhlp (a coactivator) and Crflp (a

corepressor) are involved in the regulation of RP gene transcription via TOR and PKA in
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yeast. TOR, via PKA, negatively regulates Yaklp and maintains Crflp in the cytoplasm.
When TOR is inactivated, Yaklp is activated, and it activates Crflp via phosphorylation.
As Crflp is phosphorylated, starts to accumulate in the nucleus and competes with Ifhlp

for binding to Fhllp at RP gene promoters, and thereby inhibits transcription of RP genes.

Studies have presented that TOR controls the expression of ribosomal protein genes
via the Forkhead transcription factor Fhilp (Figure 1.16). TOR controls Fhllp via the
RAS-PKA-Yaklp effector pathway and the two Fhllp cofactors Ifhlp, a coactivator, and
Crflp, a corepressor. Under favourable growth conditions, TOR inhibits the kinase Yaklp
via PKA. In the absence of active Yaklp, the corepressor Crflp is cytoplasmic and
inactive. Consequently, Ifhlp binds Fhillp at RP gene promoters and activates
transcription, possibly by recruiting other transcription factors such as the histone acetylase
subunit Esalp. It was also found that TOR signalling is required for the maintenance of
Esalp at RP gene promoters (Rohde et al., 2003; Martin et al., 2004). Targeting Ifhlp to a
heterologous promoter is sufficient to activate the promoter; therefore the binding of Ifhlp
to the promoter appears to be a key event in the expression of RP genes. On the other hand,
upon unfavourable growth conditions, TOR and PKA are inactive and, consequently,
Yaklp is active. Activated Yaklp phosphorylates Crflp; and phosphorylated Crflp
accumulates in the nucleus and binds Fhllp, thereby dislodging the coactivator 1thlp from
RP gene promoters. The binding of Crflp to promoter bound Fhllp may lead to repression
of RP genes, firstly, by releasing the factors formerly recruited by Ifhlp and, secondly, by
recruiting new factors such as the histone deacetylase subunit Rpd3p. Consistent with this
notion, an RPD3 deletion confers rapamycin resistance and, as shown by others, the
binding of Esalp and Rpd3p to RP gene promoters is inhibited and induced, respectively,
by rapamycin. Thus, the findings provide a pathway from TOR to RP gene expression and,
thereby, a molecular link between the growth environment and the regulation of ribosome
biogenesis. (Martin et al., 2004)
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Figure 1.16. Regulation of RP genes by TOR via Fhllp (Martin et al., 2004)

Ifhlp and Crflp, which are two Fhilp cofactors, have an FHB (Forkhead binding)
domain and they bind the FHA (Forkhead associated) domain of Fhllp. Whether the
Forkhead factor acts as a transcriptional activator or repressor is determined by the
mutually exclusive binding of I1fhlp and Crflp to Fhilp. The yeast Forkhead factor Fkh2p
plays a role in the activation of transcription of cyclin genes via the coactivator Ndd1p, but
there is also a role for a corepressor which remains to be identified in this mechanism.
(Martin et al., 2004)

Yakl1p has an important role in the nuclear localization of Crflp. However, how the
nuclear localization of Crflp is controlled by Yaklp is not very well understood. Crflp is
phosphorylated by Yakl1p and this phosphorylation coincides with nuclear accumulation of
Crflp. Furthermore, Yaklp phosphorylates the Crflp FHB domain which is required by
Crflp for both Fhllp binding and nuclear accumulation. Finally, both Yaklp and Crflp
accumulate in the nucleus upon rapamycin treatment. Therefore it can be suggested that
Yaklp-mediated phosphorylation of Crflp enhances Fhillp binding and, thereby, nuclear
retention of Crflp. However, in the absence of Fhllp nuclear accumulation of Crflp is still
observed. Furthermore, interaction of Crflp with Fhllp still occurs in the two-hybrid
system without rapamycin treatment (i.e., without Yak1p activation); and this suggests that
a heterologous nuclear localization signal is sufficient for an interaction of Crflp and
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Fhllp. Thus, it can be concluded that Crflp nuclear import rather than maintenance in the
nucleus is controlled by Yak1p. It is still unclear whether the interaction of Crflp with
Fhllp, with a factor mediating nuclear import, or both is stimulated via the
phosphorylation of Crflp. Although nuclear accumulation of Yaklp is significant for this

mechanism but still not very well understood (Martin et al., 2004)

Coordinated activity of all three RNA polymerases is required for ribosome
biogenesis. FHL1 was considered as a multicopy suppressor of a mutation affecting Pol 111,
and it was found that the Fhllp interacts with Hmolp which is a Pol | transcription factor.
Furthermore, Rpd3p binds both Pol I-dependent promoters and Pol I1-dependent RP gene
promoters. Considering these data it can be suggeste that Fhillp, Ifhlp, and Crflp may play
arole in the coordination of all three RNA polymerases by TOR-PKA pathway. (Martin et
al., 2004) Moreover, it has been proposed that Sch9p has a role in this mechanism
(Pascual-Ahuir et al., 2007).

TORC1, Yaklp, and FHA domain-containing Forkhead transcription factors (MNF
and ILF1/2 in human) are conserved from yeast to human suggesting that this mechanism
by which TORC1 regulates ribosome biogenesis via Yaklp may, at least in part, also be
conserved (Martin et al., 2004).

Moreover, some studies demonstrate that the transcription factor Sfplp, which has a
role in the control of cell size, regulates RP gene expression in response to nutrients and
stress. Under optimal growth conditions, Sfplp is localized to the nucleus, bound to the
promoters of RP genes, and helps promote RP gene expression. Inresponse to inhibition of
TOR signalling, stress, or changes in nutrient availability, Sfplp is released from RP gene
promoters and leaves the nucleus, and RP gene transcription is down-regulated.
Additionally, cells lacking Sfplp fail to appropriately modulate RP gene expression in
response to environmental cues. Therefore, it can be concluded that Sfplp integrates
information from nutrient- and stress-responsive signalling pathways to help control RP

gene expression (Marion et al., 2004)
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In addition to those, it has been proposed that TOR regulation of the Tap42p-Pphs-
Sitdp system in yeast is critical in ribosome biogenesis. It has been observed that
polyribosome formation is inhibited in the TAP42 deleted strains, suggesting that TAP42
functions upstream of translation initiation. Moreover, TPD3 (A subunit of PP2A) and
SIT4 have function upstream of RNA Pol Il and Pol II, respectively. From these
observations, it has been proposed that the Tap42p-Pphs-Sitdp system plays a major role in
mediating TOR signalling to control ribosomal biogenesis. (Crespo et al., 2002; Inoki et
al., 2005)

1.4.3. TOR and Regulation of Cell Proliferation

TOR signaling pathway also controls cell proliferation in response to nutrient
availability in Saccharomyces cerevisiae. How the inhibition of TOR pathway regulates
cell cycle progression and the mechanism is not completely understood. However, it has
been found that rapamycin treatment causes cells to arrest growth in G1 phase due to the
impairment of protein synthesis (Zinzalla et al., 2007). In addition, Sch9p and Rim15p are
shown to have a role in GO entry (Wanke et al., 2005; Urban et al., 2007), and Sitdp
involves in G1/S and G2/M transitions (Clotet et al., 1999; Jiang et al., 2006).

1.4.4. TOR and Aging

It has been known about 80 years that calorie restriction (CR) leads to life span
extension. Although there are numerous suggestions about how CR affects aging, the
underlying mechanism is still not very clear. Genetic studies with different organisms,
from yeast to mammals points that nutrient-sensing/insulin/ insulin growth factor 1 (IGF-1)
pathways have an important role of in life span modulation, which suggest that there is a
common evolutionary origin of aging regulation. Furthermore, it has been implicated in the
studies with yeast, flies, and mice that these signalling pathways are related with CR-

induced life span extension (Wei et al., 2008)

S. cerevisae has become one of the most valuable model organisms for ageing
studies. In this uni-cellular eukaryote, longevity is measured by two distinct paradigms.

The first paradigm is replicative life span (RLS), which is defined as the mean or
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maximum number of daughter cells generated by individual mother cells. Alternatively,
chronological life span (CLS) is a measure of the mean or maximum survival time of
populations of non-dividing yeast. Yeast RLS has been proposed as a model for the ageing
of dividing cells of higher eukaryotes, whereas CLS is believed to better model the ageing
of post-mitotic cells. RLS was the first paradigm to be used for ageing studies. (Cheng et
al., 2007)

In order to determine RLS, about 50 genes have been implicated. On the other hand,
it has been shown that the chronological ageing is regulated by fewer genes. Recent studies
have indicated that three nutrient responsive yeast kinases: Sch9p, PKA, and TOR, act as
major regulators of both types of ageing. Sch9p is a yeast kinase homologous to
mammalian serine/threonine protein kinase Akt. RLS is increased by 30—-40% and CLS is
extended by nearly three folds as a result of inactivated Sch9p. Some researches show that
induction of Gendp has a role in this mechanism (Steffen et al., 2008). High-throughput
screenings have also been performed in yeast to identify genes that determine RLS and
CLS, respectively. One of these studies identified 10 gene deletions that increase RLS, and
6 of them (including the deletion of TOR1) correspond to genes encoding proteins in the
TOR pathways. In addition, several TOR-related gene deletions that increase CLS were
identified by another one. In yeast, as well as in higher eukaryotes, Sch9p, PKA, and TOR
coordinate signals from nutrients to regulate ribosome biogenesis, stress response, cell size,
autophagy, and other cellular processes. That life span extension has been observed in
researches with mutations that decrease the activity of the orthologs of these proteins in
higher eukaryotes suggests that the roles of these kinases in the regulation of life span are

conserved along evolution. (Cheng et al., 2007)

Furthermore several studies have proposed a complex and controversial relationships
between mitochondrial respiration, reactive oxygen species (ROS), and life. It is shown
that deletion of the TOR1 gene extends chronological life span in Saccharomyces
cerevisiae, primarily by increasing mitochondrial respiration via enhanced translation of
mtDN A-encoded oxidative phosphorylation complex subunits. It is demonstrated that
deletion of TORL delays aging independently of the antioxidant gene SOD2. Furthermore,
a difference was observed in life span of wild type and TOR1 deleted strains only when

respiration competent and grown in normal level of oxygen in the presence of glucose. It is
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proposed that inhibition of TOR signalling causes de-repression of respiration during
growth in glucose and that the subsequent increase in mitochondrial oxygen consumption
limits intracellular oxygen and ROS-mediated damage during glycolytic growth, leading to
lower cellular ROS and extension of chronological life span. (Figure 1.17) (Bonawitz et
al., 2007; Scheike et al., 2007)
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Figure 1.17. Effect of cellular ROS in life span (Scheike et al., 2007)

TOR inhibition extends lifespan also by increasing Sir2p activity and stabilizing the
rDNA locus, which is a similar mechanism as how CR does. Further, it is shown that the
relocalization of the transcription factors Msn2p and Msndp from the cytoplasm to the
nucleus lead to rDNA stabilization and lifespan extension related to CR and TOR
signalling. Msn2p/4p increases expression of the nicotinamidase gene PNC1. Considering
these findings, it can be suggested that TOR and sirtuins may be part of the same longevity

pathway in higher organisms, and that they may promote genomic stability during aging
(Figure 1.18) (Medvedik et al., 2007).
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Figure 1.18. Role of Msn2p/4p in life span extension (Medvedik et al., 2007)
1.4.5. TOR and Autophagy

One of the primary roles of autophagy is serving a response to stress, like nutrient
limitation, in unicellular organisms. Autophagy is also considered to be involved in the
extension of lifespan which is related to caloric restriction. TOR inhibits autophagy
through RAS/PKA pathway under basal or nutrient-rich conditions, and it is one of the
major regulatory components of autophagy (Klionsky et al., 2005; De Virgilio et al.,
2006). TOR acts on autophagy in two ways. First, it directly or indirectly phosphorylates
the autophagy protein Atgl3p. This hyper-phosphorylated Atgl3p has a lower affinity for
the kinase Atglp, which is a conserved component of the autophagic machinery, and
autophagy may be inhibited due to this reduced interaction. Thus, TOR controls autophagy
primarily at the induction step by activating the Atglp kinase (Klionsky et al., 2005; Diaz-
Troya et al., 2008). Partial dephosphorylation of Atgl3p is observed in the inhibition of
TOR through starvation or treatment with rapamycin which results in autophagic
induction. Second, TOR acts in a signal transduction cascade and it controls

phosphorylation of several effectors (e.g. Tap42p, Sit4p, Ure2p and GIn3p) that involve in
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transcriptional and translational regulation of certain proteins, some of which are required
for autophagy (Klionsky et al., 2005). However, autophagy is also found to be regulated
through different factors like protein kinase A, Gen2p and Snflp (Klionsky et al., 2005;
Orlova et al., 2006).

1.5. Effect of Caffeine on TOR Signalling

Besides rapamycin, there are a number of other pharmacological agents that affect
TOR, including caffeine, which is a member of the methylxanthine family of compounds.
Caffeine affects a diverse array of cellular processes related to cell growth, DNA
metabolism, and cell cycle progression, most likely by acting as a low affinity ATP analog.
It has been shown that phosphorylation of TOR-dependent substrates is inhibited caffeine
both in vitro and in vivo. Although caffeine has not been used widely as a tool for probing
TOR function, it has a potential due to the pleiotropic behavior of this compound in
addition to the fact that it interacts with TOR with relatively low affinity, i.e. in the

submillimolar range (Reinke et al., 2006).

It has been proposed that caffeine targets many cellular activities with cAMP
phosphodiesterase. However, it is not very clear that caffeine really inhibits cAMP
phosphodiesterase. Indeed, some studies in yeast (Kuranda et al., 2006; Reinke et al.,
2006) have recently demonstrated that caffeine targets TORC1, but not cAMP
phosphodiesterase. It has also been confirmed that TORC2 is not the growth-limiting target
of caffeine in yeast. (Wanke et al., 2008). Research reveals that high doses of caffeine (>
10 mM) have mutagenic effects in yeast cells; although similar effects have been observed,
the effects of rapamycin and caffeine are not totally the same (Kuranda et al., 2006). The
figure below shows the comparison of expression data from pde2A mutant and wild type
yeast cells treated with caffeine and rapamycin (data sets of rapamycin, Hardwick et al.,
1999; caffeine, Kuranda et al., 2006; and pde24 mutant, Jones et al., 2003) (Figure 1.19).
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Figure 1.19. Comparison of expression data from cells treated with caffeine, rapamycin
and pde24 mutant (Kuranda et al., 2006)

Although several similarities between response to caffeine and rapamycin have been
observed, some differences have been pointed out in the studies (Kuranda et al., 2006).
First, growth arrest in the early G1 phase was observed under rapamycin teatment;
however, it was found that addition of caffeine did not cause growth arrest at any specific
stage in cell division. Second, although genes in the Ras/cAMP signalling pathway
responded to caffeine at the transcriptional level; it was observed that rapamycin did not
cause significant change in expression of those genes. Finally, the expression data of
caffeine overlapped 25% of the expression data of rapamycin; but it has to be considered

that the experiments were not carried out under the same conditions.
1.6. Flux Balance Analysis

A cell is a complex system consisting of a numerous molecular components. Among
those components, there are many complex interactions and the system works by the
harmony of intricate cellular functions. This system could not be very well understood with

the classical methods based solely on a description of the individual components;
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therefore, in order to understand the complexity of cellular networks, an approach based on

the integrated cellular systems is required (Edward et al., 1999; Edward et al., 2000).

Alternative to the classical methods, in order to analyze the biological system the
engineering approach focuses on mathematical and computational models which consist of
fundamental physicochemical laws and principles. In this approach, the ultimate goal is to
simulating the complete cellular metabolism by dynamic models; however, in the lack of
kinetic information on the reactions in the cell, there is a huge obstacle in front of this
approach. Nevertheless, it is still possible to evaluate the capabilities of the cell without
kinetic information on the dynamics and regulation of metabolism, and this approach is

called flux balance analysis (Edward et al., 2000).

Flux balance analysis (FBA) is based on the fundamental physicochemical
constraints on metabolic networks. Inorder to analyze the metabolic networks, it only uses
the stoichiometry of metabolic pathways and the metabolic demands of the cell. A closed
solution space is defined by using physicochemical constraints and the most appropriate
solution is found by linear optimization within this space. FBA can also use the annotated
genome sequence information to define the stoichiometric parameters; thus, additional
information can be obtained when it is available (Palsson et al., 2001). FBA has been used
in several studies. This approach has been successfully used to predict by-product secretion
(Edward et al., 2000; Forster et al., 2003), time course of growth (Palsson et al., 2001;
Beard et al., 2002; Lee et al., 2006), and effect of knock-outs and mutants (Mahadevan et
al., 2002; Motter et al., 2008).

1.7. Topological Study of Protein-Protein Interactions

In the twentieth-century, biological phenomena were studied by investigating the
behaviour of molecules. However, most biological functions have been attributed to
interactions among many components in the cell, rather than an individual molecule. For
example, the cell reacts to a chemical via detection and amplification of signals arisen due
to the chemical and shows a coordination of reactions (Hartwell et al., 1999). That living
cells are composed of a large number of different molecules interacting with each other has

directed scientists from molecular to modular biology (Rodriguez-Caso et al., 2005).
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A functional module is a distinct entity whose function is distinguishable from those
of other modules. Modules can be connected to or insulated from each other. Connectivity
of modules produces interactions among reactions; whereas, insulation prevents the cell
from possible harm arisen from cross-talk between networks. Types of molecules in a
module can be discrete and the interactions among these molecules (proteins, DNA, RNA
and small molecules) bring modules distinct functions. These functions cannot easily be
predicted by studying the properties of individual components. Therefore, a linkage
between biology and synthetic disciplines such as computer science and engineering is
necessary (Hartwell et al., 1999).

Mapping molecular interactions within metabolic and signalling pathways into a
network is a starting point in this integrative approach, and biological databases provide a
unique opportunity to characterize biological networks under the perspective of a system.
In addition to topological studies of cellular networks by analyzing genomic and metabolic
maps, protein networks have also been being studied after the progress in massive two-
hybrid system screening methodology. Protein—protein interactions are very valuable to
understand regulation, signalling and gene expression in the cell, since proteins form
supramolecular activator or inhibitory complexes, depending on their components and
possible combinations (Rodriguez-Caso et al., 2005). High- throughput data together with
network topology is also studied to identify functional modules (Ulitsky et al., 2007,
Mobini et al., 2009)

1.8. The Aim of the Thesis

The aim of this study is to understand the effect of the caffeine on the growth of the

cells and identify flux changes inthe presence of this chemical in yeast. .

The wild type yeast cells were grown batch-wise in the absence or presence of
rapamycin or caffeine. Samples were collected at different times during the cultivation.
The impact of two chemicals on the yeast cells was investigated by observing the growth

of cells under the chemical treatment.
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Saccharomyces cerevisiae wild type strains were also grown in well-controlled batch
cultures in the presence or absence of caffeine. Samples were collected at the mid-
exponential phase. Biomass and extra-cellular metabolites were measured and this data
was used in flux balance analysis to determine metabolic fluxes under these conditions by
using the whole genome stoichiometric models. The fluxes in which significant changes

were observed due to caffeine treatment were identified.

Additionally since it has been reported that both caffeine and rapamycin affect the
TOR signalling pathway, a modular approach based on literature curated protein-protein

interactions was developed within the framework of this thesis.

The materials and the experimental methods used are explained in the “Material and
Methods” section. All findings that are obtained from this study are comprised in the
“Results” section, and the obtained results are comprehensively argued in the “Discussion”
section. Important key points and recommendation about possible future work are

represented in the “Conclusions and Recommendations™ section.
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2. MATERIALS AND METHODS

2.1. Materials
2.1.1. Microorganism
BY4743 type (MATa/MATa his3A1/his3A1 leu2 AO/leu2A0 lys2 AO/+ metl SA/+
ura3 AO/ura3A0) Saccharomyces cerevisiae strains which were Kkindly provided by
Professor Stephen G. Oliver (Department of Biochemistry, University of Cambridge) were
used in the experiments.

2.1.2. Chemicals and Disposable Materials

2.1.2.1. Culture Media Complex medium (YPD) and F1 medium were used as culture

media in the experiments. The compositions were as follows:

YPD medium (per 1 litre culture) consists of 1 g Yeast Extract (Merck), 2 ¢
Bacteriological Peptone (Merck), 2 g D-Glucose (Riedel de Haen), completed to 1 | with
distilled H,O. D-Glucose was added from previously sterilized stocks after the sterilization

of the remaining of the medium.

F1 medium (per 1 litre culture) consists of 20 g D-Glucose (Riedel de Haen), 3.13 g
(NH4)2SO4 (Merck), 2 g KH,PO,4 (Merck), 0.55 g MgS0O,4.7H,0O (Merck), 0.1 g NaCl
(Merck), 0.02 g Uracil (Fluka), 0.02 g Histidine (Merck), 0.1 g Leucine (Merck), 100 pl
Trace Element Solution I (per 100 pl solution: 70 pg ZnSO4.7H,O (Merck), 10 pg
CuS0O4.5H,0 (Merck), 10 pg H3BO3 (Merck), 10 pg KI (Merck), completed to 100ul with
distilled H20), 100 pl Trace element Solution II (per 100 pl solution: 50 pg FeCl.6H,0
(BDH), completed to 100 pl with distilled H>O), 1.67 pl Vitamin Stock Solution (per 100
ml solution: 3.72 g Inotisol (Merck), 0. 84 g Thiamine/HCI (Sigma), 0.24 g Ca-
panthothenate (Fluka), 0.24 g Pyridoxine (Fluka), 0.018 g Biotine (Merck), completed to
100 ml with distilled H,O), completed to 1 | with distilled H,O. The medium was sterilized
by filtration before use.
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2.1.2.2. Kits Enzymatic Kits to determine D-glucose, ammonia, ethanol and glycerol

concentration were purchased from Boehringer Mannheim — Roche (Germany).

2.1.2.3. Miscellaneous Ethanol 96% (Laborteks), 0.20 pm sterile filter units (Sartopore),

disposable tubes of 1.5 ml (USA Scientific Inc.), disposable sterile pipettes of 5 and 50 ml

(Roth) and sterile centrifuge tubes of 10 ml (Roth) were also used in various applications

and processes.

2.1.3. Laboratory Equipment

e Autoclave

e Balance

e Blower

e Centrifuge

e Dissolved Oxygen Sensor
e Fermentor

o Freezer

e Incubator Shaker

e Laminar Flow Cabinet
e Microwave Oven

e Owen

e Probe, pH

e Refrigerator

e Spectrophotometer

e Stirrer

e \ortex

e Water Bath

e Water Purification Systems

ALP CL-40M (Japan)

Sartorius AC211C (Germany)

Nitto Kohki Co. Ltd. (Japan)

Sigma 1-15P (Germany)

Hamilton Oxyferm FDA 225 (Switzerland)
Sartorius Biostat B plus (Germany)

New Brunswick Sci. U410 (England)

New Brunswick Sci. Innova 4340 (England)
Holten HBB 2460 LaminAir (Denmark)
Arcelik MD553 (Turkey)

MMM Group Incucell (Germany)
Hamilton Easyferm K8 200 (Switzerland)
Ariston +4°C (ltaly)

Beckman Coulter DU730 (USA)

Heidolph 3001 Magnetic Stirrer (Germany)
Scientific Industries Vortex-Genie 2 (USA)
HETO CB 8-30e (Denmark)

Millipore Milli Ro Plus (USA)

Millipore Milli-Q UF Plus (USA)
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2.2. Methods

2.2.1. Sterilization

Sterilization was performed in an effort to avoid contamination throughout this
study. Two kinds of sterilization processes, steam and filter sterilization were applied for

this purpose.

In the steam sterilization process, the materials or the solutions were kept under 15
psig pressure and 121°C temperature in an autoclave. The duration of this process was
varied according to the nature of the material to be sterilized. Due to the possibility of
caramelization or the Maillard reaction of the glucose molecules, glucose solution was
sterilized for 3 minutes. For all other chemical solutions and all materials that were used in

the processes related to cultivation, 15 minute steam sterilization process was done.

Large amounts of cultivation medium were preferred to be sterilized by filtration.
0.20 pum sterile Sartorious disposable filters (Germany) were used for this process and the

medium was fed into the sterile fermentor via passing through the filter with the help of a

pump.

2.2.2. Cultivation

The precultures to be used to inoculate batch cultivations were prepared by growing
yeast cells from frozen stocks in 50 ml YPD medium. They were incubated in orbital
shakers at 30°C and 180 rpm, and used for inoculation after yeast cells were grown two

overnight periods.

In batch cultivations in flasks, yeast cells were grown in F1 or YPD medium.
Inoculation was done from the precultures with the volume of one hundredth of the final
working volume. Flasks were shaken at 180 rpm and kept at 30°C in orbital shakers.
Growth of the cells was followed via optical density at 600 nm. Yeast cells were first
grown in a large volume and then aliquots were taken into separate flasks just before the

chemical treatment. They were treated with rapamycin (200 and 400 ng/ml as the final
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concentration) or caffeine (1, 3, 4, 5, 6, 8, 10, 12, 14, 15, 18, 20, 30, and 50 mM as the

final concentration).

Yeast cells were grown in a total volume of 1.5 litre F1 or YPD medium throughout
the controlled batch cultivations in fermentors. The temperature was kept constant at 30°C
with a PID controller and the agitation was set to 800 rpm. Inoculation was done from the
precultures with the volume of one hundredth of the final working volume. The pH value
of the culture was controlled by a PID controller with the automatic addition of 0.5 M
NaOH or 0.5 M HCI, and was set to 5.5. Air was given into the cultures with a flow rate of
1 I/min by using a compressor. The dissolved oxygen concentration was monitored with

the help of an oxygen probe.

Two different batch cultivations were done. They were carried out in the presence or
absence of caffeine. In the controlled batch cultivation in F1 medium, samples were taken
in 30 minutes intervals after yeast cells had an optical density of 0.2. In controlled batch
cultivation in YPD medium, yeast cells were grown until the optical density reached 1.0,
and then they were treated with caffeine. The batch cultures were treated with caffeine that
the final concentration was 30 mM. To measure biomass and extracellular metabolite
amounts, samples with the volume of 5 ml were collected every 30 minutes while the cells
were growing in the exponential phase, and samples of 1ml were taken throughout the

whole experiment in order to measure optical density.

2.2.3. Sample Preparation and Storage

Collected samples of 1 ml were taken in 1.5 ml Eppendorf tubes (Germany). They
were centrifuged for 6 minutes at 8000 rpm in the Eppendorf (Germany) centrifuge with
rotor 5415C. The supernatant was transferred into a new Eppendorf tube to be used in
extracellular metabolite analyses and was stored at -20°C. Prior to enzymatic analyses, they
were incubated at 80°C for 15 minutes to cease any possible enzymatic activity that would
have remained. The cells precipitated via centrifugation were washed three times with 1 ml
distilled water and finally dissolved in distilled water. They were stored at -4°C before

used in biomass measurement.
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2.2.4. Enzymatic Analyses for the Measurement of Metabolite Concentrations

The concentrations of the metabolites, ammonia, D-glucose, ethanol and glycerol,
were measured with the help of the enzymatic analysis kits (Boehringer — Mannheim,
Germany). The procedures that were described by the manufacturers of the kits were
followed in enzymatic analyses, and the necessary dilutions of supernatants were carried

out as indicated in the protocols prior to the analyses.

2.2.4.1. D-Glucose Concentration Measurement D-Gluose is phosphorylated to D-

glucose-6-phosphate (G-6-P) in the presence of the enzyme hexokinase (HK) and
adenosine-5’-triphosphate  (ATP) with the simultaneous formation of adenosine-5’-
diphosphate (ADP).

D -Glucose + ATP — s G-6—-P + ADP 2.1)

G-6-P is oxidized by nicotinamide-adenine dinucleotide phosphate (NADP) to D-
gluconate-6-phosphate with the formation of reduced nicotinamide-adenine dinucleotide
phosphate (NADPH), in the presence of the enzyme glucose-6-phosphate dehydrogenase
(G6P-DH). The amount of NADPH formed in the below reaction is stoichiometric to the
amount of D-glucose. The increase in NADPH was measured by means of its light

absorbance at 340 nm.

G-6-P + NADP* —S22PH 5 D _ gluconate— 6 — phosphate+ NADPH + H*
2.2)

Solution | of the kit was prepared by solving powder consisting of triethanolamine
buffer, pH 7.6, NADP, ATP, magnesium sulfate in distilled water. Solution Il of the Kit,

consisting of hexokinase and glucose-6-phosphate dehydrogenase was used as undiluted.

1.000 ml of solution I, 0.100 ml of sample solution and 1.900 ml of distilled water
were pipetted into a cuvette for each sample and mixed. Inaddition, 1.000 ml of solution |

and 2.000 ml of distilled water were pipetted into a cuvette to be used as a blank solution
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and mixed. They were waited 3 minutes at room temperature, and then absorbances of the
solutions were read and noted (A;). The reaction was started with the addition of 0.020 ml
of solution Il to each cuvette. It was waited 15 minutes for the completion of the reaction

and then absorbances of the solutions were read and noted again (A>).

The absorbance difference for each cuvette was determined (A; — Ap), and the
absorbance difference of the blank was subtracted from the absorbance difference of each

sample.
AA = (A1 - AQ)sampIe - (Al o AQ)bIank (23)

The concentration was calculated via the following equation as described in the

procedure of the kit.

C= X g
exdxvx1000 (2.4)

where V was the final volume [ml], v was the sample volume [mlI], MW was the molecular
weight of the substance to be assayed [g/mol], d was the light path [cm], and € was the

extinction coefficient of NADH at 340 nm, which was equal to 6.3 I/mmol.cm.
Then the equation is,

3.020ml x180.16 g/ ml AA = 0.5441[

c= x g glucose/1 solution]
6.31/mmol.cm x1.00 cm x 0.100 ml x1000 6.3

(2.5)

2.2.4.2. Ethanol Concentration Measurement Ethanol is oxidized to acetaldehyde by

nicotinamide-adenine dinucleotide (NAD) in the presence of the enzyme alcohol
dehydrogenase (ADH).

Ethanol + NAD " «£222 acetaldehyde + NADH + H* 2.6)
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The equilibrium of this reaction lies on the side of ethanol and NAD. It can be
completely displaced to the right side at alkaline conditions and by trapping of the
acetaldehyde formed. Acetaldehyde is quantitatively oxidized to acetic acid in the presence
of aldehyde dehydrogenase (Al-DH). NADH was determined by means of its light
absorbance at 340 nm.

Acetaldehyde + NAD + + H,0 —2="_ acetic acid + NADH + H* @.7)

Solution I of the kit, consisting of potassium diphosphate buffer, pH 9.0, was used as
undiluted. One 4 mg tablet containing NAD and aldehyde dehydrogenase was dissolved
with three ml solution | in a beaker for each assay depending on the number of
determinations. Forceps were used for taking the tablets out of the bottle. Hereby reaction
mixture was prepared. Solution Il of the kit, consisting of ADH was also used as

undiluted.

3.000 ml of reaction mixture and 0.100 ml of sample solution were pipetted into a
cuvette for each sample and mixed. In addition, 3.000 ml of reaction mixture and 0.100 ml
of distilled water were pipetted into a cuvette to be used as a blank solution and mixed.
They were waited 3 minutes at room temperature, and then absorbances of the solutions
were read and noted (Ai). The reaction was started with the addition of 0.050 ml of
solution 111 to each cuvette. It was waited 10 minutes for the completion of the reaction and

then absorbances of the solutions were read and noted again (Ay).
The absorbance differences for each cuvette were determined (A; — A), and the

absorbance difference of the blank was subtracted from the absorbance difference of each

sample.
AA = (A1 — Az)sample - (A1 - Az)blank (28)

The concentration was calculated via the following equation as described in the
procedure of the kit.
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o VXMW ]
exdxvx2x1000 (2.9)

where V is the final volume [ml], v is the sample volume [ml], MW is the molecular
weight of the substance to be assayed [g/mol], d is the light path [cm], and € is the
extinction coefficient of NADH at 340 nm, which is equal to 6.3 I/mmol.cm. Then the

equation is,

3.020 ml x 46.07 g/ ml AA = 0.7256[

c= X g ethanol/1 solution|
6.3 1/mmol.cm x1.00 cm x 0.100 ml x1000 6.3

(2.10)

2.2.4.3. Glycerol Concentration Measurement Glycerol is phosphorylated by adenosine-

5’-triphosphate  (ATP) to L-glycerol-3-phosphate in the reaction catalyzed by
glycerokinase (GK).

Glycerol + ATP —£ L — glycerol -3 — phosphate+ ADP 2.11)

The adenosine-5’-diphosphate (ADP) formed in the above reaction is reconverted
into ATP by phosphoenolpyruvate (PEP) with the aid of pyruvate kinase (PK) with the

formation of pyruvate.

ADP + PEP —*— ATP + pyruvate (2.12)

Pyruvate is reduced to L-lactate by reduced nicotinamide-addenine dinucleotide
(NADH) with the oxidation of NADH to NAD, in the presence of the enzyme L-lactate
dehydrogenase (L-LDH).

Pyruvate+ NADH + H* —-2% 5 | _Jactate + NAD* (2.13)

The amount of NADH oxidized in the above reaction is stoichiometric to the amount
of glycerol. NADH was determined by means of its light absorption at 340 nm. Solution |
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of the kit was prepared by solving powder consisting of glycylglycine buffer, pH 7.4,
NADH, ATP, PEP-CHA, magnesium sulfate in eleven ml of distilled water, and the
solution was allowed to stand for 10 minutes at room temperature. Solution Il of the kit,
consisting of pyruvate kinase and L-lactate dehydrogenase, was used as undiluted.

Solution 111 of the kit, consisting of glycerokinase suspension, was also used as undiluted.

1.000 ml of solution 1, 0.100 ml of sample solution, 1.900 ml of distilled water and
0.010 ml of solution Il were pipetted into a cuvette for each sample and mixed. In addition,
1.000 ml of solution I, 2.000 ml of distilled water and 0.010 ml of solution Il were pipetted
into a cuvette to be used as a blank solution and mixed. They were kept 7 minutes at room
temperature, and then absorbances of the solutions were recorded (A;). The reaction was
started with the addition of 0.010 ml of solution 11l to each cuvette. 10 minutes were
allowed for the completion of the reaction and then absorbances of the solutions were

recoreded again (Ay).
The absorbance difference for each cuvette was determined (A1 — Ap), and the

absorbance difference of the blank was subtracted from the absorbance difference of each

sample.
AA = (Ai - Az)sample - (Al - Az)blank (214)

The concentration was calculated via the following equation as described in the

procedure of the kit.

V x MW [ /I]

C= X
exdxvx1000 (2.15)

where V was the final volume [ml], v was the sample volume [ml], MW was the molecular
weight of the substance to be assayed [g/mol], d was the light path [cm], and € was the

extinction coefficient of NADH at 340 nm, which was equal to 6.3 I/mmol.cm.
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Then the equation is,

3.020ml x92.1 g/ ml AA = 2'781[g glycerol/| solution]

C =
6.31/mmol.cm x1.00 cm x 0.100 ml x1000 | 6.3
(2.16)

2.2.5. Biomass Measure ment

Filter papers were placed into clean petridishes of 50 mm diameter. They were dried
twice in microwave oven (Arcelik MD553, Turkey) for 20 minutes at 350 watt. They were
kept in the desicator overnight to cool petridishes to the ambient temperature and to
dehumidify thoroughly. After measuring the weight of petri dishes using Sartorious
balance AC 211S (Germany), cells which were previously washed and dissolved in
distilled water were pipetted onto the filter paper in the petridishes. They were dried in the
microwave, dehumidified thoroughly in the desicator and weighed with the balance. The
differences in two weight measurements were recorded as the biomass of the collected 1ml

samples.
2.2.6. Determination of Growth Rate

Growth rate is the amount of biomass that that the cells has gained within a certain
period. In this study, in order to calculate growth rate at time ‘t” was calculated with the

biomass amounts at time ‘t” and one hour before the time ‘t’ as in the following equation.

Biomass (t) — Biomass (t —1 hr)
Biomass (t)
1hr

Growth Rate (t) =

(2.17)

2.2.7. Determination of Maximum Growth Rate

The Michaelis-Menten equation for the single limiting subsrate enzyme Kkinetics in

the absence of substrate or product inhibition is given as follows.
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rx=vamX§ (2.18)
s T

where x, represents viable cells (kg cell.m®), um is maximum specific growth rate (hrl), S
is the limiting substrate concentration (kg.m®), ks represents the saturation constant (kg.m’

%) and ry is the rate of reaction (kg S uptake.L™t.hr?).

The rate of reaction equation can also be expressed in terms of growth rate, u.

dx o xS
=1 =X, — = X 2.19
dt X \ kS+S /’lx \' ( )

Integrating both sides of the equation yields,
In(x,) = uxt (2.20)

At the exponential phase of the batch processes, the plot for natural logarithm of the

cells versus time has a constant slope and it gives the maximum growth rate.
2.2.8. Flux Balance Analysis

Flux balance analysis (FBA) is based on the fundamental physicochemical
constraints on metabolic networks, and fundamentally it is based on the conservation of
mass. In order to yield the dynamic mass balance equation in the network, a flux balance

can be written for each metabolite (X;) within the metabolic network.

dX, _,

T syn deg _Vuse tV

trans

(2.21)

where V is flux, the subscripts ‘syn’ and ‘deg’ refer to the synthesis and degradation

reactions of the metabolite, the subscripts ‘uUse’ corresponds to the requirements growth
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and maintenance related to the metabolite, and the subscripts ‘trans’ refers to exchange of

the metabolite through the system boundary. This equation can be rearranged as follows.

X _y ~V,_ -V, -b

eg use i

" (2.22)

where b; is the net transport of the external metabolite X into the system. Afterwards, all

material balances can be written in matrix form as follows.

d—X:Sov—b

dt (2.23)

where the vector X represents the quantity of the metabolites in the cell, S is the
stoichiometric matrix, v refers to a vector including metabolic fluxes and b is the vector
which represents metabolic demands. The time constants of cell growth and process
dynamics are typically very slow compared to the time constants characterizing metabolic
transients; thus, the transient mass balances can be simplified as in the following equation.
This equation considers only the steady-state behaviour.

Sev=bel (2.24)

where | is the identity matrix. This equation states a presence of a balance among all the
formation, degradation, utilization, and transport fluxes in the cell; otherwise, there will be
an accumulation of metabolites inside the cell. This equation defines the mass constraints
on the system. Additional constraints, such as the stoichiometric constraints and the
capacity constraints on the exchange fluxes, should also defined on the network. Those
constraints, which represent the maximum and minimum allowable flux through the
corresponding reaction, should also be placed on the value of the fluxes through each of

the reactions.

ai<Vi< ﬂi (2.25)
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In this study, FBA was used to obtain the flux distributions in the cell. A
stoichiometric matrix consists of 822 metabolites participating in 1172 irreversible
reactions was used (Forster et al., 2003). Metabolites and reactions described in FBA are
given in Appendix (Tables A.1 and A.2, respectively). FBA predicts successfully for
steady-state system; therefore, batch cultivations were considered as a series of chemostat

cultivations, and the change of metabolites were calculated with respect to the initial point.

In FBA, maximization of growth, oxygen uptake and ethanol production was chosen
as the objective function. Experimentally measured growth rate, biomass and metabolite
concentrations given were converted into flux measurements, and those flux measurements
were used in prediction of ethanol production using FBA. Alternate optima were found

(Mahadevan et al., 2003) and similar fluxes were eliminated.

Metabolite concentrations were normalized by biomass measurements and multiplied
with growth rate to find flux measurements in the unit of g/(gDW.hr). Using molecular

weight fluxes were converted in the unit of mmole/(gDW.hr).

Since only a number of metabolites, such as glucose, ethanol, glycerol, were
measured experimentally, linear optimization was used in FBA analysis to obtain fluxes in
the cell. Linear optimization was done with the help of MATLAB Optimization —
TOMLAB 7.1 toolbox. The code of the FBA programme is given in Appendix.

2.2.9. Topological Study of Protein-Protein Interactions

Topology of TOR signalling proteins that were in the literature was studied by
investigating protein-protein interactions. Protein-protein interactions among the proteins
were obtained from BioGRID database using Osprey 1.2.0. The degree distribution,
betweenness centrality and clustering, which gave global information about the network,
were obtained by using Networkx Module programming in Python v2.5. Bron-Kerbosch
algorithm (Bron et al.,, 1973) was used as the module enumeration algorithm, which

identifies modules with Q=1, where Q is the modularity and described as,
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2l

" n(n-1) (2.26)

where | is the number of interactions between n nodes. In this manner, functional modules
are regarded as highly condensed subgraphs having maximum number of interactions

within its members, i.e. Q = 1.

Protein—protein interaction maps are complex networks which are defined as sets of
N nodes (the proteins, Pj, i =1, . . ., N) linked together with interactions represented by |I.
The number of links of a node is defined as the degree (k;) of a node and <k> was the
average degree. The number of neighbouring of |; links between nodes divided by the total
number allowed by its degree, ki (ki —1) is clustering coefficient (C;) which shows the

interconnection of the neighbours. The clustering coefficient of the whole network is,

(2.27)

The number of short paths connecting each pair of nodes that contain the node P; is

indicated as betweenness centrality (b;) for a node P;. It is defined as,

~I(m,i,n)
’ _Z T'(m,n) (2.28)

where I'(m, i, n) is the number of the shortest paths between proteins Py, and Py, passing
through P;, whereas I'(m, n) is the total number of paths between those two proteins. The

ratio I” (m, i, n) / " (m, n) shows the significance of the P; role in connecting Py, and Py,.

In order to compare with the TOR signalling network and analyze if the network
exhibits scale-free distribution, a random network was constructed by assigning the same
number of interactions among the same number of nodes as in the TOR signalling network

thousand times at random. Real networks also exhibit scale-free (SF) distributions of links,
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where the cumulative frequency of nodes with degree k, n(k), decays according to a power-

law distribution,
n(k) = Ak 7+ (2.29)

where A is a constant and 2<y<3 for a scale-free property. SF networks also exhibit power—
law correlations in clustering and betweenness vs. degree plots (Rodriguez-Caso et al.,
2005).

2.2.10. Self-Organizing Maps

Self-organizing maps (SOM) methodology has been used in biological applications
due to its various features that make it particularly well suited to clustering and analysis of
biological patterns (Tamayo et al., 1999). In this study it was used to cluster fluxes in the
cell that were obtained in the absence or presence of caffeine. An SOM has a set of nodes
with a simple topology and a distance of the the nodes are described as the function
d(N1,N2). Those nodes are iteratively mapped into k-dimensional space, where f;(N) shows
the position of node N at iteration. The initial mapping fo is calculated as random.
Subsequently, a data point, P, is selected and the nearest node, Np is identified on the map.

Then points are moved by the following formula toward P to adjust the mapping of nodes.

fia(N) = £,(N) + 2(d (NN, ), )(P - ,(N)) (2.30)

As the distance of node N from Np or iteration number, i, increases the learning rate,
1, decreases. At each iteration, the point, P, used is determined by random ordering of a
certain number of data points generated once and recycled as needed. In this study,
GeneCluster 2.0 was used to cluster fluxes in the cell that were obtained in the absence or

presence of caffeine.
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3. RESULTS

Batch cultivations were carried out in the absence and presence of caffeine or
rapamycin in order to study the impact of those chemicals on yeast cells. Saccharomyces
cerevisiae wild type BY4743 strains were grown in both F1 and YPD medium in flasks
and fermentors and samples were collected to investigate the effects of the chemicals on

the cells.

3.1. Effect of the Caffeine and Rapamycinon the Growth Characteristics of Yeast
Cells in F1 Medium

Three preliminary experiments were carried out to observe growth characteristics of
yeast cells in the presence or absence of caffeine and rapamycin in F1 medium. S.
cerevisiae wild type BY4743 strains were grown in F1 medium in flasks that were shaken
at 180 rpm at 30°C. The growth of the yeast cells were followed spectrophotometrically at
600 nm. In all experiments, yeast cells were treated with caffeine at the early exponential

phase, when the ODgoo values reached 0.2-0.4.

In the first experiment, yeast cells were they were treated with caffeine at various
concentrations (1, 3, 5, 8, and 12 mM as the final concentration) or rapamycin (200 ng/mi
as the final concentration). Growth curves are shown in Figure 3.1 and arrow indicates
time of the treatment. Cells were treated at the second hour and the experiment lasted 11
hours. Yeast cells treated with the lowest amount of caffeine showed similar growth
behaviour with cells grown in the control flask, but had a higher optical density between
o™ and 11'" hours. The yeast cells grown in the presence of 3 mM caffeine had a lower
optical density than the cells grown in the control flask. The growth curve of the caffeine
treated cells had higher values than the growth curve of the cells grown in the control flask
and had a higher optical density within the last 2 hour period. The growth behaviour of the
cells grown in the presence of 200 ng/ml rapamycin was similar to that of the cells grown
in the presence of 5 mM caffeine between the second and the sixth hours. Afterwards, it

intersected with the growth curve of the cells grown in the presence of 8 mM caffeine.
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Figure 3.1. Growth curve of yeast cells under chemical treatment for 9 hours

in F1 medium

In order to investigate the effect of these chemicals on the growth of cells for a
longer period of time, the yeast cells were grown in different flasks and, they were treated
with caffeine at various concentrations (4, 6, 8, 10, 12 and 14 mM as the final
concentration) or rapamycin (200 ng/ml as the final concentration). Growth of the cells in
the presence of chemicals was followed for 27 hours. Arrow indicates time of the
treatment. The growth curve of the cells grown in the presence of 200 ng/ml rapamycin
reached higher values than the growth curve of the cells grown in the presence of 4 mM
caffeine at the seventh hour, of the cells in the presence of 6 mM at the eighth hour and of
the cells in the presence of 8 mM at the twelfth hour. Afterwards, it intersected with the
growth curve of the cells grown in the presence of 10 mM caffeine. 200 ng/ml rapamycin
and 10 mM caffeine had similar repression effect on the growth of yeast cells twenty hours
after the treatment; however 12 and 14 mM caffeine had more impact on the cells
compared to 200 ng/ml rapamycin. Optical density of the cells grown in the presence of 4,
6 and 8 mM caffeine had a higher value than the optical density of the cells in the control

flask after the 15™, 17" and 22" hour, respectively. Growth curves are given in Figure 3.2.
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Figure 3.2. Growth curve of yeast cells under chemical treatment

in F1 medium for 27 hours

In the third experiment, yeast cells were treated with caffeine at various
concentrations (6, 8, 10, 12 and 14 mM as the final concentration) or rapamycin (200
ng/ml as the final concentration). Growth curves are shown in Figure 3.3 and arrow
indicates time of the treatment. The cells were treated at the ninth hour and the experiment
lasted 169 hours. The growth curve of the cells grown in the presence of 200 ng/ml
rapamycin reached higher values than the growth curve of the cells grown in the presence
of 8 mM caffeine 3.5 hours after the treatment and the cells displayed very similar growth
characteristics with the cells grown in the presence of 10 mM caffeine within a period
between 20" and 40" hours. Growth curve of the rapamycin treated cells reached higher
values than the growth curve of the cells in control flask at the 45 hour and after the 80"
hour optical density of the cells grown in the presence of rapamycin was very close to the
optical density of the cells grown in the presence of 6mM and 8mM caffeine. Yeast cells
grown in the presence of lower concentrations of caffeine, 6, 8 and 10 mM, had a higher

optical density than the cells grown in the control flask. Yeast cells grown in the presence
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of higher concentrations of caffeine, 12 and 14 mM, never had an optical density value as

high as the cells grown in the control flask.
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Figure 3.3. Growth curve of yeast cells under chemical treatment for 160 hours

in F1 medium

3.2. Effect of Caffeine and Rapamycin on Growth Characteristics of Yeast Cells in
YPD Medium

Two preliminary experiments were carried out to observe the effect of caffeine and
rapamycin on the growth characteristics of yeast cells in YPD medium. S. cerevisiae wild
type BY4743 strains were grown in YPD medium in flasks, which were shakenat 180 rpm
and the temperature were kept constant at 30°C. Samples were taken periodically to follow
the growth of the yeast cells spectrophotometrically at 600 nm. Arrows indicate time of the
treatment.

In the first experiment, yeast cells were grown to optical density of 1.8 in different
flasks, and they were treated with caffeine at various concentrations (4, 8, 10, 12, 14, 18
mM as the final concentration) or rapamycin (200 ng/ml as the final concentration).
Growth curves are given in Figure 3.4. Chemical treatment was done at 10" hour and
optical density of yeast cells grown in the control flask or treated with low amounts of
caffeine (4mM as the final concentration) or rapamycin was measured higher than 2.1 at
the end of 70 hours. Yeast cells treated with higher amount of caffeine had an optical

density lower than 2.1.
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These results indicated that rapamycin (200ng/ml) has almost no effect on the growth

of yeast cells in YPD. However caffeine has an inhibitory effect and this effect on the

growth becomes more pronounced with the increasing caffeine concentrations under these

experimental conditions.
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Figure 3.4. Growth curves of yeast cells in the presence of rapamycin and caffeine in YPD

In the second experiment, yeast cells were treated with chemicals when the optical

density values reached to 1.8. 35 hours after the treatment, caffeine effect on yeast cells

could be seen easily. Although yeast cells in the control flask had an optical density higher

than 2.0, optical density of caffeine treated cells were below 2.0. Inaddition, 50 hours after

the treatment, although yeast cells in the control flask had an optical density higher than

2.1, the optical density of caffeine treated cells were still below 2.0. Moreover, a slight

repression effect of rapamycin was observed on the cells grown under 400 ng/ml

rapamycin. While an increase of 0.20 in optical density was observed for caffeine treated

cells in 35 hours after the treatment, the optical density of cells in the control flask had

increased 0.25 within this period. Growth curves of the cells are shown in Figure 3.5.
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Figure 3.5. Growth curve of yeast cells under rapamycin (400 ng/ml as the final
concentration) and caffeine (15-50 mM as the final concentration) treatment in YPD
medium (treatment at OD 1.8)

3.3. Controlled Batch Cultivations of Yeast Cells in YPD Medium

In order to investigate the effect of caffeine on the yeast cells, controlled batch
cultivations of Saccharomyces cerevisiae wild type BY4743 strains were carried out in the
presence and absence of caffeine. In this study, growth of yeast cells was followed
spectrophotometrically at 600 nm. Biomass was measured and extracellular metabolite
profiles of ammonia, ethanol, glucose and glycerol were obtained. Metabolic fluxes in the
presence and absence of the caffeine were calculated by using whole genome

stoichiometric models and flux balance analysis.
3.3.1. Growth Characteristics of Yeast Cells in the Absence of Caffeine
Controlled batch cultivation of S. cerevisiae wild type BY4743 strain was carried out

m YPD medium in the absence of caffeine. As described in the ‘Materials and Methods”

section, the temperature of the culture was kept constant at 30°C and the agitation was set
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to 800 rpm. Air was given into the cultures with a flow rate of 11/min and the pH value of
the culture was set to 55. The growth of the yeast cells were followed
spectrophotometrically at 600 nm throughout the whole experiment. Samples for biomass
and metabolite measurements were taken at 30 minute intervals when ODgg Vvalues
reached 0.4.

Growth curve of yeast cells are given in Figure 3.6, where the first and the last
sampling in the exponential phase and the sampling at the stationary phase are indicated by
straight arrows. At the 3™ hour, the first sample was taken when the optical density was
about 0.4. Afterwards, samples were taken at 30 minute intervals in the exponential phase
and the last sample in this phase was taken 5.5 hours after the first sampling. In addition,

one more sample was taken at the stationary phase, at the 28" hour of the experiment.

The plot for natural logarithm of biomass versus time for sampling period shows
linearity with a R? value of 0.986 within a 6.5 hour period after the second hour. The

maximum growth rate, which is the slope in Figure 3.7, was 0.37 hr?.
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Figure 3.6. Growth curve of S. cerevisiae BY4743 in the absence of caffeine
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Figure 3.7. Natural logarithmic values of biomass of yeast cells grown in the absence of

caffeine

Biomass, growth rate and extracellular metabolite measurements of S. cerevisiae
wild type BY4743 strain in the absence of caffeine were given in Figures 3.6 and 3.8. The
biomass of the first sample was measured as 0.160 g/l. Biomass increased to 1 g/l in 2
hours after the first sampling, and continued to increase along the sampling time. It was
measured as 3.125 g/l at the end of exponential phase and finally, it was 5.160 g/l at the
stationary phase. Glucose concentration was 20 ¢/l in the fresh YPD medium and
decreased to 19.69 g/l in 3 hours. Then it gradually decreased to 15.20 g/l in5 hours and at
the end of exponential phase it was measured as 10.71 g/l. Glucose concentration was 0.03
o/l at the stationary phase. Ethanol concentration increased to 0.45 ¢/l in the first three
hours and steadily rose up to 5.12 ¢/l at the end of exponential phase. It was 8.18 g/l at the
stationary phase. Glycerol concentration was found as 0.11 g/l in the first sample and it
was measured between 0.06 and 0.15 ¢/l along the exponential phase. Glycerol

concentration was 0.03 ¢/l at the stationary phase.
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Figure 3.8. Extracellular metabolite profile of S. cerevisiae BY4743 in the absence of

caffeine
3.3.2. Growth Characteristics of Yeast Cells in the Presence of Caffeine

Controlled batch cultivation of yeast cells treated with caffeine was also carried out
in YPD medium. During the experiment, the temperature was kept constant at 30°C and the
agitation was set to 800 rpm. Air was supplied to the cultures with a flow rate of 1l/min
and the pH value was set to 5.5. The growth of the yeast cells was followed via optical
density at 600 nm throughout the whole experiment. Yeast cells were treated with caffeine
as the final concentration was 30 mM when the optical density was 1.3. Samples for
biomass and metabolite measurements were taken at 30 minute intervals after reaching an

optical density close to 0.4.

Growth curve of yeast cells are given in Figure 3.9, where the first and the last
sampling in the exponential phase and the sampling at the stationary phase are indicated by
straight arrows and time of caffeine treatment is indicated by a dashed arrow. At the 3"
hour, the first sample was taken when the optical density was higher than 0.4. Afterwards,
samples were taken at 30 minute intervals for 7 hours in the exponential phase and a

sample was taken in the stationary phase, at the 24" hour of the experiment.
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The plot for natural logarithm of biomass versus time for sampling period shows

linearity with a R? value of 0.965 within a 6.5 hour period after the second hour. The

maximum growth rate, which is the slope in Figure 3.10, was 0.28 hrt.
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Figure 3.9. Growth curve of S. cerevisiae BY4743 in the presence of caffeine
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Natural logarithmic values of biomass of yeast cells grown in the presence of

caffeine
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Biomass, growth rate and extracellular metabolite measurements of yeast cells in the
presence of caffeine are given in Figures 3.9 and 3.11. Arrows in Figure 3.11 indicate the
the time of caffeine treatment. At the 3" hour of the experiment the biomass was measured
as 0.180 g/I. It was 1.033 g/l at the treatment time, and increased to 3.100 g/l along the
exponential phase. Biomass was 5.900 g/l at the stationary phase. Glucose concentration
was 20 ¢/l in the fresh YPD medium and decreased to 18.80 g/l in 3 hours. Then it
gradually decreased to 14.16g/1 until the treatment time and at the end of exponential phase
it was measured as 10.60 g/l. Glucose concentration was measured as 0.51 g/l at the
stationary phase. Ethanol concentration was measured as 0.46 ¢/l in the first sample and it
was 2.12 g/l at the treatment time. It increased to 3.29 g/l along the exponential phase and
measured as 5.67 g/l at the stationary phase. Glycerol concentration was found as 0.12 g/l
in the first sample and it was again 0.12 ¢/l at the treatment time. It measured between 0.05
and 0.12 g/l along the exponential phase. Glycerol concentration was 0.02 g/l at the

stationary phase.
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Figure 3.11. Extracellular metabolite profile of S. cerevisiae BY4743 in the presence of

caffeine
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3.3.3. Comparison of Growth Characteristics of Yeast Cells in the Absence and the

Presence of Caffeine

Growth curves of the cells in the absence and presence of caffeine were compared in
Figure 3.12. In this figure, caffeine treatment is indicated by an arrow. Growth is initially
repressed after treatment; however cells reach to the same stationary phase within the same

amount of period.
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Figure 3.12. Growth curves of yeast cells in the absence and presence of caffeine

The plots of extracellular metabolite and biomass profiles versus optical density
values for the cells grown in the absence and presence of caffeine are given in Figures 3.13
and 3.14. Arrows in the figures indicate the time of caffeine treatment. A decrease in
ethanol and glycerol production was observed after treatment, while no significant change
was observed in glucose. Biomass measurements were very close during the experiment in

the untreated and treated cells.
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3.4. Flux Balance Analysis

Flux balance analysis (FBA) was performed for yeast cells grown in YPD medium in
the absence or presence of caffeine. The stoichiometric model consists of 822 metabolites
participating in 1172 irreversible reactions (Forster et al., 2003). Objective function was
chosen as the maximization of growth, oxygen uptake or ethanol production and the results
obtained from FBA were compared with experimental results. FBA predicts the steady-
state growth of the cells; it was used for the prediction of biomass or ethanol production
within a period when the growth of the cells was linear. This period is indicated by straight
arrows and the time of caffeine treatment is indicated by a dashed arrow in Figure 3.15. No
biomass production (0 g/l) was predicted when the objective function was chosen as the
maximization of oxygen uptake. Comparison of experimental and predicted biomass or
ethanol production in the absence or presence of caffeine is given in Tables 3.1, 3.2, 3.3
and 3.4 when the objective function was chosen as the maximization of growth or ethanol

production, respectively.
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Figure 3.15. The period for which the growth of the cells were predicted by FBA
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Table 3.1. Comparison of experimental and predicted biomass production in the absence of

caffeine when the maximization of growth was objected

Prediction of

Experimental .
ODg00 time (hr) biomass blomgss per cent error

production production by

FBA

1.34 5.0 0.34 -0.11 132.35
1.48 5.5 0.24 0.19 19.25
1.59 6.0 0.32 0.17 47,58
173 6.5 0.44 0.02 95.47
1.83 7.0 0.30 0.06 79.68
1.94 7.5 0.28 0.06 78.69
2.02 8.0 0.26 -0.04 115.51
2.09 8.5 0.19 -0.09 148.08

Table 3.2. Comparison of experimental and predicted biomass production in the presence

of caffeine when the maximization of growth was objected

Experimental Prediction of
ODs00 time (hr) biomass blom,.alss per cent error
production production by
FBA

131 5.0 0.32 0.17 37.53
1.44 5.5 0.33 0.35 48.38
1.52 6.0 0.21 0.19 40.56
1.62 6.5 0.22 0.13 27.41
1.7 7.0 0.25 0.17 37.11
1.78 7.5 0.15 0.11 43,59
1.84 8.0 0.13 0.10 45.36
1.90 8.5 0.20 0.12 37.33
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Table 3.3. Comparison of experimental and predicted ethanol production in the absence of

caffeine when the maximization of ethanol production was objected

Experimental Prediction of

ODg00 time (hr) ethanol ethar_ml per cent error
production production by
FBA

1.34 5.0 16.34 15.61 4.5
1.48 5.5 9.82 12.62 28.53
1.59 6.0 10.21 12.73 24.74
1.73 6.5 18.22 18.45 1.29
1.83 7.0 10.98 11.71 6.62
1.94 7.5 8.69 9.44 8.69
2.02 8.0 9.61 9.37 2.48
2.09 8.5 6.67 6.14 7.98

Table 3.4. Comparison of experimental and predicted ethanol production in the presence of

caffeine when the maximization of ethanol production was objected

Experimental Prediction of
ODs00 time (hr) ethanol ethapol per cent error
production production by
FBA
1.31 5.0 19.78 14.38 37.53
1.44 5.5 17.92 12.08 48.38
1.52 6.0 10.80 7.68 40.56
1.62 6.5 9.14 7.17 27.41
1.70 7.0 10.12 7.38 37.11
1.78 7.5 6.33 4.41 43.59
1.84 8.0 5.44 3.74 45.36
1.90 8.5 7.34 5.34 37.33

Flux measurements used in FBA are given in Appendix (Table A.3). When FBA was

used to predict biomass production, negative biomass values were found or biomass was

predicted with relatively high errors. However, FBA predicted ethanol production in the

absence of caffeine with less than 30 per cent error at the steady-state growth. It was also

used to predict ethanol production in the cultivation treated with caffeine. Ethanol

production was predicted with less than 50 percent error at the steady-state growth after the

treatment. 1t was observed that prediction of ethanol production in the presence of caffeine

was not as successful as in the absence of caffeine. Predicted and experimental ethanol

fluxes are also shown in Figure 3.16 and 3.17.
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Figure 3.16. Comparison of experimental and predicted ethanol production
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Figure 3.17. Comparison of experimental and predicted ethanol production

in caffeine treated cells

3.5. Flux Analysis via Clustering by Self-Organizing Maps

In order to investigate the effect of caffeine on the fluxes, fluxes predicted by FBA
were clustered using self-organizing maps (SOM) clustering methodology. GeneCluster

2.0 version 2.1.7 was used for clustering. Since the ethanol production at 1.5 hours after
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the treatment was most successfully predicted both in the absence and presence of the
caffeine, the fluxes at that time which were predicted by FBA were compared by clustering

via SOM. Alternate optima were eliminated before clustering.

Absolute magnitudes of fluxes were normalized and clustered in 4 groups (2x2) and
the clustering is shown in Figure 3.18. In the figure, cluster numbers are shown as from cO
to ¢3, and the numbers in boxes indicate fluxes which were clustered together. Dots
represent the magnitude of fluxes. In each box, first dots stand for the fluxes of untreated

cells and the next dots are of the caffeine treated cells.

0: 42 cZ: 0

cl: 1236 c3: 6

b

Figure 3.18. Clusters of the fluxes obtained via SOM

A change was observed in totally 48 fluxes after the treatment and they were grouped
in clusters c0 and c3. 42 fluxes which were repressed with the caffeine treatment were
grouped in the cluster c0, 6 fluxes which were activated under the caffeine treatment were
grouped in the cluster c3. No change was observed in 1236 fluxes which were grouped in
the cluster cl1. Significantly enriched biological process terms of the fluxes were found
from Saccharomyces Genome Database. 13 members of the cluster cO have a role in
glucose catabolic process (p = 1.46x10°%). 7 of them are significantly annotated to
glycolysis (p = 3.29x10°) and 4 of them to gluconeogenesis (p = 8.30x10#). 12 members
of the cluster cO have a role in generation of precursor metabolites and energy (p =
1.23x10?) and 8 members are associated with nucleotide metabolic process (p = 5.14x10°
%). In addition, 4 members of the cluster cO were found to be significantly annotated to
nitrogen compound metabolic process (p = 6.20x10%) and 3 of them are significantly

annotated to proline biosynthetic process (p = 9.31x10®). Moreover, 5 members of the
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cluster c3 play a role in glucose metabolic process (p = 3.73x107°) and 4 of them are related
to pentose-phosphate shunt (p = 6.76x10°) (Table 3.5).

Table 3.5. Gene ontology terms annotated to the members of the clusters c0 and c3

cluster cO
GO term p value members
Adhbp | Glklp | Pgklp | Tpilp | Tdh3p
glucose catabolic process 1.46E-20 Pfklp | Soldp | Gnd2p | Eno2p | Rpelp
Fbalp | Zwflp | Rkilp
glycolysis 3.29E-10 Glklp | Pgklp | Tpilp | Tdh3p | Pfklp

Eno2p | Fbalp
Atplp | Adh5p| Glk1p | Pgklp | Tpilp
1.23E-09 Hor2p | Tdh3p | Pfklp | Eno2p | Fbalp
Mdhlp| Aaclp
Atplp | Adh5p| Soldp | Gnd2p | Rpelp
Zwflp | Gpd2p | Rkilp
proline biosynthetic process 9.31E-06 Prolp | Pro2p | Pro3p

glutamine family amino acid
biosynthetic process

generation of precursor metabolites and
energy

nucleotide metabolic process 5.14E-06

6.20E-04 Prolp | Pro3p | Putlp | Pro2p

gluconeogenesis 8.30E-04 Pgklp | Tdh3p | Eno2p | Fbalp
cluster c3
GO term p value members
pentose-phosphate shunt 6.76E-10 Tki2p | Tkilp | Tallp | Pgilp
glucose metabolic process 3.73E-09 Pgilp | Mdh2p| TkI2p | Tkilp | Tallp

Members of clusters c0 and ¢3 and the all fluxes described by Forster et al. (Forster et al.,
2003) are tabulated in the Appendix.

3.6. Topological study of TOR signalling proteins

The protein interaction network of TOR signalling proteins was constructed with the
protein-protein interactions among proteins implicated in TOR signalling. Protein-protein
interactions among 194 proteins which were reported to be related to TOR pathway in
literature (Table B.1) were obtained using Osprey 1.2.0 (Figure 3.19). The topological
properties of this protein interaction network were investigated.
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Figure 3.19. Protein-protein interaction of TOR signalling network

displayed by Osprey 1.2.0

Initially, Osprey resulted in 620 interactions for 162 proteins including self-
interactions. (Table B.2.). When self-interactions were excluded, 561 interactions were
found among 162 proteins. The topological features of this network were analyzed by
investigating degree, (k), clustering coefficient (C), and betweenness (b), which are the
global measures that are used to determine the general characteristics of a biological
network. Thus, for the complete network, average degree, which is the ratio of all
interactions to the total number of nodes (<k>), average clustering coefficient (<C>) and
average betweenness (<b>) were calculated as 3.46, 0.344 and 329.08, respectively. The
average clustering coefficient for 10° random networks, generated by keeping the number
of nodes and interactions constant, was calculated as 0.0409 (Table 3.6). This remarkable
difference in the clustering coefficient for constructed TOR signalling protein interaction

network and random network implies that the network of interest is scale free.
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Table 3.6. Topological parameters of the TOR signalling and random networks

Topological TOR signalling Random network
parameters network
N 162 162
I 561 561
<k> 3.46 3.46
<C> 0.34 0.04

Degree is the number of existing interactions that this particular node has. Degree
distribution of the network is accepted as a primary measure that is frequently used to test
scale-freeness. Hence, to determine whether TOR signalling protein interaction network is
scale-free, degree for each of the nodes in the network was calculated. For this network,
the degree of proteins in the network ranges from one to 36. It should be noted that, for the
random network, the maximum degree was calculated as 19. Inthe TOR signalling protein
interaction network, 26 out of 162 nodes had a degree of 3. Nodes with k value greater than
20 were Torlp (k = 36), Esalp (k = 22) and Ras2p (k = 21). Complete list of individual
degree of nodes is given in Appendix (Table B.4). The frequency of nodes with degree K,
p(k), and cumulative distribution of nodes with degree k, n(k) were presented in Table 3.7.
As shown in Figure 3.20, the cumulative degree distribution follows power law with a
slope of -1.53 with R? = 0.8. Hence the degree exponent for the network is y = 2.53 as

indicated with the equation n(k) = Ak 7" (Rodriguez-Caos et al., 2005). This linear trend
in the cumulative degree distribution indicate that many proteins are linked to few proteins,
on the other hand there are few proteins that are connected to many proteins, which
provides additional evidence that TOR signalling protein interaction network is scale-free

and biologically significant.



Table 3.7. The frequency, p(k), and cumulative frequency, n(k), of nodes

and their natural logarithmic values

k p(k) n(k) In(k) In(n(k))
36 1 1 1.56 0.00
22 1 2 1.34 0.30
21 1 3 1.32 0.48
20 1 4 1.30 0.60
19 2 6 1.28 0.78
18 1 7 1.26 0.85
17 4 11 1.23 1.04
16 3 14 1.20 1.15
15 2 16 1.18 1.20
14 1 17 1.15 1.23
13 3 20 111 1.30
12 4 24 1.08 1.38
11 7 31 1.04 1.49
10 11 42 1.00 1.62

9 14 56 0.95 1.75

8 2 58 0.90 1.76

7 11 69 0.85 1.84

6 9 78 0.78 1.89

5 16 94 0.70 1.97

4 15 109 0.60 2.04

3 26 135 0.48 2.13

2 15 150 0.30 2.18

1 12 162 0.00 2.21
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Figure 3.20. Cumulative degree distribution of the TOR signalling proteins
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Clustering coefficient (C) is the fraction of the number of existing interactions
among the neighbours of a particular node to the maximum allowable interactions among
them. Clustering coefficients (C(k)) of all nodes are given in Appendix (Table B.4). For
each degree, average clustering coefficient values (<C>), were also calculated by taking
the average of clustering coefficient values for its corresponding degree, as shown in Table
3.8. Thedistribution of clustering coefficients and average clustering coefficients is shown
on log-log scale in Figures 3.21 and 3.22. The clustering coefficient distribution with
respect to degree shows a heterogeneous, skewed shape, indicating power—law behaviour.

The average clustering coefficients on log- log scale shows linearity with R? = 0.71.
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Figure 3.21. The distribution of clustering coefficients
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Figure 3.22. The distribution of average clustering coefficients

Betweenness (b) for a node is the fraction of the number of shortest paths between
two nodes that passes through a particular node to the total number of shortest paths
between these two. The property is also accepted as another measure for scale-free
behaviour, since the highest betweenness nodes act like a bridge in the network, and a few
high betweenness nodes are present in a scale-free network. Betweenness (b(k)) for each of
the nodes in the network, was calculated as given in Appendix (Table B.4). For each
degree, average betweenness values (<b>), which are given in Table 3.8, were calculated
by averaging the betweenness values for their corresponding degree. The distribution of
betweenness and average betweenness is shown on log-log scale in Figures 3.23 and 3.24.
The average betweenness on log-log scale shows linearity with R? of 0.95, indicating that
there are few proteins located at the centre of the network, hence responsible for
communication, and many proteins are located at the periphery. Torlp had the highest
betweenness value (b = 4754.2) implying that the most number of shortest paths passed
through Torlp in the network; thus, it provides evidence that Torlp has a centralrole in the
network.
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Figure 3.23. The distribution of betweenness
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Figure 3.24. The distribution of average betweenness
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Table 3.8. Average betweenness centralities and average clustering coefficient

of each degree values

k <b> <C> k <b> <C>
2 6.18 1.00 13 549.86 0.26
3 45.16 0.46 14 1248.45 0.10
4 53.08 0.38 15 750.45 0.21
5 106.90 0.31 16 847.99 0.21
6 180.98 0.22 17 1079.91 0.18
7 291.97 0.24 18 1207.81 0.17
8 175.77 0.52 19 1026.58 0.17
9 281.66 0.24 20 992.33 0.18
10 244,54 0.27 21 1195.46 0.19
11 244,01 0.29 22 1647.01 0.19
12 734.22 0.21 36 4754.24 0.08

To sum, the cumulative degree distribution, clustering coefficient and betweenness (y
= 2.53, R?=0.71, R?=0.95) show that protein interaction network constructed with the TOR
signalling proteins exhibit scale-free behaviour. This indicates that most proteins are linked

to only a few others, whereas most of them have many connections.

The scale-free behaviour of allows a more organized structure in the network.
Proteins participate in similar functions tend to cluster in functional modules. These
modules are regarded as highly condensed subgraphs within a network. The functional
modules in the TOR signalling protein interaction networks was determined based on
modularity measure, Q, with the Bron-Kerbosch (BK) algorithm (Bron et al., 1973). This
measure is the fraction of the number of existing interactions to the maximum number of
possible interactions within a set of particular nodes. 289 functional modules with Q =1
were identified within the TOR signalling protein interaction network using this algorithm
implemented in Python scripting language. The complete list of functional modules is
presented in Appendix (Table B.3). The size of the functional modules ranges from two to
six, with a weighted average of 2.95. Three per cent (10 out of 289) of the functional
modules contains six members. Eight per cent (23 out of 289) of the cliques consists of 5
or more nodes and 60 cliques (21 per cent of the total modules) include 4 or more nodes.
Modules with respect to number of members present are given in Table 3.9. The diversity
in the functional module size of TOR signalling protein interaction network implies that
the network exhibit an organized structure. On the other hand, for 10° random networks,

where the number of nodes and interactions were kept constant, the same algorithm yielded
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475,745 functional modules, sizes ranging from two to four, with a weighted average
module size 2. The comparison for the distribution of module size for TOR signalling
protein interaction network and random network is given in Figure 3.25. Since the average
size of the modules identified is 2.95. As indicated in the previous studies, modules having
size four and above are biologically meaningful (Spirin and Mirny, 2003), therefore 60

modules having four or more members were considered for further investigation.

Table 3.9. Number of cliques with respect to number of members

Nurmber of clique Number of cliques
members
2 110
3 119
4 37
5 13
6 10
1.00
0.90 L
» 0.80 ,’ \
3 0.70
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Figure 3.25. Comparison of clique member distributions of TOR signalling and

random networks

60 out of 289 functional modules comprise more than three members. Out of 162
proteins in the network, 79 (48.76 per cent) proteins are represented in these functional
modules. Most frequent nodes, which were present in six and more functional modules, are
shown in Table 3.10. The distribution of these particular nodes according to the size of the
module is presented in Figure 3.26. The proteins showing frequent presence in functional

modules form also functional modules. Five modules of which members are among those
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most common nodes are Torlp-Tor2p-GIn3p-Ure2p, Yaklp-Sch9p-Msn2p-Ras2p, Yaklp-
Sch9p-Tpklp-Ras2p, Yaklp-Tpk2p-Tpklp-Ras2p, Yaklp-Tpk2p-Msn2p-Ras2p. Due to
high connectivity of all members with the other cliques, those modules might have central

roles in the network.

Table 3.10. Most common nodes of more than 3 member cliques

Protein name Nu r_nber Protein name Nu r_nber
of cliques of cliques
Ras2p 12 Pph22p 7
Torlp 11 Tor2p 7
GIn3p 10 Pep5p 6
Esalp 9 Pph21p 6
Tpklp 9 Rim15p 6
Bmh2p 8 Sit4p 6
Msn2p 8 Tpk2p 6
Pep3p 8 Ure2p 6
Sch9p 8 Vps33p 6
Tap42p 8 Yaklp 6
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Figure 3.26. Distribution of particular nodes present in more than three member modules

To determine how the functional modules are closely related with the rest of the
network, each functional module was scored according to the interactions within the
module and the modules’ interactions to the rest of the network. The score is the fraction of
the outer degrees of the module to the total number of degrees in the module. This score

would be high, if the functional module is highly connected to the other nodes in the
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network, and a low score indicates an isolated fragment. The score table is given in
Appendix (Table B.5). The top highest scores corresponds to modules 24, 25, 27, 28, and
33, all of which include Torlp (Table 3.11). Additionally, among these five top scored
modules GIn3p is present in four of the modules. These indicate the central roles of Torlp
and GIn3p in the TOR signalling pathway. The list of the modules and their corresponding
scores is given in the table below:

Table 3.11. Top scored more than three member modules

Madule Module members total-degree number of n- out- score
number members degree | degree
24 Torlp | Tor2p | GIn3p | Ure2p 83 4 12 71 5.92
25 Torlp | Tor2p | GIn3p | Lst8p 77 4 12 65 5.42
27 Torlp | Tor2p | Tpd3p | Tap42p 74 4 12 62 5.17
28 Torlp | Gatlp | Ure2p | GIn3p 72 4 12 60 5.00
33 Torlp [ Gendp | Ure2p | GIn3p 71 4 12 59 4.92

On the other hand, the lowest scores belong to modules 3, 4, 5, 16 and 57 (Table
3.12). The members on modules 3, 4 and 5 are related with vacuolar transport. Members in
module 16 are function in translation initiation. Module 57, where the members are Hap2p,
Hap3p, Hap4p and Hap5p, functions in respiration. Its score 0.33 indicates that this module

is tightly bound within but is an isolated module.

Table 3.12. Bottom scored more than three member modules

Module Module members total- | number of in- out- score
number degree | members | degree | degree
3 Esalp | Vps16p | Pep5p [ Pep3p | Vps33p | Pep7p 67 6 30 37 1.23
4 Esalp | Vpsl6p | Pep5p [ Pep3p | Vps33p | Vps3p 65 6 30 35 1.17
5 Esalp | Vpsl6p | Pep5p | Pep3p | Vps4bp | Pep7p 64 6 30 34 1.13
16 Tif4632p | Tiflp | Tif2p | Tif4631p | Cdc33p 39 5 20 19 0.95
57 Hap5p | Hap4p | Hap2p | Hap3p 16 4 12 4 0.33

To determine the significance of the functional modules, AmiGO Gene Onto logy

term enrichment tool (Harris et al., 2008) was employed to find significantly enriched

biological process terms. The terms are listed in Appendix (Table B.6).

The members in modules 1 — 5 are significantly enriched with vacuole organization

(p < 9.15x10*). Esal, Pep3 and Pep5 are co-located in all of six member functional

modules. Six proteins, namely Esalp, Rad27p, Vps33p, Pep5p, Pep3p and Pep7p, in
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module 1 are related with post-Golgi vesicle-mediated transport (p = 5.79x10°) and
vacuolar transport (p = 5.56x10™). Esal is the yeast histone acetylase that is required for
cell growth (Reid et al., 2000). This protein has found to function in the activation and
repression of ribosomal proteins (RP) in yeast (Martin et al., 2005). TOR pathway
responds to nutrients by controlling expression of RP genes. The coordinated expression of
RP genes is associated with recruitment of Esalp to the RP gene promoters. It was shown
that the association of Esalp with the RP gene promoters is rapamycin sensitive and that
the loss of Esalp from these promoters resembles the kinetics of RP gene repression upon
addition of rapamycin (Rohde et al., 2003). Key components of the transport into the
vacuole are the vesicle-mediated transport class that is essentially composed by vacuolar
sorting proteins (VPS) that comprise multimeric complexes involved in the formation of
vesicles responsible for intracellular trafficking between Golgi compartments, the
endosome and the vacuole (Vps16p, Vps33p, Pep3p and Pep5p) (Mira et al., 2008). The
systematic deletion of class VPS strains showed as decreased chronological life span

compared to wild type (Schauer et al., 2009).

Six members in module 6, namely, Cdc55p, Tpd3p, Rrd2p, Tap42p, Pph22p and
Pph21p are significantly associated with mitotic cell cycle spindle checkpoint assembly (p
=1.81x107). Through TORC1, rapamycin affects many nutrient-responsive gene
expressions at several levels, including transcription, translation and protein trafficking and
stability (Rohde et al., 2003). Many rapamycin sensitive events are mediated by several
phosphatases, including protein phosphatase 2A (PP2A). In this module, PPH21 and
PPH22 encode PP2A catalytic subunit. PP2A is one of the major protein serine/threonine
phosphatases in the cell, which plays a role in several cellular processes, including
metabolism, transcription, RNA splicing, translation, cell cycle progression,
morphogenesis, signal transduction, development, and transformation. TPD3 encodes the
only A subunit, whereas two other B subunits are encoded by CDC55 and RTS1 (Shu et
al.,, 1997). Mutations of CDC55 are viable, but lead to defects in cytokinesis, spindle
checkpoint and result in abnormal cell morphology (Koren et al., 2004). All of the units in
PP2A interact with the Tap42p regulatory subunit (Jiang and Broach, 1999). In particular,
these proteins have been shown to regulate the phosphorylation state and activity of
distinct transcriptional regulators whose target genes are controlled by TORC1 (Jiang et
al., 2008).
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Co-location of Gislp-Riml15p-Msn2p-Msndp and Ras2p in two six member
functional modules, modules 7 and 8, supports the evidence that TOR signalling pathway
is related with cellular aging. The GO term enriched in these functional modules are age-
dependent general metabolic decline during chronological cell aging (p = 9.15x10™° and p
= 2.45x10°®, respectively). Msn2p/4p and Gislp are stress response transcription factors,
which are positively regulated with Rim15p. It was also reported that, longevity regulation
controlled by Torlp, Sch9p and Ras2p converges on the protein kinase Rim15p (Wei et al.,
2009). Deletion of MSN2/4 in ras24 and of RIM15 in sch94 mutants reduces life span
extension. TORC1 signaling is negatively regulated with Msn2p/4p and Riml15p.
Deficiency in Gislp led to a reversion of life span extension of the sch94 and, to a lesser
extent, RAS2 deleted mutants (Wei et al., 2008). Recently, Gislp and Rim15p are required
for the upregulation of many of the genes that function upon starvation for different

macronutrients (Zhang et al., 2009).

Six members in module 9, namely Bcylp, Tpklp, Ras2p, Tpk2p, Msndp and
Rim15p, are significantly associated with RAS protein signal transduction (p = 5.39x10°®).
The RAS/PKA pathway plays an important role in regulation of growth in response to
extracellular nutrients. In rich nutrient conditions, Raslp and Ras2p are activated, in turn
they activate adenylate cyclase (encoded by CDC35 gene) to produce cAMP. PKA consists
of three catalytic subunits, Tpklp, Tpk2p, and Tpk3p, and a regulatory subunit, Bcylp.
Binding to cAMP allows the dissociation of Bcyl from the catalytic subunits and
activation of PKA. The RAS/PKA pathway is also associated with some TORC1-regulated
responses other than autophagy (Schmelzle et al., 2004). The activation of the RAS/cAMP
pathway suppresses a TOR deficiency. Also, the regulation of PKA is achieved by TOR.
These findings suggest that the RAS/cAMP pathway is a TOR effector pathway (Yorimitsu
et al., 2007).

Members in module 10 are involved in cytoskeleton organization (p = 5.37x107).
The members PPH21 and PPH22 encode protein phosphatase 2A (PP2A). On the other
hand, YPA1 and YPA2 (also named RRD1 and RRD2 for Rapamycin-resistant deletion)
encode Phosphotyrosyl Phosphatase Activator (PTPA). Inactivation of either gene renders
yeast cells rapamycin resistant (Zheng et al., 2005). Individual deletion of YPAL produces

a more severe phenotype than deletion of YPA2. Deletion of YPAL leads to an abnormal
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actin distribution, growth defects, and rapamycin resistance (Van Hoof et al., 2000; Van
Hoof et al., 2001). YPAL1 and YPA2 deletions confer rapamycin resistance probably by
indirect regulation of TOR (Leulliot et al., 2006). Rrd1p and Rrd2p are shown to interact
with TAP42-containing complexes (Zheng et al., 2005).

The members in module 12 (Sap185p, Sapl55p, Sap4dp, Sapl90p, Sitd4p) are
significantly associated with G1/S transition of mitotic cell cycle (p = 1.59x107). It was
known that Sitdp associates with the other four proteins and those are called Sitdp-
associated proteins (SAPs) (Inoki et al., 2005). Inaddition to cell cycle regulation (Luke et
al., 1996),Sitdp together with SAPs were found to be related with transcriptional and
translational programs that couple cell growth to amino acid availability (Rohde et al.,
2004).

5 members of module 16 are involved in translational initiation (p = 2.81x10°®).
Saccharomyces cerevisiae encodes the eukaryotic initiation factor 4E (elF4E) protein by
the CDC33 gene, the elF4A protein by TIF1 and TIF2, and the two elF4G proteins
(elF4G1 and elF4G2) by the TIF4631 and TIF4632 genes, respectively. All these proteins
physically associate and that this association performs an essential function for translational
initiation (Neff et al., 1999).

The members in module 24 (Torlp, Tor2p, Ure2p, GIn3p), module 28 (Torlp,
Gatlp, Ure2p, GIn3p) and module 29 (Torlp, Dal80p, Ure2p, Gzf3p) are significantly
associated with the regulation of nitrogen utilization (p = 2.55x1073, 1.87x10®, 1.71x10°
respectively). Gatlp, Dal80p, and Gzf3p are four GATA type transcriptional factors which
have roles in the regulation of nitrogen catabolite repression sensitive genes and it was
found that GIn3p activity is inhibited by Ure2p in the presence of preferred nitrogen
sources (Bertram et al., 2000). Moreover, TOR complex 1, which includes Torlp and
Tor2p, is considered to be responsible for GIn3p phosphorylation and dephosphorylation
(Carvalho et al., 2003).

4 members of module 57 constitute Hap2p/3p/4p/5p complex in Saccharomyces
cerevisiae (McNapp et al., 2005). Four proteins are members of the CCAAT-binding

factor, is an evolutionarily conserved multimeric transcriptional activator responsible for



90

the activation of many of the genes involved in respiratory metabolism. They are
significantly associated with the regulation of carbohydrate metabolic process (p =
5.48x10%).

4 members of module 58 are subunits of RNA polymerase | and/or Ill. Rpc40p is a
subunit of RNA polymerase | and 1ll, Rpal35p and Rpa49p are two subunits of RNA
polymerase I, and Rpc34p is a subunit of RNA polymerase IIl. They are significantly
associated with DNA dependent-transcription (p = 5.76x10°3).
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4. DISCUSSION

In this study, the aim is to have a better understanding of the TOR signalling
pathway and for this purpose; the impact of caffeine and rapamycin on the growth of yeast
cells was investigated. Saccharomyces cerevisiae wild type BY4743 strains were grown in
different type of media in both flasks and fermentors and samples were collected from
these experiments to obtain biomass and extracellular metabolite profiles in the absence
and the presence of the chemicals. This data was used in flux balance analysis (FBA) to
determine metabolic fluxes under these conditions by using the whole genome
stoichiometric models. The fluxes predicted by FBA were analyzed via self-organizing
maps (SOM) methodology. Moreover, topology of TOR signalling proteins and the

organization of functional modules were identified.

Saccharomyces cerevisiae wild type BY4743 strains were cultivated in F1 or YPD
medium in both flasks and controlled fermentors. Growth characteristics of yeast cells

were observed in the absence and presence of caffeine or rapamycin.

The effect of the caffeine and rapamycin on growth profiles of yeast cells in F1
medium was investigated and these chemicals were found to inhibit the growth of the yeast
cells after the treatment. This observation is consistent with several studies (Kuranda et al.,
2006; Reinke et al., 2006; Wullschleger et al., 2006). The repression of growth by caffeine
has increased with the increasing concentrations of. It had also been reported that (Reinke
et al., 2006; Wanke et al., 2008) that the higher caffeine concentrations result in higher
degrees of inhibition of the growth of yeast cells. Moreover, yeast cells treated with lower
amount of caffeine (less than or equal to 10 mM as the final concentration) reached to
higher optical density values compared to the cells grown in the control flask at the
stationary phase. However yeast cells treated with higher amount of caffeine (more than 10
mM as the final concentration) could never reach to optical density level of the untreated
cells. These results are consistent with the findings that low amount of caffeine extended
life span of the cells grown on the plates (Wanke et al., 2008). Wanke et al. counted more
colonies of yeast cells living on the caffeine treated plates compared to untreated ones. In

addition, it rapamycin treated cells also reached to higher optical density values than the
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untreated cells indicating that a certain concentration of rapamycin may extend the life

span as low concentrations of caffeine do

It was also observed that growth curve of the rapamycin treated cells reached higher
values than the growth curves of the cells treated with different concentrations of caffeine
at different time points. First, the growth curve of the rapamycin treated cells reached
higher values than the growth curves of the cells treated with lower amounts of caffeine, as
time passed the growth curve of the rapamycin treated cells reached higher values than the
growth curves of the cells treated with lower amounts of caffeine, and at the end of
exponential phase or at the stationary phase it had similar optical density values as high as
the growth curves of the cells treated with lower amounts of caffeine. Furthermore,
rapamycin treated cells reached to the stationary phase later than the caffeine treated or
untreated cells. This shows that repression effects of caffeine and rapamycin were different
on yeast cells, which was claimed by previous studies (Kuranda et al., 2006; Reinke et al.,
2006).

Investigation of the effect of these chemicals on growth of yeast cells in YPD
indicated that an increasing concentration of caffeine has an increasing inhibitory effect on
the growth properties of the cells. However, growth behaviour of the cells was not affected
when cells were treated with rapamycin at the final concentration of 200 ng/ml and only a
slight inhibitory effect was observed when the concentration was doubled .The effect of
rapamycin and caffeine on the growth was more pronounced on cells grown in F1 medium

when compared to YPD which is a rich medium.

The effect of caffeine on the fermentation characteristics on S. cerevisiae BY4743
was comparatively investigated under controlled batch fermentation conditions in the
present study and flux distribution was determined in both caffeine treated and control

cultures
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Figure 4.1. Comparison of ethanol and glycerol production in the absence and presence of
caffeine

Decrease in the ethanol and glycerol production after caffeine treatment is shown in
Figure 4.1. The decrease may be a result of caffeine repressing growth. Decreased ethanol
and glycerol production indicates decrease in fermentation and respiration, respectively;
and decrease in fermentation and respiration results in decrease in the energy production

and consequently repression in the growth.

Although biomass production in YPD medium could not be successfully predicted by
flux balance analysis (FBA) when the maximization of growth or oxygen uptake was used
as objective function, ethanol production in YPD medium could be successfully predicted
when the maximization of ethanol production was used as the objective function.
Moreover, it was observed that prediction of ethanol production in the presence of caffeine

was not as successful as in the absence of caffeine.

In order to investigate the effect of caffeine on the fluxes, fluxes predicted by FBA
both in the absence and the presence of caffeine were clustered. FBA predicts the growth
of the cells successfully in the steady-state growth period and since the ethanol production
in that period was most successfully predicted 1.5 hours after the treatment both in the

absence and presence of the caffeine, the fluxes at that time which were predicted by FBA
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were compared via clustering. In order to consider the fluxes independent of their
direction, absolute magnitudes of fluxes were normalized and clustered. Although the
magnitude of 42 fluxes was observed to decrease, the magnitude of 6 fluxes increased after
caffeine treatment. The repressed fluxes are significantly associated with glucose catabolic
process, glycolysis, generation of precursor metabolites and energy, nucleotide metabolic
process and glutamine family amino acid biosynthetic process; whereas, the activated
fluxes are significantly associated with glucose metabolic process and pentose-phosphate

shunt.

The repressed fluxes in glycerol synthesis and glucose fermentation pathways, which
are indicated by green arrows, are given in Figures 4.2 and 4.3. This data is consistent with
the decreased glycerol and ethanol production in response to caffeine treatment, which
may indicate the repression of growth due to caffeine. Moreover, almost all fluxes in
glycolysis were repressed under caffeine treatment, as is shown in Figure 4.3. In addition,
fluxes playing role in glucose (Hxt4p), ethanol, glycerol (Fpslp), acetic acid (Fpslp),
proton (Atplp) and carbon dioxide transport, and transportation through mitochondrial
membrane (Oaclp, Aaclp) as well as mitochondrial carriers (Mirlp, Diclp) were
repressed in response to caffeine treatment. The flux under the control of Mdhlp, which is

in TCA cycle were also decreased under the caffeine treatment.
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Figure 4.2. Glycerol synthesis pathway under caffeine treatment
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Moreover, the fluxes in proline biosynthesis were repressed in response to caffeine,
which are indicated by green arrows in Figures 4.4. The flux under the control of Putlp
which has a role in proline utilization pathway was also repressed under the caffeine
treatment. It is known that TOR signalling regulates protein synthesis (Hinnebusch et al.,

2005) and inhibition of TOR signalling by caffeine may repress proline biosynthesis and

utilization.
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Figure 4.4. Proline biosynthesis pathway under caffeine treatment

The repressed and activated fluxes in pentose phosphate shunt pathway, which are
indicated by green and red arrows, respectively, are given in Figure 4.5. The pentose
phosphate pathway is important for generating NADPH, which is a source of reducing
energy, as well as a variety of sugar molecules that are required for the biosynthesis of
nucleic acids and amino acids. This pathway is also important for protecting yeast from
oxidative stress. It was observed that fluxes having a role in the synthesis of
glyceraldehyde-3-phosphate and sedoheptulose-7-phosphate from xylulose-5-phosphate
and ribose-5-phosphate were decreased; however, fluxes after this point in the pentose
phosphate pathway were activated. Activation of those fluxes may derive from the
alternative pathways in which glyceraldehyde-3-phosphate and sedoheptulose-7-phosphate
are synthesized from degradation of deoxyribose-5-phosphate and D-sedoheptulose-1,7-
bisphosphate. It was found that TOR signalling regulates nucleotide biosynthesis
(Hinnebusch et al., 2005) and inhibition of TOR signalling by caffeine may result in

degradation of nucleotides.
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Topological analysis of the protein-protein interaction network related to TOR
signalling is scale-free (SF) as expected for biological networks. The degree distribution
and clustering are heterogeneous, and skewed shapes of clustering and betweenness
centrality indicate power—law behaviour. Therefore, TOR signalling network shares the
small-world behaviour of real networks. Compared to a random network, it also had a
higher average clustering coefficient and higher maximum degree value. Most proteins in a
scale-free network are linked to only a few others, whereas most of them have many
connections. In addition, when nodes are removed at random, internal stability is
maintained in the network. Otherwise, eliminating the most connected nodes fragments the
network. However, a similar fragility is observed both if the nodes are removed at random

or inorder of increasing degree in random webs (Rodriguez-Caso et al., 05).

Due to scale-free behaviour TOR signalling network had an organized structure.
Proteins that participate in similar functions tended to cluster in functional modules. These
modules constructed highly condensed subgraphs within the network The weighted
average of functional module sizes were found as 2.95; however, modules of size four and
above were considered as biologically meaningful, as indicated in previous studies (Spirin
and Mirny, 2003). Most modules were found to be biologically meaningful; the members
have a role in the same biological function. When the functions of the proteins in modules
were investigated, it was observed that proteins have a role in vacuolar organization,
mitotic cell cycle spindle check point assembly, cellular aging, RAS protein signal
transduction, cytoskeleton organization, G1/S transition of mitotic cell cycle, translational
initiation, regulation of nitrogen utilization, regulation of carbohydrate metabolic process
and DNA dependent-transcription, were grouped in modules. This may indicate the

organized structure of the TOR signalling network.

Ras2p and Torlp were the most common proteins among those modules. This is
consistent with the data that there is a functional interaction between TOR and the
RAS/cAMP pathway (Schmelzle et al., 2004), although it was observed that rapamycin did
not cause significant change in expression of RAS signalling pathway genes (Kuranda et
al., 2005). TOR and RAS signalling were thought to work together in response to stress
(Hong et al., 2002), in transcription process of ribosomal protein genes (Martin et al.,
2004) and in autophagy (K lionsky et al., 2005; De Virgilio et al., 2006).
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When the ratio of out-degree to the in-degree of the modules was compared, Torlp
and GIn3p were found in the highest scored modules and this may indicate the central roles
of Torlp and GIn3p in the TOR signalling pathway. On the other hand, the lowest scored
modules were HAP complex and related to vacuolar transport. These modules may be

considered as isolated modules due to low interaction with the other proteins.
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5. CONCLUSIONS AND RECOMMENDATONS

5.1. Conclusions

In this thesis, the impact of caffeine and rapamycin on yeast cells was investigated in
order to understand the TOR signalling pathway in deep. For this purpose, Saccharomyces
cerevisiae wild type strain was cultivated in F1 and YPD medium in both flask and
controlled fermentor and samples were collected to obtain biomass and extracellular
metabolite profiles in the absence or presence of chemicals. This data was used in flux
balance analysis (FBA) to determine metabolic fluxes under these conditions by using the
whole genome stoichiometric models. Fluxes successfully predicted by (FBA) in the
absence and presence of caffeine were clustered via self-organizing maps methodology in
order to analyze caffeine effect on the yeast cells. Moreover, topology of TOR signalling

proteins was studied.

Caffeine and rapamycin repressed the growth of the yeast cells in both F1 and YPD
mediums. The higher the concentration of the chemicals, the more the growth of the yeast
cells was repressed. However, the repression effects of caffeine and rapamycin were found
to have different characteristics. Furthermore, the repression effect of the chemicals were
more effective in F1 medium, indicating that richness of the YPD medium in nutrients

might decrease the repression effect of chemicals.

Moreover, yeast cells treated with lower amount of caffeine (less than or equal to 10
mM as the final concentration) were observed to reach to higher optical density values
compared to the cells grown in the control flask, consistent with the effect of caffeine that
extends the life span of the yeast cells. Rapamycin treated cells were also observed to reach
to higher optical density values than the untreated cells, which may indicate a similar effect

of rapamycin.

Ethanol and glycerol production was decreased under the caffeine treatment, which
indicates respiration and fermentation were repressed in response to caffeine. This might

be a result of repression effect of caffeine on the growth. Compared to the prediction of



101

biomass production as the maximization of growth or oxygen uptake was objected, ethanol
production in YPD medium was successfully predicted by using flux balance analysis
when the objective function was chosen as the maximization of ethanol production. The
fluxes successfully predicted by FBA in the absence and presence of caffeine were
analyzed by clustering via self-organizing maps methodology. Clustering results showed
that caffeine affected the glucose metabolism and therefore the generation of energy.
Moreover, repression effect of caffeine was observed in glucose fermentation, glycerol

biosynthesis and pentose phosphate and proline biosynthesis pathways.

Topology of TOR signalling proteins was also analyzed and it was found that TOR
signalling network had a scale-free property. Like real networks, it exhibits high
homeostasis when nodes are removed at random. It was found that most proteins are linked
to only a few others, whereas most of them have many connections. Ras2p and Torlp were
the most common proteins among more than 3 member modules, indicating a possible
interaction between TOR and RAS signalling. Moreover, Torlp and GIn3p were found to
have a central role in TOR signalling network. When the functions of the proteins in
modules were investigated, it was found that they are significantly annotated to gene

ontology terms, indicating the organized structure of the TOR signalling network.

5.2. Recommendations

In this study, fluxes that were significantly changed under caffeine treatment were
determined with the help of flux balance analysis using whole genome metabolic models

of Saccharomyces cerevisiae.

For further analysis of the genes that catalyze the reactions through which the fluxes
have changed samples need to be collected for RNA extraction and extracellular metabolite
analyses in similar experiment. Gene expression profiles can be obtained with the help of
quantitative PCR methodology. Relative quantification of gene expression would provide
information about transcriptional response of the genes under caffeine treatment.
Moreover, the experiment can be carried out using mutant strains in which the genes

implicated in TOR signalling are deleted. The role of those genes and their relationship
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with other genes may be investigated by studying significantly changed fluxes or gene

expressions in the absence of those genes.

Genes significantly responding to the caffeine treatment can be identified using

microarray technology to monitor transcriptional response of all genes.

It has been shown that both caffeine and rapamycin affect TOR signalling in the
cell. A comparative study at all omics levels will be very helpful in elucidating the

differences in response of organism to these drugs.

In the present study, the effect of caffeine on growth of yeast cells was investigated
in rich medium. However, since our results showed that the repressive effect of rapamycin
is not observable in this rich medium, controlled batch cultivations in the presence of these
two chemicals should be carried out in a different medium such as chemically defined F1

medium.

Chemostat cultivations in the presence of these drugs may give better estimates for
flux distribution and further information on the effect of these chemicals on the

metabolism of the cells.

Analysis of the functional modules of the protein-protein interaction network
constructed in the present study provided information about previously known functional
relationships in the TOR signalling pathway Therefore extension of this preliminary
network using the first neighbours of the genes in the network or functionally unknown
genes may provide additional information about this important signalling pathway and
enhance our understanding of the molecular mechanisms involved in the response to

drugs.
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APPENDIX A: METABOLITES AND REACTIONS DESCRIBED IN

FBA AND FLUX VALUES PREDICTED BY FBA

Metabolites and reactions described in flux balance analysis (FBA) by Forster et al.,

flux magnitudes used in self-organizing maps clustering (SOM) and SOM cluster members

are included in this section.

Table A.1. Metabolites described in FBA

Abbreviation Metabolite

13GLUCAN 1,3-beta-D-Glucan

13PDG 3-Phospho-D-glyceroyl phosphate

23DAACP 2,3-Dehydroacyl-[acyl-carrier-protein]

23PDG 2 3-Bigphospho-D-glycerate

2HDACP Hexadecenoy|-{acp]

2MANPD ("alpha"-D-mannosyl)(,2)-"beta"-D-mannosy -diacety Ichitobiosyldiphosphod olichol
2N6H 2-Nonapreny|-6-hydroxyphenol

2NMHMBmM 3-Demethylubiquinone-9M

2NPMBm 2-Nonaprenyl-6-methoxy-1,4-benzoquinoneM
2NPMMBM 2-Nonapreny|-3-methy|-6-methoxy-1,4-benzoquinoneM
2NPMP 2-Nonaprenyl-6-methoxyphenol

2NPMPm 2-Nonaprenyl-6-methoxyphenolM

2NPPP 2-NonaprenyIphenol

2PG 2-Phospho-D-glycerate

3DDAHT7P 2-Dehydro-3-deoxy-D-arabino-heptonate 7-phosphate
3HPACP (3R)-3-Hydroxypalmitoy|-[acyl-carrier protein]

3PG 3-Phospho-D-glycerate

3PSER 3-Phosphoserine

3PSME 5-0O-(1-Carboxyvinyl)-3-phosphoshikimate

4HBZ 4-Hydroxybenzoate

4HLT 4-Hydroxy-L-threonine

4HPP 3-(4-Hydroxyphenyl)pyruvate

4PPNCYS (R)-4'-Phosphopantothenoyl-L-cysteine

4PPNTE Pantetheine 4'-phosphate

4PPNTEmM Pantetheine 4'-phosphateM

4PPNTO D-4-Phosphopantothenate

5MTA 5'-Methylthioadenosine

6DGLC D-Gal alpha 1->6D-Glucose

AGRP 5-Amino-6-ribitylamino-2,4 (1H, 3H)-pyrimidinedione
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Abbreviation Metabolite

ABRP5P 5-Amino-6-(5-phosphoribosylamino)uracil

ABRP5P2 5-Amino-6-(5-phosphoribitylamino)uracil

AACCOA Acetoacetyl-CoA

AACP Acyl-[acyl-carrier-protein]

ABUTm 2-Aceto-2-hydroxy butyrateM

AC Acetate

ACACP Acyl-[acyl-carrier protein]

ACACPmM Acyl-[acyl-carrier protein]M

ACAL Acetaldehyde

ACALmM AcetaldehydeM

ACAR O-Acetylcamitine

ACARM O-AcetylcamitineM

ACCOA Acetyl-CoA

ACCOAmM Acetyl-CoAM

ACLAC 2-Acetolactate

ACLACM 2-AcetolactateM

ACm AcetateM

ACNL 3-Indbleacetonitrile

ACOA Acyl-CoA

ACP Acyl-carrier protein

ACPm Acyl-carrier proteinM

ACTAC Acetoacetate

ACTACM AcetoacetateM

ACYBUT gamma-Amino-gamma-cyanobutanoate

AD Adenine

ADCHOR 4-amino-4-deoxychorismate

ADm AdenineM

ADN Adeno