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ABSTRACT

FREIGHT TRIP GENERATION IN URBAN AREAS

Freight transportation planning and modeling in general, and Freight Trip Gen-
eration (FTG) in particular, is an area that is not covered as widely as passenger
transportation. FTG mechanisms are different from passenger trip generation mecha-
nisms, and they are driven by logistical decisions of establishments. So, the main goal
of this research was to improve the understanding of FTG mechanisms and modeling in
urban areas. The data for the study was obtained from Kocaeli Logistics Master Plan.
Kocaeli is one of the largest industrial cities in Turkey with a population of 1,676,202
as of 2013 and has approximately 2200 industrial establishments. A preliminary factor
analysis showed that FTG of TIRs is different from trucks and vans; with the latter
two types are similar to each other. It was followed by segmentation of the similar
logistical site types according to their FTG characteristics for each vehicle set using
Analysis of Covariance (ANCOVA) and its associated post hoc tests. Then, regression
models were built for the whole segment (called the pooled model) and for each logisti-
cal site included in the segment separately, and statistical tests were performed to test
the null hypothesis that the segmentation does not improve the fit, thus the pooled
model is sufficient. This procedure was named “market segmentation analysis”. These
analyses showed that the pooled model was sufficient for almost all the segments except
one segment of truck and van trips. Following this, the segments with most zero-trip
generators were modeled using a new approach which is called “conditional model”
and compared with simple regression models of the segments. The results indicated
that firstly, it was possible to group the similar logistical site types in terms of FTG
patterns. Secondly, for TIR trips, the proposed “conditional model” showed an im-
provement over the common regression modeling approach; with reductions in RMSE
and MAE of 29.58% and 23.57%, respectively. Finally, some recommendations were

made for future research in this area.
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OZET

KENTSEL ALANLARDA YUK ARACI SEYAHATI
URETIMI

Yik tagimacilign planlamast ve modellemesi, ozellikle de yiik araci seyahati
uretimi (YASU), yolcu tagimaciligindaki muadillerine gore yeterince incelenmemigtir.
YASU, yolcu seyahati iiretimindekinden farklidir ve kuruluglarda alinan lojistik konusun-
daki kararlardan etkilenir. Dolayisiyla, bu aragtirmanm esas amact YASU modellerini
gelistirmek olmustur. Yapilan bu calismada kullanilan veriler, Kocaeli Lojistik Master
Plani’'nda toplanan verilerdendir. Kocaeli, 2013 itibar1 ile 1,676,202’lik niifusuyla ve
baridirdigr yaklagik 2200 igletmeyle Tirkiyenin en onemli sanayi gehirlerinden biri-
sidir. Ilk olarak yapilan faktor analizine gore romorklu yiik araclarimm (TIR) YASU’sii,
kamyon ve kamyonetlerinkine gore farkl olarak bulundu. Kamyon ve kamyonetlerin
YASU’lerinin ise benzer olduklar: saptandi. Daha sonra bu arac gruplar: icin, ben-
zer YASU gosteren lojistik odak tiirleri Kovaryans Analizi ve ilgili post hoc testleri
ile gruplandi. Ardindan, her grubun biitiiniinii ele alan havuz regresyon modelleri
ile her gruptaki lojistik odak tiirleri i¢in ayri regresyon modelleri hazirlandi. Gruplar
i¢in, “pazar segmentasyonu analizi” ile grup icindeki lojistik odaklarin ayri sekilde in-
celenmesinin havuz modellerine gore bir iyilegtirme saglamadigi hipotezi istatistiksel
testlerle sinandi. Bu analizler, gruplardan biri hari¢ her grup icin havuz modeli kullan-
manin yeterli oldugunu gostermistir. Daha sonra, icinde yiik araci seyahati iiretmeyen
isletmelerin en fazla oldugu gruplardaki YASU modellemesi icin “kosul modeli” ad1 ver-
ilen bir model gelistirildi. Bu model, bu gruplara ait regresyon modelleri ile kiyaslandi.
Sonug olarak, lojistik odak tiirlerini benzer YASU’lere gore gruplandirmanim miimkiin
oldugu bulundu. Onerilen “kosul modeli”, TIR seyahatleri i¢in regresyon modellerine
gore ortalama hata kareleri kokiinde % 29.58, ortalama mutlak hatada % 23.57 azalma

sagladi. Son olarak, gelecekte yapilabilecek c¢aligmalar icin onerilerde bulunuldu.
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1. INTRODUCTION

1.1. Problem Statement

Transportation and logistics planning are essential for every city for understand-
ing the problems caused by people and freight transportation, and for finding proper
solutions for these problems. The field of freight transportation is as important as
passenger transportation for planning of urban areas and their transportation issues
as stated by Lindholm and Behrends (2012). However, generally speaking, this area
is not covered or understood as well as the passenger transportation; both policy
implementation-wise and research-wise. Thus, more research is needed in freight trans-

portation planning and modeling.

Lindholm and Behrends (2012) stress the importance of considering freight and
passenger transportation together in planning. However, many cities failed to find
the appropriate planning solutions for freight transportation problems. In order to
solve this problem, local authorities should give more priority to obtaining information
on freight transportation studies and integrate their planning solutions into passenger

transportation.

Chatterjee (2004) reported that this area is more complex than passenger trans-
portation and is mainly driven by economics of the region. Ogden, (1992) stated that
most of the freight transportation planning models were analogies of passenger trans-
portation models. However, they had many differences. The main differences were
decision-making mechanisms, unit of transport, delivery patterns, demand and de-
mand factors. The decision maker was the passenger itself in passenger transportation
but firm in freight transportation. Individuals were the units of transport in passen-
ger transportation, but, for freight transportation, units were shipments, commodity
flows, or vehicle trips. Furthermore, many tours were involved in delivery patterns for
freight transportation since there were usually multi-destinations per vehicle. Finally,

the most important difference was the relationship of independent variables with the



dependent variable; trip demand. According to Ogden (1992), the travel demand for
passenger transportation could be related to land use and socioeconomic factors at
either origin or destination. These land use factors could be population, employment,

vehicle ownership, average income of the area for example.

However, Ogden (1992) stated that the same argument could not be valid for
freight transportation. The demand for goods which creates freight trips was a complex
function of social, technological and economic factors and cannot rely on only land
use and socioeconomic factors due to technological improvements over time, such as
increases in labor productivity and emerging of faster production or processing of goods

in establishments.

Quick Response Freight Manual IT (QRFM II), prepared by (Cambridge System-
atics, 2007), categorized freight transportation planning into four sub-levels: Interna-
tional, national, regional (state-wide) and urban. Many modes were considered in each
category, such as maritime, rail, road and air. However, only trucks were considered
for planning the freight transportation in urban areas (Cambridge Systematics, 2007).

Since this study is at urban level, truck flows are considered.

In terms of modeling methods, Ogden (1992) categorized freight transportation
modeling as commodity-based modeling, which models the goods flows, and truck-
based modeling. Both models were adopted from classical four-step planning method
for passenger transportation with some changes. Yet he indicated that the freight
transportation modeling was not well-established; had a poor theoretical basis, a lim-

ited amount of data, and a primitive framework.

Although Ogden (1992) stated that the freight transportation models are adopted
from traditional four-step modeling, Cambridge Systematics, (2007) argued that the
main question about freight transportation planning methods is the issue of build-
ing a relationship with this specific transportation field and the more widely covered
passenger transportation planning by questioning if the classical four-step transporta-

tion approach; trip generation - trip distribution - modal split - route assignment; can



actually be adapted to freight transportation, both for state-wide and urban levels.
Differences are observed between the passenger and freight transportation planning

even in the trip generation part, which is the main scope of this study.

Hensher and Figliozzi (2007) and Chow et al., (2010), contrary to Cambridge
Systematics (2007), stressed the importance of changing from classical four-step plan-
ning model in urban areas to more supply-chain and logistics oriented approach due to
existence of many decision makers such as agents in freight transportation. Hensher
and Figliozzi, (2007) also stated that contrary to state-level or international freight,
and like Ogden, (1992) and Slavin (1998) explained, urban freight was predominantly
dependent on trucking and characterized by shorter trips and multi-stop tours and

models should reflect this fact.

Holguin-Veras et al., (2011) stated that, there were two different concepts in
trip generation of freight transportation: Freight Generation (FG) and Freight Trip
Generation (FTG). FG is about the generation of the commodities while the latter
considers the number of freight trips, i.e. truck flows. Considering this together with
what Cambridge, Systematics, (2007) stated about urban-level freight transportation
planning and truck flows, FTG seems to be the preferred approach rather than FG,

which was also the approach used in this research.

Furthermore, Holguin-Veras, et al., (2013) argued that the FTG models which
had been developed so far could not explain the FTG phenomenon well, thus, there is

a lack of research in this area.
1.2. Goals and Objectives
The main goal of this research is to improve the understanding, methodology and
theoretical background of FTG modeling in the urban context. To achieve this main

research goal, following research objectives were aimed at:

(i) To do a further literature review to identify the problems in FTG modeling;



(ii) To identify groups (or segments) of logistical site types which have similar FTG
characteristics and test the validity of these groups in terms of FTG models;
(iii) To investigate and select the best statistical technique for FTG modeling;

(iv) To recommend further research if needed in this area.

In 2012, a logistics master plan was completed for Kocaeli, Turkey (Kocaeli Lo-
gistics Master Plan-KOLMAP) and integrated into the transportation master plan
prepared for Kocaeli (Kocaeli Transportation Master Plan-KUAP). The data collected
for that project will be used in performing the tasks listed above. The steps selected
for investigating the feasibility of the proposed theoretical framework and the reasons

for selecting these particular steps will be explained in Chapter 3.

1.3. Scope

As will be explained in the analysis part of the research, not all of the industry
sectors and logistical site types in KOLMAP data were used and some were deleted
because their sample sizes were not sufficient for modeling purposes. Information about
commodity types transported was not provided for every facility, so commodity types
were not, considered, but the industrial sector types were collected and thus, they were
used in modeling. On the other hand, all vehicle types were investigated in terms of
their trip patterns. For the reasons explained in Section 1.1 above, only FTG modeling,
which was the recommended approach in urban areas (Holguin-Veras et al., 2011 and

Cambridge Systematics, 2007), was considered in this research.

In the next chapter, literature review about FTG is provided. Then, in Chapter
3, the methodology of the study is explained with the relevant theory as well as the
proposed framework. It is followed by the preliminary data analysis in Chapter 4 and
results of the analysis of the study in Chapter 5. Finally, conclusions and recommen-

dations are provided in Chapter 6.



2. LITERATURE REVIEW

2.1. Freight Transportation and Modeling Approaches

Freight transportation can be defined as the transportation of goods or com-
modities by commercial establishments, and urban freight transportation is the goods
transport in urban areas (Dablanc, 2009 and D’Este, 2000). According to Chatterjee
(2004), D’Este (2000) and Holguin-Veras et al., (2012), freight transportation does not
have a homogeneous nature and is very complex. It is complex because, many different

agents affect the generation of freight, which is mainly driven by the economies.

The agents in freight transportation are shippers, carriers, warehouses, receivers,
and end-users. Shippers are the origins of freight and carriers are the companies that
transport commodities. Warehouses (or distribution centers) are the places where
freight is stored, consolidated or split-up. Receivers are the destination agents of freight
and end-consumers are the final destinations. Even though receivers and end-users
may sound similar, they are slightly different from each other. The difference between
receivers and end-consumers is that, a receiver can be a warehouse or a wholesale trader
and thus, can ship the freight they receive to another destination. However, end-user

does not ship any freight, thus, only receives freight (Holguin-Veras et al., 2012).

Freight is transported by several modes. These modes can be listed as road, air,
water, pipeline and rail. Road is preferred for the transport of goods from/to every
accessible destination via land, thus, as D’Este (2000) stated, trucking is the only
significant mode of urban freight transportation. In the United States, 75 % of freight
is carried by trucking, in terms of shipment tons (Holguin-Veras et al., 2012). Rail is the
mode of freight transport for heavy and inexpensive products while air transportation
carries light and expensive products. Pipelines are used for fluid products such as
petroleum. Intermodal transport mechanisms are also used for transport of many
product types. Intermodal freight transport is, as can be inferred from the name,

transport of goods using several modes (Bogazici Project Engineering Inc., 2012). In



this study, the focus was on road mode since the geographical level was urban.

Comi et al., (2014) divided urban freight models as “push” and “pull” models.
These names point out the macrobehavior of the retailer. In pull-type behavior, the
retailer goes to take the freight and carries it. On the other hand, in push-type behavior,

the retailer and end-consumer have the freight arrived to themselves.

In terms of push models, Ogden (1992) categorized freight transportation mod-
eling as commodity-based modeling, which models the goods flows, and truck-based
modeling. Commodity-based models are used for macro levels of geography, such as
national of regional levels. On the other hand, truck-based models are suitable for
urban-level. Both models were adopted from classical four-step planning method for
passenger transportation with some changes. Yet he indicated that the freight trans-
portation modeling was not well-established; had a poor theoretical basis, a limited

amount of data, and a primitive framework.

Figure 2.1 shows the classical four-step transportation modeling for passenger
transportation (Ortuzar and Willumsen, 2011). First step is the trip generation, in
which the number of trips produced and attracted in each zone. Then, in trip dis-
tribution, the estimated trips are distributed between origins and destination using
mathematical models. Third step is the model split, where the trips are allocated to
vehicle types by developing mode choice models. In the final step, the trips are assigned

to routes in network (Ortuzar and Willumsen, 2011).

The flowchart of the truck-based models is given in Figure 2.2 (Ogden, 1992).
Truck-based models do not have a modal split step, since trucks are the only vehicle
type considered. Also, second truck-based model shown in Figure 2.2 has the trip
distribution step directly done without trip generation step, because O-D patterns are
estimated directly. Figure 2.3 shows the flowchart of the commodity-based models.
Commodity-based models are different from truck based models, because they have
modal split and vehicle loading steps before trip assignment. In vehicle loading step,

commodities are assigned to vehicles. Rest of the first model’s framework is similar to



that of truck-based models. First, generation of commodity flows are estimated, then
those flows are distributed and split to transport modes before the vehicle loading step.
Second model in Figure 2.3 shows the direct estimation of O-D flows of commodities,
it excludes the commodity generation step and commodity distribution is estimated

directly. The second model is done for each mode of transport separately.

Trip Trip Modal Route

Generation Distribution Split Assignment

Figure 2.1. Classical Four-Step Transportation Planning Model.

Truck L »| Trip —p| Trip
Trip Generation Distribution Assignment

Direct Estitnation of
Trip O-D Patterns

Trip Assignment

h 4

Figure 2.2. Truck-Based Models.

Commodity Commodity Commodity

Generation ™| Distribution Modal Split
Trip " Vehicle
Assignment Loading

Direct

Estimaticn of Vehicle Trip

Commedity O-D 7| Loading Assignment

patterns by

made

Figure 2.3. Commodity-Based Models.

Comii et al., (2014), Holguin-Veras et al., (2012) and Slavin (1998) stated that the

classical models have now tours incorporated, since the freight trips are part of tours,



rather than direct trips from origins to destinations. For example, in a network made
of one base and five customers, there are five O-D flows (each originating from the
base). On the other hand, freight vehicles make a tour and stop at each destination.
In the final leg of the tour, the vehicles are empty and they return to the base. It
should be also noted that making tours for freight trips reduces the costs. Comi et al.,
(2014) presented the tour model developed by Hunt and Stefan (2007) as an example.
The model was developed for Calgary, and is shown in Figure 2.4. In this model,
decisions about each new destination in a tour were assumed to made spontaneously,
not beforehand. If the next stop is distant and out of direction, then the decision would

be to return to the origin.

Tour Vehicle and Tour
Generation ™ Trip Purpose ™| Start

\

Stop Next Stop Next Stop
Duration  |[#— Location 4—— | Purpose

| t

Figure 2.4. Tour Model Development by Hunt and Stefan (2007).

In the model that Slavin (1998) proposed, a trip and tour generation model
is the initial step, the destination choice model (where usually a multinomial logit
model is used) is the second step, vehicle supply model is the next step which is the
determination of vehicle types and the network assignment model is the final step which
allows running an assignment model for trucks and cars simultaneously. Thus, it is safe

to say that he followed four-step vehicle model with some modifications.

Cambridge Systematics (2007) explained approaches other than commodity and

vehicle-based models, which are given in the following:

e Simple Growth Factor Models: These models are applied to estimate the future



freight demand using the present freight demand. The method is applied using
either the historical freight traffic trends or forecasts of economic activity. This is
best suited for the cases where the past relationships of economic activities with
freight will be kept constant. However, this method is not recommended for the
cases where there would be significant changes in freight activity.

e Hybrid Modeling: This method involves merging the commodity modeling and
truck trips for urban areas. Even though commodity-based models are strong
in estimated long-distance trips, they usually fail to include trips with short
distances and empty trips. In order to account for these missing trips, truck
trips in local areas are included using truck-based models. However, accurate
conversion between these two types of modeling is critical, which is basically the
conversion of commodity flows to truck trips. It should also be noted that this
modeling is not multimodal; it only considers trucking as a mode.

e Economic Activity Models: Includes two components; economic/land use model
and freight demand model. These two components have an effect on each other,
and the effect is handled by an iterative procedure. Development of land uses
affects the distribution of freight trips due to locations of new land use areas.
It enhances the economic activity in the region, which also increases the freight
transportation activities. Also, problems in freight transportation have a negative
effect on economic activities. For example, as of 2007, congestion in U.S. has a
cost of more than $ 200 billion/year. These models can be used for multimodal

freight transportation planning, unlike hybrid modeling.

Comi et al., (2014) considered the pull models from end-consumer’s and retailer’s
points of view. Models reflecting end-consumer’s behavior are usually adaptations
of the classical four-step transportation planning framework since they are similar to
passenger trips. End-consumers are passengers and the trips they take for freight is
shopping trips. However, there are small differences between shopping trips and other
passenger trips. These differences are due to the fact that destinations and mode
choices are determined according to the characteristics of the purchases, such as the

sizes of the goods.
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On the other hand, retailer’s situation is different from end-consumer’s. There are
two levels in this modeling framework, and each level contains two steps. First level is
the quantity level. In this level, freight flows to each zone are estimated as commodity
flows. Then, the locations of the freight to be acquired from are determined using
multinomial logit model, which is a discrete choice model. After these two steps, the
second level takes place, which is the vehicle-level, where the commodity flows are
converted to vehicle trips. This is a complex stage due to existence of tours in trips. In
this framework, unlike the tour models in push-behavior, the retailer chooses the stops
in tours, and the criterion for selection is the reduction of transport costs. This step
can be modeled using touring algorithms. In the final step, paths to be used and time
windows for trips are determined. Time windows are important for retailers because

time is constrained by regulations to avoid congestion.

In this study, the geographical level of study was urban-level. The focus was on
trip generation step of vehicle-based models, which is also called FTG, as mentioned

in Chapter 1 and shown with black in Figure 2.2.

2.2. Freight Generation (FG) and Freight Trip Generation (FTG)

Freight transportation planning, modeling in general and FTG in particular, is an
area that is not covered as widely as passenger transportation. It is under-researched,
usually with limited understanding of the issues involved and limited objectives. For
many decades, it has been treated in an inconsistent manner without an overall co-
ordination of all the related activities and modeling parts (Holguin-Veras et al., 2011;

Holguin-Veras et al., 2012; Wigan and Southworth, 2006).

One of the differences between freight transportation and passenger transporta-
tion is trip generation mechanisms, as mentioned in Chapter 1. The major difference
between FTG and passenger trip generation is the trip generators. In passenger trip
generation, they are typically the origins of trips whereas for freight trips, they are
the receivers such as warehouses, ports or shops, due to economies (Gentile and Vigo,

2013). In addition, passenger trip generation is mainly influenced by income, car own-
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ership, and family structure; while F'TG is affected by the performed economic activity,

land use type and business size of the establishments (Holguin-Veras et al., 2012).

FG and FTG are two different concepts as already explained in Chapter 1. FG
is the generation of goods (or commodities) while FTG deals with the generation of
vehicle trips. FG and FTG should be modeled separately. The freight demand governs
FG, and FTG is determined by the number of vehicles required to transport, therefore,
by FG. In other words, FTG was a result of logistical decisions. Another difference
between the two concepts is the proportionality with the business size. An increase
in business size may result in a certain increase in generated freight, but this does
not necessarily result in the same amount of increase in number of vehicle trips. This
situation is due to shipment sizes; a small-sized shipment may be carried by a van while
a large shipment may be shipped by a truck. Hence, number of trips may not change

although the amount of cargo transported changes (Holguin-Veras et al., 2012).

Another difference between FG and FTG, i.e., commodity flows and vehicle trips,
is that commodity flows are represented by origin-destination (O-D) flows while vehicle

trips are usually tours (Holguin-Veras et al., 2012; Slavin, 1998).

As stated by Holguin-Veras and Thorson (2003), truck-based modeling, which is
FTG modeling, takes into account of empty trips made by trucks. Consideration of
empty vehicles is crucial for the urban freight transportation planning and hence for
this research. Presence of empty vehicles in models is important because as reported
by Holguin-Veras and Patil (2008), empty vehicles made 30 % to 40 % of the total
freight traffic in their study.

One of the truck trip categorizations can be named as full truck load (FTL)
and less than truck load (LTL) trips. This categorization is important for the trip
characteristics. As the names suggest, the truck trip is an FTL trip when the truck is
fully loaded and is an LTL trip when the truck is partially loaded. Usually, FTL trips
are between the origin and a single destination while LTL trips include a tour. Another

categorization is the vehicle type, in sizes. The sizes of vehicles affect the routes they
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travel. Large trucks usually travel on major routes and avoid narrow streets while

vans do not have the physical difficulties of trucks; they can use the whole car network

(D’Este, 2000).

Cambridge Systematics (2007) also presented several other truck classifications
to be implemented in freight transportation models. One of them is the classification
made by Federal Highway Administration (FHWA). There are 13 classes of vehicles, 8
of which are trucks. They are categorized with respect to their number of axles and

trailers. Classes are listed in Table 2.1.

Table 2.1. Vehicle Classes Made by FHWA (Cambridge Systematics, 2007).

Class 1 | Motorcycles

Class 2 | Passenger Cars

Class 3 | Other Two-Axle, Four-Tire Single Unit Vehicles

Class 4 | Buses

Class 5 | Two-Axle, Six-Tire, Single-Unit Trucks
Class 6 | Three-Axle Single-Unit Trucks

Class 7 | Four-or-More-Axle Single-Unit Trucks

Class 8 | Four-or-Fewer-Axle Single-Trailer Trucks

Class 9 | Five-Axle Single-Trailer Trucks
Class 10 | Six-or-More-Axle Single-Trailer Trucks

Class 11 | Five-or-Fewer-Axle Multitrailer Trucks

Class 12 | Six-Axle Multitrailer Trucks

Class 13 | Seven-or-More-Axle Multitrailer Trucks

Cambridge Systematics (2007) also presented other several truck classifications
used in various freight transportation models. All of these models have trucks cate-
gorized with respect to their gross vehicle weights, which is equal to sum of the load
and weight of empty vehicle. These categories are generally classified as light trucks,

medium trucks and heavy trucks; but their weight ranges change from model to model.
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Ortuzar and Willumsen (2011) categorized the trip generation concept as produc-
tion and attraction. In conjunction with this separation, (Holguin-Veras et al., 2014)
divided FG and FTG concepts into freight attraction (FA), freight production (FP),
freight trip attraction (FTA), and freight trip production (FTP).

2.3. Freight Transportation in Turkey

In Turkey, as of (2010), the logistics potential is $§ 87,000,000,000; which is 12%
of the Gross Domestic Product (GDP). Approximately 30-33 % of this potential is
used by foreign companies. Between 2002 and 2010, the logistics potential has grown
more than three times. Transportation has 39% of the logistics costs in Turkey. The

breakdown of costs is shown in Figure 2.1 (Bogazici Project Engineering Income, 2012).

Orders Administrative
6% 4%

Transportation

24%

Figure 2.5. Shares of Logistics Costs in Turkey.

Import and export in Turkey are mostly done via sea transport, with 50% share.
Road transport has a share of 40%. The remaining 10% is done using rail and air
transport; as shown in Figure 2.2. On the other hand, domestic freight transportation
is dominated by road transport, with 90% share (Bogazici Project Engineering Income,
2012). It is also known that the freight transported via sea is carried in containers to
and from ports. So, tractor trailers (TIR) are used for the transport of containers
between ports and destinations on land. Knowing that 50% of import and export are

done via sea, and trucking has 90% of domestic freight transport; it is obvious that
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road transportation for freight is crucial for Turkey.

Fail + Air
10%

Road
40%

Figure 2.6. Modal Split in Import and Export of Turkey.

2.4. Previous Studies about FTG

As explained in Chapter 1, the study is focused on FTG modeling in urban areas.

In this section, information about previous studies is given.

Holguin-Veras et al., (2014) summarized the little amount of FTG modeling
schemes developed so far: Trip rates, linear regression, spatial regression, cross - clas-
sification method, multiple classification analysis (MCA), and neural networks. Trip
rates are the number of trips in a region per an independent variable. They can be per
establishment, per area or per employee. Linear regression approach attempts to build
a mathematical relationship between the dependent variable (number of trips) and in-
dependent variables (Walpole et al., 2012). The so-called “spatial regression” models
include locational variables in the model to estimate the locational effects (Sanchez-
Diaz et al., 2014). Cross-classification is a non-parametric method and attempts to
find the number of trips for cross-categorized variables (University of Idaho, 2003).
MCA is about determining the trip rates for multiple independent variables, i.e., it
is regression analysis only with dummy variables (UNESCO, 2014). (D’Este, 2000)

included economic forecasts and growth factor methods to trip rates and regression
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models for FTG modeling.

Brogan (1980) investigated the effects of stratification (or disaggregation) on
FTG. Truck-based trip generation models were obtained using regression analysis.
Three stratification mechanisms were present. The first stratification was in vehicle
types, and the author concluded that the vehicle type stratification had not improved
the results of non-stratification. However, the other two stratifications had more signif-
icant results. Stratification with respect to the trip purpose (service trips and goods-
related trips) showed that the independent variables used for each kind of trips can be
different, even though there was no significant improvement. On the other hand, trip
end stratification, which is related to the land use type of destination, resulted in the
most significant improvement. The categories of destination land use were industrial
trips and consumer-related trips. The result of trip end stratification showed that there

was an improvement over the non-stratified trips.

Fischer and Han, (2001) proposed detailed stratification schemes in land-use cat-
egories. The stratification mechanisms were vehicle types, production/attraction rates,
land use categories, goods movement vs. non-goods movement, time of day, toured vs.
non-toured trips and activity types. Land use categories are such as ports, airport,
truck terminals, and warehouses. Production/attraction rates were the fact that the
production and attraction of trips from a certain zone or site were different to each
other, and they should have been distinguished. Stratification with respect to time of
the day was also important since the truck traffic had variations during a given day.
The current practice related to the time of day issues was estimating the 24-hour traffic
first and then factoring the assignment results with the counts obtained in different
time periods. Vehicle types could be classified in terms to their sizes; activity types
are such as pick-up and delivery. Movement with respect to load type (goods vs. non-
goods) could be explained as some trucks may carry goods while some may be related
to services, utilities or be simply empty. The final stratification scheme mentioned was
toured vs. non-toured trips. That was as the name sounds, distinguishing whether the

trip was a linked trip that made multiple stops or single-destination trip.
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Tadi and Balbach, (1994) used a vehicle-type stratification. They determined
the trip generation equations for site types such as warehouses and truck terminals
at Fontana, California. They classified the vehicle types as passenger cars, two-and-
three-axle trucks, and four-five-and-six-axle trucks, and they also modeled all types of
trucks as a pooled model. The equations for trip generation were obtained by regression
methods. They found that FTG in the morning was more than the afternoon. They also
computed the trip rates for land use types and compared them with the ones developed
by Institute of Transportation Engineers (ITE). The result of the comparisons indicated
that their rates and the rates of ITE are not the same. There were no comments about
the regression equations presented, and only a limited assessment was provided by the
inclusion of the coefficient of determination (R?) without performing other statistical
tests. Table 2.2 includes the regression models they developed. They reported R?
values only for some models. They used area of the land use as independent variable,
in thousand squared feet (TSF) or acre. It should be noted that the coefficients of the
independent variable in models for heavy industrial areas are negative, and FTG at

those land uses decreased as the area increased.

Table 2.2. Regression Models Developed by Tadi and Balbach (1994).

Land Use All Trucks 2, 3 Axle Trucks 4, 5, 64+ Axle Trucks
‘Warehouse 30.44+0.1785(TSF) 19.02+ 11.434+

- Light R2=0.60 0.0378(TSF) 0.1406(TSF)
Warehouse 57.65+ 19.92 37.75

- Heavy 0.2891(TSF) 0.0642(TSF) 0.2249(TSF)
Industrial 13.944-0.1480(TSF) 9.02+ 3.39

- Light R2=0.98 +0.0653(TSF) +0.0877(TSF)
Industrial 127.30 48.30 78.00

- Heavy -1.0900(TSF) -0.4350('TSF) -0.6520(TSF)
Industrial n.a.l 25.80 -0.93+0.1600(TSF)
Park +0.0480('TSF) R2=0.30
Truck -108.00+50.6000(ACRE) -35.90 -72.00
Terminal R2=0.10 +12.3700(ACRE) +38.2000(ACRE)
Truck Sales n.a. 192.20 -2.80

and Leasing -3.4200(TSF) +1.89(TSF)

Ben-Akiva and de Jong, (2013), Boerkamps and van Binsbergen, (2000), Chow

INot available.
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et al., (2010), Hensher and Figliozzi, (2007), Iding et al., (2002) and Ogden, (1992)
pointed out the importance of logistics in FTG in their studies. They stressed that
developing models considering these would reveal the behavioral issues at freight trans-
portation. In particular, (Iding et al., 2002) attempted to build a relationship between
the FTG and different industrial sectors. According to the authors, there was a dy-
namic relation between freight transport and economic activities with factors such as
company strategies and governmental issues playing a role and freight trips were the
results of logistical decisions. They believed that in previous studies, the data had
been limited, the sector classification had not been uniform, and the analyses had not
contained all branches of industries. The independent variables they used in models
were employment and site area occupied by the firm. They built separate regression
models for each independent variable and each industry sector. Furthermore, average
trip rates were calculated for each industry sector and each site type such as seaports
and distribution sites. The authors concluded that the stratification of industry sectors
was necessary as there were variations between sectors, furthermore, also between indi-
vidual firms. They stated that the calculated trip rates could be useful to estimate the
trips of a firm for which information about any independent variable was not available.
The regression models developed by Iding et al., (2002) for incoming and outgoing

directions are given in Table 2.4 and Table 2.4, respectively .

Table 2.3. Models for Incoming Freight Vehicles Built by Idling et al., (2002).

Site area of firm (in m?)|Number of employees
N|R?*| ¢! b? N|IR?*| ¢ b

SBI- code

Food and
15 . 45|0.52|3.81 0.07 4710.2816.73| 0.06
drinks
17 Textile 19/0.4(24 0.04 1910.32(2.88| 0.04

Leather and

19  [leather 16| 0 14.39]  -0.01  ]19/0.39/0.45 0.22
products

IConstant.
2Coefficient.



Table 2.3. Models for Incoming Freight Vehicles Built by Idling et al., (2002).

Site area of firm (in m2)|Number of employees

SBI- code N|R2| ¢! b2 |[N|R?| ¢ | b

Wood
products

20 (excl. 3710.68| 1.89 0.02 36 10.59(2.46 | 0.04
furniture)
Printed

22 38 10.03| 5.42 0.01 3710.6213.53 | 0.12
matter

24 Chemicals 3610.71| 5.97 0.03 3910.71/5.39| 0.05
Products of

o5  |tubberand 39539/ 33| 0.02 [42(0.153.67| 0.03
synthetics

Glass,

26 35(0.67| 7.19 0.02 3810.616.95| 0.06
pottery etc.

Metal
28 66 [0.43| 4.02 0.04 711 0 |6.42 0

products
29 Machinery 46 10.01| 8.43 0.00 46 10.00] 8.75| 0.00

Medical

33 |devicesand |19 0.00/8.58| 0.00 |1910.08/6.38| 0.05
instruments

Cars, trucks,

34 4010.32|5.79 | 0.03 [42]0.35/6.53 | 0.05

trailers

Furniture and

36  [various 2410413.02) 0.02 |25(0.32/2.35| 0.09

commodities

45 Construction |254(0.21| 5.76 0.02 264/0.01|6.54 | 0.01

Trading and

50 repair of 78 10.12| 3.97 0.06 &710.09/5.28 | 0.06
motor vehicles

o1 Wholesale 241]0.11] 6.25 0.02  |257/0.03|6.87 | 0.03

Land

60 8910.15|15.03] 0.04 9110.13]15.98] 0.09
transport

Services for

63 15 ]0.88] 8.75 0.09 1710.16|15.14| 0.05
transport




Table 2.4. Models for Outgoing Freight Vehicles Built by Idling et al., (2002).

Site area of firm (in m2)Number of employees

SBI- code N|R2| ¢! b2 IN/R%| c| b
Food and

15 . 45/0.24|5.98 0.04 47)0.24/6.67|  0.05
drinks

17 Textile 20(0.46(3.53 0.01 19/ 0.7 (2.58| 0.03
Leather and

19 leather 160.00[3.64  0.00  [19/0.34/1.25 0.13
products
Wood
products

20 (excl. 36(0.60(1.73 0.02 36(0.39(2.57|  0.03
furniture)
Printed

22 38(0.04(5.14 0.02 38(0.732.62| 0.1
matter

24 Chemicals 36(0.52(5.62 0.02 39(0.43(5.47)  0.04
Products of

25 rubberand 140/0.15/354|  0.02  [42/0.71/0.79| 0.13
synthetics
Glass,

26 37/0.83|5.51 0.04 38(0.68|7.59| 0.12
pottery etc.
Metal

28 66/0.41|2.71 0.04 71/0.00(4.83 0
products

29 Machinery  [46/0.02|5.79 0.01 46/0.00(6.45]  0.00
Medical

33 devices and11910.0114.99)  0.00  [19]0.143.49] 0.04
instruments
Cars, trucks,

34 . 40(0.33| 2.9 0.03 421 0.4 13.64| 0.05
trailers
Furniture and

36 various 24/0.59(1.68]  0.02  |25/0.28/1.49| 0.08
commodities

!Constant.

2Coefficient.
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Table2.4 Models for Outgoing Freight Vehicles Built by Idling et al., (2002).

Site area of firm (in m2)|Number of employees

SBI- code N|R?| ¢! b |N|R*| ¢ | b

45 Construction [254/0.14]6.29 0.02  |264/0.01/6.82| 0.01
Trading and

50 repair of 77(0.05/3.03| 0.03 |86/0.15/3.01| 0.1
motor vehicles

51 Wholesale 240(0.24|/4.15| 0.08 |257|0.02{ 7.56 | 0.04
Land

60 8910.35/11.01) 0.09 |90 (0.49|7.89| 0.33
transport
Services for

63 16 (0.72/12.46] 0.11 1710.17|15.45| 0.05
transport

DeVries and Dermisi, (2008) investigated the trip generation at regional distri-
bution centers in Chicago area. They found the truck arrivals and departures per
employee and per area by time period. Their study concluded that product type and
size of the establishment were important and vehicles with empty containers should
also have been considered. Furthermore, time of day issues were obvious since some
of the distribution activity was done outside of the peak hour traffic. Furthermore,
seasonal variations in truck traffic were observed; freight volume increased in summer

compared to other periods.

Munuzuri et al., (2011) developed a trip generation model and a trip distribution
model for freight transportation and applied it in Seville, Spain. In the trip generation
model they developed, the delivery trips were categorized as business-to-business (B2B)
trips and home deliveries. Since trip patterns varied from one sector to another, they

stratified the trip generation analysis to different sectors.

Ortuzar and Willumsen, (2011) listed the essential explanatory variables of FTG
as the number of employees at a firm, the number of sales, and total and roofed areas of
the firm. However, they also noted that different products may need different transport

mechanisms due to their properties. Thus, different modeling approaches may come
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up due to differences in products and their transportation.

Holguin-Veras et al., (2011) opposed the idea of using trip generation rates with
single independent variables such as employment or gross floor area of the firm. Their
reason was that the significance of the variables was not tested, or the functional forms
of them were not validated. They discussed that if FTG rates were used, FTG would
be underestimated for small businesses and overestimated for large businesses. The
authors also argued that small establishments tended to generate more freight trips
than large ones did. This is because small firms received a small amount of cargo at
one arrival, and that resulted in more freight trips. Therefore, it would not be correct
to assume that FTG was proportional to business size even though FG was likely to
be proportional, as also explained in Section 2.1. Table 2.5 and Table 2.6 include the
FTP and FTA models developed by Holguin-Veras et al., (2011), respectively. They
developed the models for various industry types in Standard Industrial Classification
(SIC), both for each sub-type and main types. It can be seen that FTP and FTA
are constant in some of the industries and increase with employment in others. Mean

squared errors (MSE) were also given.

Holguin-Veras et al., (2012) discussed that FTG models that have been developed
so far lacked accuracy in explaining the FTG; thus, there was a lack of research in
that area. In addition, they argued that the FTG was determined by shipment size,
frequency of deliveries and vehicle type. Hence, FTG was a result of the logistical
decisions of the establishment since the factors affecting F'TG were primarily influenced
by logistical decisions. They also stressed that the classification of logistical sites
should be standardized. Also, for disaggregate FTG models, aggregations should be
conducted carefully since the correct type of aggregation should be chosen. There were
three different aggregation procedures for disaggregated models, and those procedures
were for FTG rates per employee, constant FTG per company and linear FTG models

(combination of both).

INot available.



Table 2.5. FTP Models Developed by Holguin-Veras et al., (2011).
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Trips
Group | SIC Constant ‘ Employment Average Trip/est. Best model
Construction Industries (15,16,17)
All n =10 2.16 2.16 Constant FTG per establishment
t-statistic 3.965 n.a.l! MSE=2.967
3 Construction - Special Trade Contractors
17 n=29 2.067 2.067 Constant FTG per establishment
t-statistic 3.444 n.a. MSE=3.240
Manufacturing (21,22,23,24,25,26,27,28,29,30,31,32,33,34,35 36,37,38,39)
4 All n =18 1.611 1.611 Constant FTG per establishment
t-statistic 5.122 n.a. MSE=1.781
Transportation, Communication and Utilities (40,41,42,43,44,45,46,47,48,49)
All n =175 2.216 0.072 Variable with intercept and slope
t-statistic 4.701 4.826 R2=0.12 MSE=21.499
Motor Freight Transportation and Warehousing
19 n = 163 2.151 0.077 Variable with intercept and slope
5 t-statistic 4.356 4.668 R2=0.12 MSE=21.263
Transportation Services
47 n=12 3.917 3.917 Constant FTG per establishment
t-statistic 2.466 n.a. MSE=30.265
Wholesale Trade (50,51)
All n = 135 0.077 FTG rate per employee
t-statistic 7.639 R2=0.30 MSE=53.306
Wholesale Trade - Durable Goods
50 n="70 1.554 0.04 Variable with intercept and slope
6 t-statistic 1.852 2.8 R2=0.10 MSE=16.305
Wholesale Trade - Nondurable Goods
51 n = 65 0.089 FTG rate per employee
t-statistic 4.986 R2=0.28 MSE=91.965
Retail Trade (52,53,55,56,57,59)
7 All n =10 1.72 1.72 Constant FTG per establishment
t-statistic 5.306 n.a. MSE=1.051
Food (20,54,58)
All n=29 1.444 1.444 Constant FTG per establishment
t-statistic 5.9651 n.a. MSE=0.528
S Food and Kindred Products
20 n=3~8 1.5 1.5 Constant FTG per establishment
t-statistic 5.612 n.a. MSE=0.571




Table 2.6. FTA Models Developed by Holguin-Veras et al., (2011).

Deliveries
Group SIC Constant l Employment l Average Del./Est. Best model
Construction Industries (15 ,16,17)
All n = 33 2.467 2.467 Constant FTG per establishment
t-statistic 10.182 n.a.l MSE=1.937
Building Construction - General Contractors and Operative Builders
15 n=32_8 FTG rate per employee
t-statistic 7.792 R2=0.90 MSE=0.901
8 Construction - Special Trade Contractors
17 n =24 2.508 2.508 Constant FTG per establishment
t-statistic 8.622 n.a. MSE=2.031
Manufacturing (21,22,23,24,25,26,27,28,29,30,31,32,33,34,35,36,37,38,39)
All n = 53 3.377 3.377 Constant FTG per establishment
t-statistic 7.326 n.a. MSE=11.266
Apparel and Other Finished Products Made From Fabrics and Similar Material
23 n=29 3.778 3.778
t-statistic 8.128 n.a. MSE=1.944
Lumber and Wood Products, Except Furniture
o4 n==~6 0.066 FTG rate per employee
t-statistic 8.055 R2=0.93 MSE=0.604
Furniture and Fixtures
25 n=7 1.434 0.027 Variable with intecept and slope
t-statistic 2.101 1.819 R2=0.40 MSE=1.169
4 Fabricated Metal Products, Except Machinery and Transportation Equipment
34 n=3_8 2.875 2.875 Constant FTG per establishment
t-statistic 3.752 n.a. MSE=4.696
Miscellaneous Manufacturing Industries
39 n==~6 0.134 FTG rate per employee
t-statistic 4.374 R2=0.79 MSE=2.575
Wholesale Trade (50,51)
All n = 131 3.071 0.054 Variable with intecept and slope
t-statistic 5.159 1.937 R2=0.03 MSE=20.233
‘Wholesale Trade - Durable Goods
50 n= 64 4.931 4.931 Constant FTG per establishment
. t-statistic 6.701 n.a. MSE=34.663
8 Wholesale Trade - Nondurable Goods
51 n = 67 1.813 0.074 Variable with intercept and slope
t-statistic 4.888 4.414 R2=0.23 MSE=4.481
Retail Trade (52,53,55,56,57,59)
All n = 83 2.899 2.899 Constant FTG per establishment
t-statistic 13.766 n.a. MSE=3.680
Building Materials, Hardware, Garden Supply and Mobile Home Dealers
52 n =10 0.353 Variable with intercept and slope
t-statistic 6.887 R2=0.84 MSE=2.853
Apparel and Accessory Stores
56 n =14 1.314 0.032 Variable with intercept and slope
t-statistic 3.355 1.675 R2=0.19 MSE=1.107
Home Furniture, Furnishings and Equipment Stores
7 57 n =14 3.714 3.714 Constant FTG per establishment
t-statistic 6.32 n.a. MSE=4.835
Miscellaneous Retail
59 n = 43 2.902 2.902 Constant FTG per establishment
t-statistic 10.361 n.a. MSE=3.374
Food (20,54,58)
All n =84 2.764 0.011 Variable with intercept and slope
t-statistic 9.315 2.159 R2=0.05 MSE=5.621
Food and Kindred Products
20 n=17 1.609 0.01 Variable with intercept and slope
t-statistic 19.851 20.87 R2=0.99 MSE=0.031
Food Stores
s 54 n = 22 4.155 4.155 Constant FTG per establishment
t-statistic 5.947 n.a MSE=10.735
Eating and Drinking Places
58 n =55 2.017 0.034 Variable with intercept and slope
t-statistic 5.537 2.666 R2=0.12 MSE=3.549

23
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Regarding the concern about classification of establishments stated by (Holguin-
Veras et al., 2012), a study made by Lawson et al., (2012) compared the FTG patterns
of two different land use classification types in New York City. To make the comparison,
they developed linear regression and multiple classification analysis models. They
also compared the models with the trip rates built by ITE. They concluded that the
developed models produced better accuracy than the trip rates given by ITE, thus,

FTG measures could vary from one classification scheme to another.

Ben-Akiva and de Jong, (2013) pointed out the importance of disaggregation
nature of freight transportation planning. The authors stated that the aggregate nature
of zonal level planning failed to account for the existence of agents, and they argued
that the modeling should have been in agent-level, or in individual firm level. Therefore,
the disaggregation could reveal the effects of logistical decisions, i.e. behavioral issues
in freight transportation. They developed a model named as “aggregate-disaggregate-
aggregate (ADA) model” which connects the production-consumption (P-C) flows;
which are the goods flows between zones; firms, shipments and O-D flows to each
other. The reason for including an aggregate part is that they believe that some parts
of freight transportation were suitable for aggregate planning such as P-C and O-D
flows. In the ADA model, the logistic decisions at the firm level reflecting the agent
behavior was based on the cost minimization of total logistics costs, like the model

proposed by de (Jong and Ben-Akiva, 2007).

The first study explaining FTG using cross-classification analysis was made by
Bastida and Holguin-Veras (2009). They investigated the FTA as senders and receivers
in New York City metro area using ordinary least squares (OLS) models and cross-
classification analysis. They did the modeling for Manhattan and Brooklyn, and for
both receivers and carriers. Multiple classification analysis was used for determining the
groups of independent variables to construct the cross-classification tables. After the
analyses, the statistically significant establishment attributes were found as industry
segment, type of commodity, yearly sales and employment in both regression models

and cross-classification tables.
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Jaller et al., (2014) used a two-step approach for modeling FTP: First, for deter-
mining whether the establishment is a pure receiver or an intermediary, they formulated
a regression model for estimating the FTP. They did the modeling for each different
sector. The first and second parts were modeled with a binary logit model, and with
a regression model, respectively. In their binary logit model to determine the interme-
diaries, they used the employment of the facility, industry sector with each sector as a
single dummy variable and interaction terms between industry sector and freight trip
attraction. For the regression modeling part, they used the employment of the plant
as the explanatory variable. This method produced better estimates for FTP for total
trucks, with reduced Root Mean Squared Error (RMSE) values. Also, they compared
the relationships between FTP and FTA of various industry sectors in Manhattan,
using North American Industry Classification System (NAICS). They found that FTP

and FTA rates in deliveries per day of each industry might not be the same.

Holguin-Veras et al., (2013) identified certain premises that are considered to be
essential for FTG. The first and perhaps the most important of these arguments is the
need to make a distinction between FG and FTG, as explained in Section 2.1. The
second important premise given in that study was that the accuracy of the FG/FTG

models depended very much on:

(i) the adequacy of the classification system used to group commercial establishments
in a set of standardized classes;
(ii) the ability of the measure of business size used to capture the intensity of FG/FTG;
(iii) the validity of the statistical technique used to estimate the model; and,
(vi) the correctness of the aggregation procedure used to estimate aggregate values

(if required).

(Holguin-Veras et al., 2013, p. 4-5)

Kulpa (2014) compared trip generation rates, multiple regression and artificial
neural networks for modeling FTG in Krakow and Poznan, Poland. He found the FTG

rates for light and heavy trucks and divided the commune type into urban and rural



26

for multiple regression, in addition to truck type as light and heavy. He developed
four types of neural network models. Models were validated by two sets of communes
using traffic measurements from Krakow. He concluded that neural network approach
produced around 30% in the first set and better results than multiple regression and
trip generation rates. However, the same approach produced more than 100% errors
in the second set. Errors for multiple regression and trip generation rates were more
reasonable than of artificial neural networks, around 50%. Hence, neural network
approach does not guarantee better results for all cases. Regression models built by
Kulpa (2014) are given in Table 2.4. R? values were high, none of them were below
0.85. In addition, it was assumed that trip production was equal to attraction (P=A).

However, model validation indicated high percentage of errors, and they are reported

in Table 2.5 .

Table 2.7. Regression Models Built by Kulpa (2014).

Commune type | Truck type Equation R? | Sample size
All Light P=A=0.077LM! + 0.303LPU? | 0.93 50
Heavy P=A=0.102LPP? + 0.406LPU | 0.86
Urban-rural Light P=A=0.185LPP + 0.877LPU | 0.91 21
Heavy P=A=0.085LPP + 0.367LPU | 0.85
Rural Light P=A=0.090LM + 0.416LPU | 0.93 29
Heavy P=A=0.011LM + 0.612LPU | 0.93

Table 2.8. Errors of Regression Models by Kulpa (2014).

Model Average absolute error Set A | Average absolute error Set B
All commune types 53% 75%
Division into commune types 41% 107%

A further concern about FTG is the transferability of the models. However, lit-
erature review regarding FTG transferability revealed that the only study in this area

was done by Holguin-Veras et al., (2013). The authors compared the FTG models de-

'Number of inhabitants.
2Employment in services.
3Employment in industry.
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veloped in National Cooperative Freight Research Program Report No. (NCFRP) 25,
QRFM II, and ITE Trip Generation Manual using five external datasets in the United
States. The datasets were NYC (New York City), NYS-CR (New York State Capi-
tal Region), NYC-GS (New York City Grocery Stores) MW-FC (Mid-west Furniture
Chain), and SR-GS (Seattle Region Grocery Stores) data. They used land use types
from different land use classification. The classifications were North American Indus-
try Classification System (NAICS), SIC, ITE and Land Based Classification Standards
(LBCS). Two types of assessment for transferability were used. The first one was the
application of existing models to data sets and the other one was the economic assess-
ment. Economic assessment was the development trip generation models using pooled
FTG data using binary variables and validating the models using statistical tests. The
independent variable for models was employment of the facilities. First assessment
method revealed that models from NCFRP 25 had lower RMSE values. However,
it should also be noted that only 4 models from ITE were available for comparison.

Thus, lack of ITE models may result in unreliable comparisons. The models are given

in Table 2.6.

For the economic assessment, two different studies were made. First one compared
the FTA in furniture industry in Mid-west and Northeastern states in U.S. Dummy
variables were used to group the states geographically for modeling. The data was
pooled to build models. Using these dummy variables and employment of the facility

as independent variable, models were developed. Obtained model was as follows:

FTA =110+ 0.90(c) + 0.04(E - mic) (2.1)

where ¢ is a dummy variable and equal to 1 if the store sells both regular and children
furniture, E is the number of employees and mic is another dummy variable which is
equal to 1 if the store is in Michigan. The presence of mic indicates that the FTA was
not transferable to everywhere, FTA was different in Michigan (Holguin-Veras et al.,

2013).

Second study constituted NYC, NYC-GS and SR-GS data as a pooled data. Us-
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ing the same modeling approach in first study, the following FTA model was developed:

FTA =474+ 0.09(E) (2.2)

No presence of any geographical dummy variable indicated that the FTA model

for grocery stores was transferable between NYC and Seattle.

Results of the econometric assessment indicated that FTG models could be trans-
ferable up to a certain extent. However, the assessment for other industries should be
carried out as well since the datasets included a limited amount of sectors. Another
result was that the FTG rates in the literature could be corrected synthetically to
improve the usage by converting the constant FTG rate into a regression equation. To
do this, one needs to obtain the mean values of dependent and independent variables

though.

Sanchez-Diaz et al., (2014) investigated spatial effects on FTA of 5 sectors in
New York City. They compared spatial econometric models to OLS models to assess
the spatial effects. For spatial models, they constructed the spatial effect matrix using
the Euclidian distance between locations and then built the spatial lag variable for
the independent variable; which was the employment. Adding the spatial lag variable
to regression model resulted in a spatial lag model (SLM). They concluded that FTA
of all sectors was modeled better with non-linear functions. Furthermore, FTA of
retailers, one of the sectors considered in the study, is significantly affected by locational
variables, thus, explained better by SLM models. R2 values of SLM models were around
0.77, and it was 0.11 for the OLS model for the retail sector.

This research first aimed to address the stratification topic by grouping the logis-
tical sites having similar F'TG characteristics. Second, the study focused on proposing
and validating a new modeling technique for FTG. Investigation of the validity of

statistical techniques was labeled as a weakness by Holguin-Veras et al., (2013).
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3. METHODOLOGY

The methodology followed in this thesis is summarized in the flow chart given
in Figure 3.1. In summary, first, a preliminary analysis of the Kocaeli Logistic Mas-
ter Plan (KOLMAP) data which consists of two parts, namely the driver data which
includes interviews made with drivers and the generic data which includes the data
obtained from establishments was conducted. This was followed by a factor analysis,
which explored the correlational structure of dependent variables and independent vari-
ables and groups the correlated variables. Then, for each dependent variable (vehicle
type) set constructed by factor analysis, ANCOVA analyses were performed using their
FTGs. ANCOVA analysis and the post-hoc comparison tests for comparing the logis-
tical sites in terms of their trip generation characteristics were used to group logistical
sites into homogeneous groups in terms of their trip generation characteristics. After
forming the groups with the ANCOVA analyses, these groups were further tested us-
ing market segmentation analysis for their validity. For market segmentation analysis
first, FTG regression models were developed both for logistical site groups (the pooled
model), and for each of the logistical sites contained in each group. Then using the
developed regression models, the associated statistical tests of market segmentation
analysis were employed to understand if grouping (or segmentation) of the logistical
site types could be validated, i.e., the pooled model could represent the whole group.
If the grouping is valid, then one can say that segments or the groups of the logistical
sites are acceptable. If the grouping turns out to be invalid, then revisions should be
made for groups in question. Finally, to improve the modeling of the FTG, a new con-
ditional model which combines binary logit (Ben-Akiva and Lerman, 1985) and linear
regression to explain the FTG was proposed for the groups containing a high amount
of zero trips in some freight trip vehicle categories. The proposed modeling approach
was compared with the models built using only linear regression to understand if it
had resulted in an improvement. This comparison was made by calculating the root
mean square error (RMSE) and mean absolute error (MAE) of the two models used in
these two approaches. Details of the theoretical approach, the methodology and the

statistical tests used for each part are explained in the sections of this chapter.
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Figure 3.1. Flowchart for the Research Methodology.

3.1. Data Collection and Preliminary Analysis

The data which were obtained from surveys performed for the preparation of
KOLMAP (Bogazici Project Engineering Inc. 2012) was investigated, and results were
presented as “preliminary analysis” in Chapter 4. The data of subject is composed
of generic data and driver data. The “generic” data includes information from site
administrations of ports, logistics companies, industrial firms and other firms; while

the data obtained from interviews with drivers at various sites were included in the
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“driver” data. The analyses included the descriptive statistics of the logistical sites,
vehicle types and commodity types carried by vehicles. Furthermore, correlations and
distributions of dependent and independent variables were also investigated in this

part.

3.2. Factor Analysis on Dependent and Independent Variables

Data has several dependent and independent variables; thus, a factor analysis was
necessary to reduce the number of variables by grouping them with respect to their
correlational structure (Stopher and Meyburg, 1979). However, in order to conduct
factor analysis, first, one needs to test the correlation of the variables using Bartlett’s
test of sphericity. If there is no correlation among the variables used, then there is no
need to run a factor analysis. In the test, the null hypothesis is “The correlation matrix
is an identity matrix”, and hence it cannot be used for conducting a factor analysis. If
the correlation matrix is the identity matrix, it means that the number of factors will
be equal to the number of variables should a factor analysis is made. The test statistic

has a chi-squared distribution.

If the test permits the factor analysis, which shows that there are correlated vari-
ables in the analysis, then first, factor extraction is made. Method used for this step
was “principal component analysis”. Number of the factors was determined by inves-
tigating the eigenvalues associated with each factor in SPSS output “Total Variance
Explained”. When the eigenvalue becomes smaller than 1, it means that each of the
factors with eigenvalues lower than 1 explains less than one variable hence there is
no point for going for such factors. An SPSS (Nie et al.,1975) option which extracts

factors with eigenvalues greater than 1 was used in the analysis.

Following extraction, the factor components are rotated using “Varimax” rota-
tion, which is an orthogonal rotation method and it aims to maximize the variance of
the loadings (Abdi 2003) as well as making the interpretation of the factors easier. It
should also be said that double loadings in factor components is not desirable. Finally,

SPSS also produces the factor scores as an output using the factor loadings and values
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of the variable for each unit of analysis (i.e. logistical sites).

3.3. Segmentation of Logistical Site Types Using Analysis of Covariance

(ANCOVA)

It is aimed to determine the logistical site types which are similar to each other in
terms of freight trips they generated. To achieve that goal, logistical site types can be
grouped using ANOVA, ANCOVA or cluster analysis. However, the initial trials with
cluster analysis resulted with establishments of a specific logistical site type separated
into different groups and hence, it was decided to use ANOVA or ANCOVA for the

determination of logistical site groupings.

In ANOVA, only the factors (categorical independent variables) explain the vari-
ances between dependent variable estimates. On the other hand, in ANCOVA, covari-
ates (continuous independent variables) are also used for explaining the variance in the
dependent variable as well. Consequently, due to the presence of covariates, one obtains
the errors of the ANCOVA model reduced compared to a model built using ANOVA.
Thus, ANCOVA was the choice for the grouping of logistical sites. Formulation for
ANCOVA, modified from Rutherford (2001), can be written as follows:

Yij = ¢+ oy + [iXuy; + BoXoij + . 4 BuXnij + €4 (3.1)

where Yj; is the number of trips at ith establishment of jth logistical site type, ¢
is the common constant, «; is the effect of the treatment which is the logistical site
type effect, 3, is the coefficient of the nth covariate, X,,;; is the nth covariate at ith
establishment of logistical site type j and g;; is the associated error. The candidate

covariates are employment, total area and actively used area of the businesses.

Before constructing the groups in ANCOVA, the equality of variances should be
checked using the Levene’s test. The null hypothesis in the Levene’s test is “Variances
among the factor groups are equal to each other”. The null hypothesis is rejected when

at least two of the variances are not equal to each other. If the hypothesis is rejected,
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then the corresponding ANCOVA is said to be not robust and it is said that “At least
two variances are not equal to each other”. The null hypothesis for the Levene’s test

is given in the following (National Institute of Standards and Technology 2013):
Hy:0l=03=..=0;} (3.2)
The test formulation for the Levene statistic is given in Equation 3.4:

S N(Z - Z.)
W — (N— ]f) lkzl N (33)
Y Y (Zi—Z;)°

j=1l=1

where j and [ are the logistical site type indices, W is the test statistic, N is the
total number of observations in data, £ is the number of logistical site types and Zj; is

defined as:
Zj = ‘Y}'l - YG.’ (3.4)

where Y, is the mean of jth logistical site type, Z; is the group mean of Z;’s and Z.

is the overall mean of Zj;’s.

Levene’s test statistic has an F' distribution with &k — [ and N — k degrees of
freedom and « level of significance. If the calculated W statistic is greater than the

tabular F-value, then the null hypothesis is rejected.

If the Levene’s test does not conclude with the rejection of the null hypothesis,
then it can be continued with ANCOVA. ANCOVA tests for the equality of the means
of dependent variables. Means are adjusted to the covariate, and the null hypothesis

for ANCOVA testing is given mathematically as the following:

Ho:pn = pg = .. = (3.5)
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The null hypothesis for ANCOVA is rejected when at least two of the means are
not equal to each other. The test to check is the F' test which is given as (Horn 2008):

_ Between — Groups Means Square  MSp
~ Within — Groups Means Square M Sy

(3.6)

where MSp = SSp/(K — 1) with SSg being between-groups sum of squares and K
being number of groups. M Sy = SSw /(N — K — 1) with SSy being within-groups
sum of squares and N being the number of observations. (K —1) and (N — K —1) are

the degrees of freedom for M Sy and M Sy, respectively.

To test the null hypothesis that the model coefficients for covariates are equal to

zero F-statistic can be used which can be calculated as follows:

B Covariate Means Square B MScon
~ Within — Groups Means Square M Sy

(3.7)

where MScoy = SScov/1 = SScer with SScoy being the covariate sum of squares.
MScoy has a degrees of freedom equal to 1. The test statistic in Equation 3.5 is
F distributed with K — 1 and N — K — 1 degrees of freedom while the statistic in
Equation 3.6 is again F distributed with 1 and N — K —1 degrees of freedom; both with

significance level of a.

If the F test for equality of means in ANCOVA is rejected, it means that at least
two of the means are not equal to each other. Then, pairwise comparisons for logistical
site groups are made using Fisher’s least significant differences (LSD) test to construct
the logistical site groups. The groups should be homogeneous in terms of estimated
vehicle trips. The test statistic follows the student’s t-distribution with N-k degrees of
freedom. The null hypothesis for LSD test is “T'wo estimated means are equal to each

other”, and expressed as follows:

Ho : pij = pu (3.8)

where j and [ are the logistical site type indices.
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The null hypothesis for LSD test is rejected if the following inequality holds true,
and the two site type in question will not be placed in the same group (Williams and

Abdi 2010):

1 1
\uj — [Ll| > LSD = ta,v\/MSW(S + g) (39)
j !

where « is the level of significance, v is the degrees of freedom, and S; and S; are the

number of observations in logistical sites j and [, respectively.

Once the groups are formed, validity of the groups was checked again. This is
done by ANCOVA again, with the same covariates to determine the groups and group
type as the factor. The null hypothesis in ANCOVA test stating the equality of groups
should be rejected; since all groups should be different from each other in terms of
generated trips. Still, rejection of that hypothesis does not guarantee validation; no
similar groups should be observed in LSD test for pairwise comparisons as well. It
should also be noted that the Levene’s test is conducted again to check the equality of

variances for the validation part.
3.4. Regression Models and Market Segmentation Analysis for FTG

In explaining FTG, as explained in Chapter 2, many methods have been used
such as FTG rates, ordinary regression models, time series, input-output models, spa-
tial regression models, cross-classification models, multiple classification analysis and
neural network models. In this study, the focus is on ordinary regression models as
they are the most common practice used in FTG modeling and future demand can be

forecasted using these models (Holguin-Veras et al., 2014).

Following the segmentation of logistical sites with ANCOVA, linear regression
models are built for each group and each logistical site type (segment). This analysis
had two main goals. First of all, through the tests that will be used for the market
segment models, the usefulness of the market segmentation for FTG models would

be investigated; i.e. that the null hypothesis that the pooled model that is built for
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the group as a whole is not different from the models built for the members of the
group will be tested. Through this test, the fulfillment of the second goal of this effort,
which is to check another measure of validity of the grouping that were identified with
ANCOVA analysis reported will be tested (the first measure of validity is explained
in Section 5.2.3). If the null hypothesis that is tested with the market segmentation
is not rejected, this will mean that the groups are homogeneous in terms of their trip
generation characteristics. Of course, investigation of this second goal in particular has
many practical implications. For instance, if the identified groups are homogeneous,
then it will not be necessary to have separate models for each logistical site, and
furthermore in future logistical studies, sampling could be made for the groups rather
than the individual logistical sites and hence, the sample sizes could be reduced. On
the other hand, if the market segmentation test concludes that using the pooled model
is inappropriate, then the group should be revised and segment models for each site

types in the group should be used.

In linear regression modeling, both for pooled model and segment models, the re-
lationship with dependent and independent variables can be explained as the following

(Walpole et al., 2012):

Yis = Po+ Brzin + . + Buijn (3.10)

Yij = Yij + €45 (3.11)

where y;; and ¢;; are the observed and estimated numbers of freight trips generated at
establishment ¢ of logistical site type j, €;; is the associated error, 3, is the intercept, 5,
is the model coefficient of independent variable x;;, and n is the independent variable

index.

For each group, regression models having the best fit for the pooled model is
chosen and following that, the models for segments are built using the same independent

variables of the best pooled model for market segmentation testing.



38

The validity and goodness of fit of the regression equations can be measured by
several statistical measures as well as with the coefficient of determination (R?). First
of all, R? indicates how much of the observed data is explained by the built regression

model. It takes values between 0 and 1, and is expressed by (Walpole et al., 2012):

- <2
R Error Sum of Squares ) z; (Ys5 = 9is) (3.12
~ " Total Sum of Squares = &, - \2 12)
= (vij — ¥ij)

where m is the number of establishments for logistical site type j and g;; is the mean

of yij’s-

R? being close to 1 indicates that the model is a good fit. However, not all
regression models having an R? value close to 1 mean they are good since adding
highly correlated independent variables causes an increase in R? value and over fitting;
one should not use highly correlated independent variables at once in a regression model
(Walpole et al., 2012). Also, making inferences only from R? value is not sufficient.
The F-test for overall model and t-tests for each model coefficient should be made to

statistically check the validity of the model obtained.

The F-test tests the null hypothesis of “All regression coefficients are equal to
zero”; i.e., there is no relationship between the dependent variable and the independent

variables. The null hypothesis is given as the following (Walpole et al., 2012):

Hoiﬁozﬂlz...zﬁk:() (313)

The F-statistic is calculated as follows (Walpole et al., 2012):

Rk
(1-R?)/(n—k—1)

F= (3.14)
where k is the number of independent variables and n is the number of observations.
The F-statistic in Equation 3.17 is distributed with the F distribution with s degrees
of freedom of k and (n — k — 1).
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If the F-test results in rejection of the null hypothesis of “All regression coefficients
are equal to zero”, it will mean that at least one independent variable has a coefficient
that is significantly different from zero. Then, in order to see which coefficients are
significantly different from zero, t-test for each model coefficient is carried out; which
tests the null hypothesis of “Coefficient of the variable is equal to zero”. This null
hypothesis can be expressed as the following, with i being the coefficient index (Walpole
et al., 2012):

The t-test, which has a t-distribution with n — k — 1 degrees of freedom, is as
follows mathematically (Walpole et al., 2012):
Bi

t= ool (3.16)

After the linear regression models are developed, then market segmentation tests
were made to determine if using the pooled model is valid or segmentation improves
the model fit. The null hypothesis for market segmentation is “Segmentation does
not improve the fit of the pooled model”. This is tested with an F-test with level of
significance of ar. The null hypothesis for market segmentation is given below (Johnston

and DiNardo, 1997):

Hy:pr=05=..= g (3-17)

where (; and [y are the model coefficients for first and second segmented models
whereas [g is the model coefficient for the pooled model. The F-test for market

segmentation is the following:

(SSR — SSRg)/u

F:
SSRG/UQ

(3.18)
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where SSR is residual sum of squares of the pooled model, SSR¢ is the sum of the
residual sums of squares of each segment models, 1/ is the first degrees of freedom, equal
to K(NG — 1) and vy is the second degrees of freedom, equal to N — (KzNG) with K
is the number of parameters and NG is the number of segments. If the calculated F
statistic is greater than the table F value, then the null hypothesis is rejected, and it

is said “Segmentation improved the fit.”.

3.5. Conditional Model Approach for the Groups with the Lowest
Estimated Mean of Vehicles Generated for FTG

For each vehicle type group resulting from factor analysis, a conditional modeling
approach was proposed to improve explaining the FTG of the logistical site groups de-
veloped by ANCOVA and regression modeling, and validated by market segmentation

analysis.

The mathematical theory of the proposed conditional model was influenced by the
work of Fletcher et al., (2005); where a combination of binary logit and linear regression
model were used for data which was positively skewed with many zero values. They
applied this modeling approach on seaweed “Ecklonia radiata” density in Fiordland,
New Zealand. Similar to some sites in that study which had zero “Ecklonia radiata”
density, the data from KOLMAP for this paper contained many facilities which did not
generate any trips for certain vehicle types. A further reason for applying this approach
is that when there is zero FTG of a vehicle type in data, using linear regression models
is not entirely logical, and hence, one may end up with poor estimates. For instance,
the major reason for some facilities not producing any TIR trips is that the goods they
produce may not be suitable for transportation with TIRs or shipment sizes are not
big enough to fill TIRs. So the assumption, which is made with a regression model and
stating that every site might generate TIR trips, is not logical. Hence, it makes sense
to build a probabilistic model first, such as the binary logit model, to determine if the
facility can generate TIR trips based upon the firm’s characteristics. So, this was the
starting point for modeling of trips for each vehicle type. The logistical site groups

of subject for the proposed modeling approach have the highest amount of zero trip
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generators for each vehicle type set.

As explained above, the proposed modeling approach consists of two parts: Bi-
nary logit part and linear regression part. The data sets of the two parts are different
from each other. While binary logit part of the model used all plants in data, linear
regression part only considered the plants that generated trips for a certain vehicle
type only; i.e. the facilities which do not generate any trips with a certain vehicle type

(such as TIR) were excluded.

The model can be expressed as given in Equation 3.19, where T is the number of
generated trips for a given type and F is the existence of trips at a given firm (Fletcher

et al., 2005):

E(T)=Pr(F=1)E(T|F=1)
ab

(3.19)

In Equation 3.19, E(T) is the expected value of the number of trips at the facility,
which is the product of a and b with a) being the probability of an establishment
generating trips and b being the number of trips generated given that the facility
generates trips. First term, a, is calculated using binary logit (Ben-Akiva and Lerman,
1985), and b is estimated using linear regression. Expressions for estimations of a and

b are given in Equation 3.20 and Equation 3.21, respectively:

a=exp (x'0) /{1 +exp (x'0)} (3.20)

b=1z\ (3.21)

In Equation 3.20, x is the vector of explanatory variables and 7 is the vector

of estimates in the binary logit’s utility function, making x' expression as the utility
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function. On the other hand, z and ) are the explanatory variables vector and vector
of coefficient estimates, respectively, for the linear regression part of the model; shown

by Equation 3.21.

The model was compared with linear regression which is the general modeling
approach used for FTG modeling. To avoid confusion with the linear regression part
of the proposed conditional model, linear regression model will be defined as “pure
linear regression model”. For a fair comparison of the modeling approaches, same
variables were used in both models. Five random samples were taken from the data for
calibration and validation. For each sampling, data for model calibration was selected
using SPSS’s random sample selection option of “Approximately 75% of all cases”.

Following that, the models were validated using the remaining data and corresponding

observed values by calculating the RMSE and MAE.

Formulations for RMSE and MAE are given in the following (Chai and Draxler,
2014):

1 n
RMSE = | =Y &2 (3.22)
N =1
1 n
MAE = =" |¢| (3.23)
N =1

where ¢; is the error for observation 7 of the total N observations.

Improvement of the proposed conditional model over the pure linear regression
model for each sample is determined by calculating the percent difference between both

models for RMSE and MAE:

|MAElin.regr. - MAEconditional|
x 1

24
MAElin.reg'r. 00 (3 )

Y% Improvementyap =




% Improvement pyisp =

|RMSElin.regr. — RMSEconditionall % 1

RMSElin.regr.

00

43

(3.25)
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4. DATA COLLECTION AND PRELIMINARY ANALYSIS

4.1. Information About Kocaeli, Turkey

The data for this study was obtained from Kocaeli Logistics Master Plan (KOLM-
AP); which was completed in 2012 and part of Kocaeli Transportation Master Plan
(KUAP). Kocaeli province has a total population of 1,676,202 as of 2013 (TUIK -
Turkish Statistical Institute, 2013) and one of the biggest industrial cities in Turkey.
As of 2012, the city’s share in production industry is 13% of Turkey, and there are
approximately 2200 industrial establishments (ports, depots, logistics companies, fac-
tories etc.). It should be noted that 28 of the biggest 100 enterprises of Turkey is in
Kocaeli. (Kocaeli Chamber of Industry 2012). Geographically, Kocaeli is 90 km east
of Istanbul, Turkey’s largest metropolitan area and has one of the major highways of
Europe passing through, E-80, connecting Europe to Asia. Figure 4.1 shows the map

of Kocaeli province.
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Figure 4.1. Map of Kocaeli Province.

Kocaeli has been divided into three regions in KOLMAP as Izmit Region (1%),
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Golciik Region (2"?), and Gebze Region (3").

4.2. Collection of Data in KOLMAP

In KOLMAP, five types of surveys were conducted, and they can be named as
industrial firm survey, port survey, logistics firm survey, site administration survey and
driver survey. The first four types were grouped as a whole after collecting the data
under the name of “generic” data. The sample sizes at each survey were 84, 9, 160,
36 and 5873, respectively. When the driver data is expanded using weights, the size
of the data becomes 34140. The weighted number for driver data represents the daily
number of vehicles, and the weights are the resultant factors due to sampling. The
surveys were conducted between August and December 2011, during working days of
the establishments. Various survey forms used in KOLMAP study are provided in the
Appendix.

Driver data was the data obtained from drivers at the entrances of certain logis-
tical sites, where the flow of the vehicles could not be provided by the administrations.
Those site types were complex sites such as small industrial sites and organized indus-
trial zones. The aim of collecting driver data was to develop the O-D matrices. Using
time segment chunks approach, hours of large amount of traffic at the establishments
were determined. Interviews were conducted at those hours and the hours were divided
into 5-minute time segments. For each segment, first vehicle arriving at the entrance
was stopped for interview to enhance randomization (Bogazici Project Engineering

Inc., 2012).

For the surveys with establishments, which constituted the generic data, strati-
fied sampling was applied on the population of logistical sites in Kocaeli province. In
stratified sampling method, whole data is first divided into strata and then random
sampling is applied for each stratum to determine the samples. This sampling method
gives more precise results compared to random sampling since the probability of select-
ing different site types is increased. (Bogazici Project Engineering Inc., 2012). Generic

data includes the number of total, inbound and outbound vehicles for all types at each
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facility.

For checking the reliability of all data, the collected data was compared with the
information formally obtained from various agencies and governmental offices such as

TUIK (Bogazici Project Engineering Inc., 2012).

4.3. Data Analysis

4.3.1. Driver Data

There were 1461 interviews made in Izmit region, 409 in Gélciik region and 3997 in
Gebze region, including both incoming and outgoing directions of the facilities. Figure
4.2 shows the locations of 54 establishments selected for driver survey. Logistical site
types where the driver survey conducted were ports, national depots, regional logistics
companies, small industrial sites, large factories and other factories. Before conducting
the driver surveys, preliminary interviews were made at the locations selected for driver
survey. This was done to understand whether these establishments have information
equivalent to a driver survey. As a result, number of the establishments for driver
survey was decreased to 27 from the initial 54. Distribution of the 27 establishments

over the logistical site types are given in Table 4.1.

Table 4.1. Distribution of the Logistical Site Types for the Driver Survey.

Logistical Site Type Number of establishments
Port S
Forwarder Terminal 2
Organized Industrial Zone 6
Small Industrial Site 6
Seafood Market Hall 2
Customs 1
Fruit and Vegetable Market Hall 2
Passenger Car Storage Area 1
Dry Food and Wholesaler Site 1
Free Zone 1
Total 27
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Figure 4.2. Establishments Selected for Driver Survey (Bogazici Project Engineering
Inc, 2012).

There are three types of vehicles categorized as van, truck and TIR and thirteen
types of cargo in driver data (TUIK - Turkish Statistical Institute, 1967). The frequen-
cies of the categories in each classification in the data are listed in Table 4.2 and Table
4.3. As can be seen from Table 4.2, approximately half of the vehicles are trucks, and

vans and TIR each makes up around one-fourth of the traffic in driver survey data.

Table 4.3 gives the distribution of the commodity types, and it seems “machines,
transport equipment, parts and containers with various parts” has the highest percent-
age (25.2) among the types of cargo carried. However, only 36.7 % of the interviewed
drivers reported a commodity type, this can be due to either the vehicle is empty or

the driver does not have the information about cargo type.
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Table 4.2. Distribution of Vehicles (with Weights) in Driver Survey.

Frequency %
Van 8805 25.8

Truck 15709 46.0
TIR 9626 28.2

Total 34140 100.0

Table 4.3. Distribution of Cargo Types (with Weights).

Frequency % | Valid %
Agricultural Products
and Livestock a7 1.2 33
Food Products and Animal Seeds 1485 | 4.4 11.9
Fossil Fuels 1 0.0 0.0
Petroleum Products 488 | 14 3.9
Residuals of Metals
and Base metals a8l 13 34
Metal Products 1960 | 5.7 15.7
Raw and Produced Minerals,
Construction Materials 023 18 g
Fertilizers 63 | 0.2 0.5
Chemicals 1308 | 3.8 10.4
Machines, Transport equipment,
parts and Containers with various parts 3159 | 9.3 252
Other Cargo 2588 7.6 20.7
Total 12524 | 36.7 100
Missing 21616 | 63.3
Total 34140 | 100

The distribution of the cargo types by the vehicle types is presented in Table 4.3,
which is taken from the driver survey. As can be inferred, fertilizers are mostly carried
by TIRs, residuals of metals are transported mostly by trucks with 70.8 % and vans

transport most of the agricultural products and livestock.
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Table 4.4. Distribution of the Cargo Types Between the Vehicle Types.

Vehicle Type
Van Truck TIR

Agricultural Products

68.20 26.30 5.50
and Livestock %0 % %

Food Products
55.20 32.10 12.70

and Animal Seeds % % %
Petroleum Products 2.00% | 48.30% | 49.80%

Residuals of Metals

16.00% | 70.80% | 13.20%
and Base metals

Metal Products 18.00% | 44.50% | 37.50%

Raw and Produced Minerals,
. . 7.20% | 51.70% | 41.10%
Construction Materials

Fertilizers 3.80% | 4.60% | 91.60%

Chemicals 14.70% | 61.00% | 24.30%

Machines, Transport equipment,

. . . 19.30% | 51.70% | 29.10%
parts and Containers with various parts

Other Cargo 29.10% | 43.20% | 27.70%

A chi-squared test was applied on the data summarized by Table 4.4 to see
whether the cargo types and the vehicle types are independent of each other. Table 4.5
shows the result of this test, and since the significance value of the test is much lower
than 0.05 level of significance, it can be concluded that the variables are dependent of
each other.

Table 4.5. Chi-Squared Test on Cargo Types-Vehicle Types.

Value | v | Significance

Pearson Chi-Square Test Statistic | 1999.49 | 20 0.000

From the driver survey, it was easy to obtain the number and percentage of the
loaded and empty vehicles. These values are given in Table 4.6. One can understand
that most of the surveyed vehicles are empty and, therefore, should use a model con-

taining the empty vehicles. As indicated in Chapter 2, commodity-based models for



20

freight transportation planning, thus FG, fails to include the empty vehicles. On the
other hand, vehicle-based models have the empty vehicles modeled (Holguin-Veras and
Thorson, 2003). Thus, using vehicle-based models in this research is essential. It should
also be noted that in Table 4.3, the total number of loaded vehicle frequencies were
shown as 12524; however, that number in data is bigger; 12635, as shown in Table 4.6.
This difference in the number of loaded vehicle data can be due to lack of information

about the type of cargo by the drivers.
Table 4.6. Loaded and Empty Vehicles.

Frequency | %

Empty 21505 63
Loaded 12635 37
Total 34140 100

Table 4.7 gives the distribution of empty and loaded vehicles for each type by
the logistical sites in driver survey. It should be noted that the list for logistical sites
is limited as the sites in the driver survey do not include all sites, and the ones which
have less than eight cases in generic data were omitted. For instance, regional logistics
companies only produce loaded TIR trips while small industrial sites (SIS) mostly
produce empty vehicles in all types.

Table 4.7. Distribution of the Vehicle Types as Empty and Loaded Vehicles.

VAN [ TRUCK [ TIR
Empty Loaded Empty Loaded Empty Loaded
Row Row Row Row Row Row
Count % Count % Count % Count % Count % Count %
Port 16 45.9 19 54.1 264 36.0 470 64.0 790 57.7 580 42.3
National
D 9 28.6 23 71.4 9 39.1 14 60.9 19 25.1 57 74.9
epot
Regional
Logisti 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 61 100.00
ogistics
Company
Small
. 3279 72.9 1219 27.1 3734 74.9 1252 25.1 1802 85.0 317 15.0
Industrial
Site
Large
F 0 0.0 10 100.0 0 0.0 0 0.0 0 0.0 0 0.0
actory
Other
Factory
0 0.0 0 0.0 0 0.0 0 0.0 10 46.3 12 53.7
and
Production
Site
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4.3.2. Generic Data

There is a total of twenty-five logistical site subtypes and ten main types in
KOLMAP generic data. Main types with the corresponding subtypes are listed in
Table 4.8, and the interviewed logistical sites are shown on the map given in Figure

4.3.

KOCAELI LOJISTIK ETUDU ve STRATEJIK PLANLAMA
{b 5&2&5!"! CALISMA ALANLARI AR =

Figure 4.3. Interviewed Logistical Sites in Kocaeli (Bogazici Project Engineering Inc.,

2012).

The site subtypes having less than eight firms in the sample are omitted from
the analysis to build reasonable models due to sample sizes. The final list of logistical

sites included in this study together with their frequencies is listed in Table 4.9.



Table 4.8. Main and Subtypes of Logistical Sites in KOLMAP.

Main Type Subtype
Port
Ports ]
Other Docking Area
Customs Directorate of Customs
Company-specific Warehouse
Warehouses
General Warehouse
National Depot
Freight Forwarding Center
Large Manufacturer Depot
Depots Supermarket Depot

Coal Storage Depot

Passenger Car Storage Area

Liquid Storage Area

Liquid Storage Area

Food Halls

Fruit and Vegetable Market Hall

Seafood Market Hall

Dry Food and Wholesaler Site

Logistics Company

National Logistics Company

Regional Logistics Company

Forwarder Companies and TIR Parks

TIR Park

Forwarder Terminal

Production and Industrial Zones

Organized Industrial Zone

Small Industrial Site

Free Zone

First 50 Largest Factory

Other Factory and Production Site

Railway Station for Freight

Railway Station for Freight
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Table 4.9. Final List of the Logistical Sites.

Frequency %
Port 8 4.3
General Warehouse 13 7.0
National Depot 17 9.1
Large Manufacturer Depot 14 7.5
Coal Storage Depot 19 10.2
Liquid Storage Area 18 9.6
Regional Logistics Company 18 9.6
Small Industrial Site 12 6.4
Large Factory 39 20.9
Other Factory and Production Site 29 15.5
Total 187 100.0
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Table 4.3.2 shows the descriptive characteristics of logistical sites. Standard de-

viation values are high as well as the ranges of employment, total declared area, and

actively used area variables, which are three of the candidate independent variables

for FTG. Different types of logistical points, various types of industry sectors and di-

verse business sizes of each sector can explain the reason for the high value of standard

variations and large ranges.

Table 4.10. Descriptive Statistics of Logistical Sites in Data.

Total Declared |Actively Used [Employment
Area (Decare)| Area (Decare)
Mean 136.32 173.13 187.00
Standard
Port|peviation 113.84 133.84 224.14
Maximum 366.00 366.00 672.00
Minimum 16.82 18.00 25.00




Table 4.10. Descriptive Statistics of Logistical Sites in Data.

Total Declared |Actively Used |Employment
Area (Decare)| Area (Decare)

Mean 21.69 21.69 40.82

Standard
National Deviation 42.01 42.01 49.51
Depot Maximum 178.00 178.00 170.00
Minimum 2.60 2.60 3.00
Mean 11.90 11.90 79.86

Standard
Large Manufacturer Deviation 35.25 35.25 115.99
Depot Maximum 134.04 134.04 456.00
Minimum 0.10 0.10 1.00
Mean 40.00 40.00 29.21

Standard
Coal Storage Deviation 33.02 33.02 13.70
Depot Maximum 140.00 140.00 55.00
Minimum 0.31 0.31 3.00
Mean 23.30 23.30 35.72

Standard
Liquid Storage Deviation 21.39 21.39 30.57
Area Maximum 97.00 97.00 140.00
Minimum 6.50 6.50 11.00
Mean 7.91 7.91 43.06

Standard
Regional Logistics Deviation 12.45 12.45 35.96
Company Maximum 40.00 40.00 140.00
Minimum 0.06 0.03 5.00
Mean 93.53 42.90 430.42

Standard
Small Industrial Deviation 171.28 83.65 444.46
Site Maximum 612.50 300.00| 150000
Minimum 5.05 1.50 20.00

o4



Table 4.10. Descriptive Statistics of Logistical Sites in Data.

Total Declared |Actively Used |Employment
Area (Decare)| Area (Decare)
Mean 149.68 123.59 642.05
Standard
Large Factory |p intion 276.82 264.46 386.83
Maximum 1443.57 1443.57 2036
Minimum 7.07 7.82 180.00
Mean 9.89 6.05 71.62
Standard
Other Factory |p.viation 22.74 9.79 89.46
and Production/y raip 120.00 39.12 300.00
Minimum 0.09 0.09 3.00
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Table 4.11 includes the correlations between the independent variables listed in

Table 4.3.2. As can be observed, employment is less related to actively used area than

total declared area, and the two area variables have a very high correlation of 0.971.

Table 4.11. Correlations between Independent Variables.

Total Declared

Area (Decare)

Actively Used
Area (Decare)

Employment

Pearson Correlation

Total Declared Area (Decare) Statistic 1 0.971 0.623
Significance 0.000 0.000
Pearson Correlation

Actively Used Area (Decare) Statistic 0.971 1 0.548
Significance 0.000 0.000
Pearson Correlation

Employment Statistic 0.623 0.548 1
Significance 0.000 0.000

Correlations between the vehicle types and their directions at sites were

also

obtained and are given in Table 4.12. This was done in order to understand if the

direction of the vehicles makes a difference in vehicle generation of the sites.

One

can see that the direction does not make any difference as the correlation values are
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close to 1.0 within each vehicle type. The correlations are lower for between vehicle

types; however, the significance values for those pairs reveal that the correlations are

significant at the 0.001 significance level.

Table 4.12. Correlations between Inbound, Outbound and Total Vehicle Types.

Inbound | Inbound | Inbound | Outbound | Outbound | Outbound
TIR truck van TIR truck van

Pearson Correlation

Inbound TIR .. 1 0.681 0.446 0.942 0.682 0.434
Statistic
Significance 0.000 0.000 0.000 0.000 0.000
Pearson Correlation

Inbound truck .. 0.681 1 0.799 0.609 0.979 0.797
Statistic
Significance 0.000 0.000 0.000 0.000 0.000
Pearson Correlation

Inbound van L. 0.446 0.799 1 0.388 0.774 0.996
Statistic
Significance 0.000 0.000 0.000 0.000 0.000
Pearson Correlation

Outbound TIR . 0.942 0.609 0.388 1 0.631 0.382
Statistic
Significance 0.000 0.000 0.000 0.000 0.000
Pearson Correlation

Outbound truck . 0.682 0.979 0.774 0.631 1 0.777
Statistic
Significance 0.000 0.000 0.000 0.000 0.000
Pearson Correlation

Outbound van . 0.434 0.797 0.996 0.382 0.777 1
Statistic
Significance 0.000 0.000 0.000 0.000 0.000

Figure 4.4, Figure 4.5 and Figure 4.6 illustrate the distribution of all candidate

independent variables with respect to site types. It is easy to observe that ports have

the highest mean of actively used area with 173.13 decares. However, large factories

and small industrial sites have more employment and total declared area than ports

do. The high amount of standard deviation values of both variables can be explained

by their different sizes and different sectors they serve.
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Figure 4.4. Mean Total Declared area in Logistical Sites.
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Figure 4.5. Mean Actively Used area in Logistical Site Types.
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Figure 4.6. Mean Employment in Logistical Site Types.

The means and standard deviations of the number of each vehicle type per day;
TIR, truck and van, at logistical site types are presented in Table 4.13. Figure 4.9
shows the distribution of the means of each vehicle type between the logistical focal
types. Both from Table 4.13 and Figure 4.7, one can infer that small industrial sites
generate very large number of van trips as well compared to that of trucks or TIRs,
with mean and standard deviation of 331.92 and 456.67, respectively. Presence of
various industries in small industrial sites may explain the very high standard deviation.
In addition, small industrial sites generate the highest amount of trucks among the
logistical sites with a mean of 119.42 trucks. Furthermore, it is important to mention
ports that they generate considerable numbers of truck and TIR trips compared to
other logistical site types. Another noticeable fact is that large factories generate TIR

trips more than they do for trucks or vans.
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Table 4.13. Means and Standard Deviations of Vehicle Types at Logistical Site Types.

Total TIR Total Truck Total Van
Standard Standard Standard
Mean o Mean o Mean o
Deviation Deviation Deviation
Port 273.50 146.85 118.75 100.45 28.00 48.52
General Warehouse 53.46 55.22 9.00 23.75 8.23 26.73
National Depot 22.82 24.17 16.06 21.77 11.94 23.09
Large Manufacturer Depot 5.07 16.74 18.29 39.98 29.57 26.85
Coal Storage Depot 15.26 17.46 27.47 23.60 0.84 1.68
Liquid Storage Area 45.44 97.50 38.61 47.68 3.94 7.66
Regional Logistics Company | 53.94 45.75 11.61 34.64 1.94 5.18
Small Industrial Site 69.17 141.32 119.42 162.01 331.92 456.67
Large Factory 73.44 142.20 47.13 78.87 28.92 109.39
Other Factory and
. . 7.52 22.78 3.41 5.84 4.55 6.91
Production Site
350.00
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Figure 4.7. Distribution of the Means of Each Vehicle Type between the Logistical

Site Typ

€s.

Figure 4.8, Figure 4.9 and Figure 4.10 show the frequencies of total numbers of

TIR, truck and van. One can observe that the distributions are positively skewed, and

most of the establishments generate less than 200 trips for all vehicle types.
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120+

100+

80

60

Frequency

40-

20

= o 0

T T
1-100 101-300 301-500 501-Max
Truck Trips
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Figure 4.10. Frequencies of Total Van Trips Generated.

Figure 4.11, Figure 4.12 and Figure 4.13 show the frequency distribution of ve-
hicles types without zero-trip generating sites. Again, the distributions of all vehicle
types are positively skewed. It is worthy to mention that the set of trip generating

sites is different for each vehicle type.

Frequency

TIR Trips

Figure 4.11. Frequencies of Total TIR Trips Generated, with Zero-Trips Excluded
(N=140).
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Figure 4.12. Frequencies of Total Truck Trips Generated, with Zero-Trips Excluded
(N=127).
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Figure 4.13. Frequencies of Total Van Trips Generated, with Zero-Trips Excluded
(N=92).

Figure 4.14, Figure 4.15 and Figure 4.16 show the frequency distribution of firms
by their actively used area and employment, respectively. Similar to Figure 4.9, Figure

4.10 and Figure 4.11, positive skewness is also seen in Figure 4.14, Figure 4.15 and



Figure 4.16.
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Figure 4.16. Frequencies of Employment.

The skewness values of the numbers of TIRs, trucks, and vans (zero-trips in-
cluded), actively used area and employment values are shown in Table 4.13. Skewness
statistic values for all variables are greater than 1.0; therefore, it can be said that the

distributions are highly skewed (Brown, 2012).
Table 4.14. Skewness Values for Variables.

Skewness Statistic
Total Declared Area (Decare) 6.512
Actively Used Area (Decare) 7.289
Employment 2.631
Total TIR 3.738
Total truck 4.187
Total van 6.764

The positively skewed distributions of the variables can be normalized by logarith-
mic transformation of the variables. Having normally distributed dependent variables
is essential in conducting ANOVA and ANCOVA analyses, which will be explained in

Chapter 5. Distributions of transformed variables are given in Figure 4.17, Figure 4.18,
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Figure 4.19, Figure 4.20, Figure 4.21 and Figure 4.22. In Figure 4.17, Figure 4.18 and
Figure 4.19, zero-trip generating establishments are included for vehicles distributions.
A constant of 1 was added to the number of trips to obtain the natural logarithm for
zero-trip generators since [n(0) is undefined. As can be observed, zero-trip generators
still cause positively skewed distributions for all vehicle types. Figure 4.20, Figure 4.21
and Figure 4.22 show the distributions with zero-trip generators excluded and it can

be seen that except vans, transformed variables have distributions close to normal.
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Figure 4.17. Frequencies of Ln (TIR).
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Figure 4.18. Frequencies of Ln (Truck).



100

80—

60—

Frequency

40—

20—

.00 2,00 4,00 6,00 8,00
La (Van)

Figure 4.19. Frequencies of Ln (Van).

Frequency

4,00
Ln (TTR)

Figure 4.20. Frequencies of Ln (TIR) with Zero-Trips Excluded.
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Figure 4.21. Frequencies of Ln (Truck) with Zero-Trips Excluded.

15+

Frequency

4,00
Ln (Van)

Figure 4.22. Frequencies of Ln (Van) with Zero-Trips Excluded.

Figure 4.23, Figure 4.24 and Figure 4.25 explain the distributions of independent
variables; total declared area, actively used area and employment, when their natural

logarithms are taken. As can be observed, these distributions are close to normal.
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Figure 4.23. Frequencies of Ln (Total Declared Area).
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Figure 4.25. Frequencies of Ln (Employment).

From the generic data, business sectors of the logistical sites were also collected.
In this study, they are named as “activity type”. Activity types were obtained from
Classification of Economic Activities in the European Community (NACE) Rev. 1.1
(European Commission 2002) and recoded for the KOLMAP study. Three categories,
namely “Other manufacture types”, “Other types in logistical site survey”, and “Other
types in logistics company survey” were added as “Other” by KOLMAP to the list of
types in the classification. Those “Other” categories were given for each survey type
except the port survey. In port survey, no questions regarding activity type were
asked, so, the default activity type was accepted as “Port administration”. The list of

activities is given in Table 4.14. Only the observed activities are listed.



Table 4.15. Activity Types.

70

Activity Code|Activity Name Number of
Establishments
1 Mining of metal ores 2
Manufacture of food products and beverages 3
4 Manufacture of textiles 1
Manufacture of wood and of products of wood and cork,
7 except furniture; manufacture of articles 2
of straw and plaiting materials
9 Publishing, printing and reproduction of recorded media 1
10 Manufacture of coke, refined petroleum products and nuclear fuel 1
11 Manufacture of chemicals and chemical products 4
12 Manufacture of rubber and plastic products 6
13 Manufacture of other non-metallic mineral products 1
14 Manufacture of basic metals 11
Manufacture of fabricated metal products,
15 except machinery and equipment 2
18 Manufacture of electrical machinery and apparatus n.e.c.g 1
21 Manufacture of motor vehicles, trailers and semi-trailers 2
23 Manufacture of furniture; manufacturing n.e.c.a 1
25 Other manufacture types 30
26 Production 3
27 Wholesale and Retail 1
30 Storing 1
41 Other types in logistical site survey 7
42 Port administration 8
43 Customs consulting 2
44 General warehouse administration 16
45 National depot administration 7
47 Large manufacturer depot administration
50 Retail distributor main depot 12
51 Bulk material depot 15
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Table 4.15. Activity Types.

Activity Code|Activity Name Number of
Establishments
53 Fuel terminal 13
o4 Other liquid material storage 2
5L} Logistics company 9
Y International road transport 2
58 Domestic road transport )
61 Other in logistics company survey 11

where is the a not elsewhere classified. Basic information about the logistical

sites that were included in generic data are given in the following subsections.

4.3.2.1. Ports. Ports had the lowest number of observations in data with 8 observa-

tions. Four of the ports were located in Gebze region, Dilovasi town. 2 ports were in
[zmit and the remaining two ports were in Golciik. Ports generated the highest mean
of total TIR trips with 273.50 trips among all logistical sites, and TIR was the most
generated vehicle trip type. Trucks had average trips of 118.75 trips while average trips
of vans was very low compared to other vehicle types, it was 28.00 trips. Activity type

in all ports was “Port administration”.

4.3.2.2. General Warehouses. These are the warehouses of companies where their

goods are kept before customs formalities (Bogazici Project Engineering Inc., 2012).
There were 47 general warehouses in Kocaeli data, but only 20 of them were inter-
viewed, and 13 of the interviewed warehouses did not have any missing data, so 13
warehouses were investigated in this study. Only one of the warehouses were in [zmit
region and the remaining were in Gebze. General warehouses generated a mean of
53.46 TIR trips on the average, lower than ports. Average number of trucks and vans

at general warechouses were 9.00 and 8.23 trips, respectively.
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4.3.2.3. National Depots. These depots are out of customs regulations (Bogazici Project

Engineering Inc., 2012). There were 17 national depots investigated in data. Two de-
pots were in Izmit region and the remaining ones are in Gebze. Distribution of trips
with respect to vehicle types for national depots was more evenly distributed; still,
TIRs had the highest share of trips with a mean of 22.82 trips. Trucks followed TIRS

with 16.06 trips and vans had the lowest share with 11.94 trips in average.

4.3.2.4. Large Manufacturer Depots. 14 large manufacturer depots were analyzed. 8

of these depots were in Izmit region while Gebze and Goélciik regions each had 3 of
the depots. This logistical site type generated mostly vans with a mean of 29.57 trips
while TIR trips were the lowest with a mean of 5.07 trips. Average of truck trips was

18.29 trips.

8 of these depots had an activity type of vRetail distributor main depot “, followed

by 5 depots with “Large manufacturer depot administration”.

4.3.2.5. Coal Storage Depots. Out of 19 coal storage depots, 18 were in Gebze and

only 1 was in Izmit region, thus, they were mostly concentrated in Gebze. Coal storage
depots generated virtually zero van trips (0.84 mean trips) and trucks had the highest
share of trips with a mean of 27.47 trips. TIR trips had an average of 15.26 trips.

Most common activity type in coal storage depots were reported as “Bulk material

depot”, with 15 depots.

4.3.2.6. Liquid Storage Areas. There were 25 liquid storage areas with 23 of them in

[zmit region. Remaining 2 establishments were in Gebze. Similar to ports and general
warehouses, TIR trips had the highest share of vehicle types with a mean of 45.44 trips
and van trips were the lowest, with 3.94 trips in average. Average of truck trips was

not far from the one of TIR trips, it was 38.61 trips.

Distribution of the activity types in liquid storage ares is shown in Figure 4.26.
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It can be seen that most of the liquid storage areas have national depot administration

General warehouse National depot  Retail distributor Logistics company Other
administration administration  main depot

as their main activity.
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Figure 4.26. Distribution of Activity Types in Liquid Storage Areas.

4.3.2.7. Regional Logistics Companies. Number of interviewed regional logistics com-

panies were 18. These companies were equally distributed between Gebze and Izmit;
each having 9 companies. These establishments tend to generate mostly TIR trips with
a mean of 53.94 trips and very low number of van trips (1.94 mean trips). Truck trips
were also low in average compared to TIRs, the average number of trips was 11.61

trips.

4.3.2.8. Small Industrial Sites. This type of logistical site was mostly concentrated

in Gebze with 7 sites out of total 12 interviewed sites. From the remaining sites, 1
was in Golciikk and 4 were in Izmit. Small industrial sites are host to many small
establishments and they generated the highest mean trips of vans and trucks (331.92
and 162.01 trips, respectively) among all logistical site types. Furthermore, vans had
the highest share of vehicle type in small industrial sites. On the other hand, TIRs
had the lowest share of vehicle trips with an average of 69.17 trips. Still, this average
is the third highest for TIR trips in all logistical site types included in analysis.

Distribution of the activity types in small industrial sites is shown in Figure 4.27.
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It can be seen that the most common activity is “Other”. It can also be observed that

only four activity types listed in survey were reported.
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Figure 4.27. Distribution of Activity Types in Small Industrial Sites.

4.3.2.9. Lateral. Large Factories: For preparation of KOLMAP, 50 largest factories

in Kocaeli were chosen for interviews as large factories. However, the interviews were
concluded successfully with only 39 factories. 23 of these factories were in Gebze, 13
were in Izmit and only 3 were in Golciik. TIR trips were the most commonly generated
trip types with a mean of 73.44 trips. Average trips of trucks and vans followed this
by 47.13 and 28.92 trips.

From the activity codes listed in Table 4.14, codes from 1 to 25 belong to factories.
Most common activity type in large factories was “Other manufacture types” with 15

establishments.
None of the large factories had logistics services totally served by themselves,

and 68 % of them had the logistical services provided totally by logistical companies.

Remaining 32 % were doing these services partially themselves.

4.3.2.10. Other Factories and Production Sites. A sample of 29 of the remaining fac-

tories were randomly selected for survey. Similar to large factories, most of the other
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factories were in Gebze with 17 establishments. Izmit is host to 12 of the remaining
factories while only 1 factory was in Golciik. This logistical site type also generated
mostly TIR trips, but with a much lower mean of 7.52 trips compared to large factories.
In addition, their average van trips were higher than truck trips, unlike large factories.
This logistical site type had the lowest average of TIR and truck trips among the all
logistical sites types, with 7.52 and 3.41 trips, respectively.

15 of the establishments had the activity type as “Other manufacture types”

similar to large factories, and this type is the most common.
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5. ANALYSIS AND RESULTS

5.1. Introduction

In this chapter, results of the analysis were given. First, a factor analysis was
conducted on the dependent and independent variables. Then, ANCOVA was applied
on both variables to obtain the logistical site type groups (or segments). The groups
were then validated by conducting ANCOVA between them and market segmentation
analysis. In the market segmentation analysis, regression models for each segment
(pooled models) and logistical site type were built and it was checked if the pooled
models were valid using statistical tests. Finally, the proposed conditional model,
which combined binary logit and linear regression, was applied for the groups with high
amount of zero trips of the vehicle categories. The conditional model was compared

with linear regression modeling approach using RMSE and MAE.

5.2. Factor Analysis on Dependent and Independent Variables

A factor analysis on dependent and independent variables in data was performed
in order to reduce the number of variables since there were too many of them. The
aim of reducing the dimensions of data and interpreting the correlated variables under
factors is because later on, the grouping the logistical sites will be achieved by using
these reduced number of factors or the combinations of the variables which are grouped

in factors as the dependent variable.

Before conducting the factor analysis, Bartlett’s test of sphericity was run, and the
result is given in Table 5.1. The significance as 0.000 shows that the hypothesis stating
“Correlation matrix is an identity matrix” can be rejected and hence this test shows

that factor analysis can be run because there are correlations among the variables.



Table 5.1. Test for Correlations.

Bartlett’s Test of Sphericity

Approx. Chi-Square | 2222.12
Degrees of freedom 36
Significance 0.000

7

Total declared area, actively used area, employment and numbers of all vehicle

types in all directions at the establishment (incoming and outgoing) were used as

variables in the factor analysis conducted, making a total of nine variables. Table

5.2 includes the initial eigenvalues and the total variance they explained. The factor

analysis stopped when the eigenvalue became lower than 1; i.e. when the eigenvalue

explained less than one variable, and with this criterion, as can be observed, the number

of factors turned out to be three.

Table 5.2. Eigenvalues and Variances Explained of the Components.

Component Initial Extraction Sums of Rotation Sums of
Component Eigenvalues Squared Loadings Squared Loadings
Total % of Cumulative | Total % of | Cumulative | Total % of | Cumulative
Variance % Variance % Variance %
1 | 4.247 47.188 47.188 4.247 47.188 47.188 | 2.880 32.005 32.005
2 | 2.172 24.132 71.320 2.172 24.132 71.320 | 2.497 27.743 59.747
3 | 1.135 12.608 83.928 1.135 12.608 83.928 | 2.176 24.181 83.928
4 | 0.666 7.404 91.332
5 | 0.458 5.084 96.416
6 | 0.199 2.208 98.624
7 | 0.103 1.143 99.767
8 | 0.016 0.180 99.947
9 | 0.005 0.053 100.000

Scree plot is useful for determining the number of factors using the elbow rule as

well, as explained in Section 3.1.Figure 5.1 shows the scree plot of the factor analysis.

Using the elbow rule, it can be seen that the number of factors is three.
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Eigenvalue

Component Number

Figure 5.1. Scree Plot.

Varimax rotation was used for the rotation of the components. As can be seen
in the rotated factor loadings given in Table 5.3, there are no serious double loadings
of variables on factors, and factors came out very clearly.

Table 5.3. Rotated Component Matrix.

Component

1 2 3
Number of incoming van 0.951 | 0.011 | 0.014
Number of outgoing van 0.946 | 0.006 | 0.001
Number of incoming truck 0.739 | 0.238 | 0.392
Number of outgoing truck 0.645 | 0.238 | 0.498
Total Declared Area (Decare) 0.028 | 0.935 | 0.250
Actively Used Area (Decare) -0.050 | 0.900 | 0.311
Employment (Number of employees) | 0.286 | 0.778 | 0.046
Number of outgoing TIR 0.067 | 0.185 | 0.907
Number of incoming TIR 0.170 | 0.247 | 0.889

Factors can be labelled as the following from Table 5.3:
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e Factor 1: Number of Truck+Van trips

e Factor 2: Site characteristics: Total declared area, actively used area and em-
ployment

e Factor 3: Number of TIR trips

Since the sum of the incoming and outgoing vehicles is the total vehicles, the
variables for the vehicles will be the total number of vehicles. According to the results
of the factor analysis, it seems that as one dependent variable in the grouping the total
number of TIR trips and as the second dependent variable the total number of total
trucks plus total vans can be used for grouping of the logistical sites. The second factor

is a factor where the potential independent variables were gathered.

5.3. Segmentation of Logistical Site Types Using Analysis of Covariance
(ANCOVA)

In order to understand if the logistical sites have similar trip generation patterns,
analysis of covariance (ANCOVA) (Rutherford, 2001) was conducted. In ANCOVA

analyses, the variables used were as follows:

e Dependent variables: 1) Sum of the total number of incoming and outgoing TIR
trips and 2) Sum of the total number of incoming and outgoing truck and van
trips

e Factor: Logistical site type

e Covariates: Actively used area and employment

Total declared area was not used as a covariate due to two reasons: First, it had
a correlation value of 0.971 with actively used area. Second, the alternative of using
employment and total declared area as covariates produced inferior results compared to
using actively used area and employment. Therefore, total declared area was omitted

from the analysis.
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The analyses were made for number of total TIR trips and sum of truck and van
trips. As also explained in Section 3.3, ANOVA was not conducted since in ANCOVA,
the errors are much less than ANOVA due to the presence of covariates; therefore,
ANCOVA was made directly. Also, since the sample sizes of logistical sites are different,

the design is non-orthogonal.

During the analyses, first, the homogeneity of the variances should be checked
using Levene’s test. One of the assumptions of the ANOVA and ANCOVA is that
the scores should have equal variances, in other words, be homoscedastic (Rutherford,
2001), and if the variances appear to be heterogeneous, then ANOVA and ANCOVA
analysis will not be very reliable (Walpole et al., 2012). The Levene’s test for the
ANCOVA is presented in Table 5.4. It can be inferred that the variances are not

equally distributed since the significance values are very close to 0.000 in Table 5.4.

Table 5.4. Levene’s test for Dependent Variables in ANCOVA.

Levene Statistic | 14 vy | Significance
TIR Trips 3.232 9| 177 0.001
Truck+Van Trips 22.122 9| 177 0.000

The result shown in Table 5.4 could be due to the skewed distributions of the
variables as shown in Section 4. This necessitates some “variance stabilizing trans-
formations” (Walpole et al., 2012). Natural logarithms of the variables were taken.
As can be observed in Figure 4.23 and Figure 4.24, the distribution of the actively
used area and employment are close to normal when their natural logarithms were
used. With this transformation, except the distribution of total vehicles, distributions
of other variables became close to normal distribution, which were given previously in
Figure 4.14, Figure 4.15 Figure 4.16, Figure 4.17 and Figure 4.18. Figure 5.2 shows
the distribution of In(Truck+Van). As can be seen, and due to zero trip generating
establishments it is still positively skewed but has a much better distribution than the

(Truck+Van) variable.
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Figure 5.2. Distribution of In (Truck+Van).

After the variance stabilizing transformation of the variables had been performed,
two dependent variables emerged: In(TIR) and In(Truck+Van). The Levene’s test of
homogeneity had been applied for these transformed variables. The significance of the
Levene test of homogeneity of equal variances for In(TIR) is 0.070; while it is 0.002 for
In(Truck+Van), as shown in Table 5.5. Thus, it can be concluded that the hypothesis
of equality of variances for In(TIR) cannot be rejected, but the variances are not equally
distributed for In(Truck+Van) and the hypothesis for this case can be rejected at the
0.05 level. Therefore, ANCOVA can be safely applied with the In(TIR) variable, but
ANCOVA results using In(Truck+Van) variable should be interpreted more cautiously.

Table 5.5. Levene’s Test for Transformed Dependent Variables in ANCOVA.

Levene Statistic | 14 vy | Significance
In(TIR) 1.806 9| 177 0.070
In(Truck+Van) 3.038 9| 177 0.002
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5.3.1. Segmentation Using TIR Trips with ANCOVA

This section explains the groups obtained from the ANCOVA of TIR trips. Re-
sults of ANCOVA for In(TIR) are presented in Table 5.6. As indicated by the F statistic
of the corrected model, the factor and the covariates have a jointly significant effect on
the dependent variable. When the significances of each variable are checked using the
F statistics, it can be seen that the hypothesis of equality of intercept to zero cannot
be rejected while the coefficients for logistical site type, In(Actively Used Area) and
In(Employment) are not zero, i.e. both the factors and the covariate significantly affect

the dependent variable In(TIR).

Table 5.6. ANCOVA for In (TIR).

Source Type III v | Mean F Significance
Sum of Squares Square | statistic
Corrected Model 358.942 11 | 32.631 | 19.623 0.000
Intercept 0.345 1 0.345 0.207 0.649
Logistical Site Type
171.395 9 19.044 11.452 0.000
(Factor)
In (Actively Used
. 21.580 1 | 21.580 | 12.978 0.000
Area)(Covariate)
In(Employment)
, 20.049 1 ] 20.049 | 12.057 0.001
(Covariate)
Error 291.002 175 | 1.663
Total 1.767.691 187
Corrected Total 649.944 186

Pairwise comparisons of the logistical sites for TIR trips were made by post-
hoc tests for multiple comparisons ANCOVA analysis provided by SPSS (Nie et al.,
1975). LSD test, which assumes equality of variances and is provided by SPSS among
various ad-hoc tests results are given in Table 5.7. If the LSD test result indicates a

significant difference between pairwise comparisons, then those sites cannot be placed



83

in the same group; but if they are not significantly different, then they can be joined in
the same group. So, those logistical sites which resulted with insignificant differences
were grouped together. In order to see the groups clearly the logistical sites were

ordered as given in Table 5.7.

Figure 5.3 shows the estimated means which were adjusted for the factor and the
covariates for In(TIR). The results obtained from Table 5.7 and Figure 5.3 indicates

that there are three groups which are shown on Figure 5.3 and these are given below:

e Group 1: “Ports” and “regional logistics companies”: This group generates the
highest number of TIR trips.

e Group 2: “General warehouses”, “national depots” and “liquid storage areas”

e Group 3: “Large manufacturer depots”, “coal storage depots”, “small industrial
sites”, “Large factories” and “other factories”. This group produces the lowest

number of TIR trips.



(zT¥°0) 8€€°0-

(z2¥°0) 06€°0-

(g41°0) T12°0-

(eg1°0) TER O

(100°0) #L¥'1-

(100°0) T¥L'T-

(000°0) 180°2-

(000°0) €0z€-

(000°0) 8Tz €~

7621

jodaq
IaanjoeInuey

o81ery

(zz¥'0) 8e€°0

(106°0) 2S0°0-

(z1%°0) €L8°0-

(v0€°0) ¥6¥%°0-

(110°0) 9€T°T-

(100°0) S0¥°T-

(100°0) €¥L°T-

(000°0) €982~

(000°0) 0882~

cE9'T

S
uorjonpordg
pue
K1030%,]
LU0

(zz¥°0) 06€°0

(106°0) 250°0

(¥29°0) 12€°0-

(z1€°0) TV¥0-

(820°0) 801~

(200°0) Tse1-

(£00°0) 169°T-

(000°0) €182~

(000°0) 8T8'C-

7891

K1030%,]
a81ery

(g41°0) T12°0

(z1%°0) €2€°0

(¥Te 0) 1TE°0

(628°0) 121°0-

(g£0°0) €92°0-

(020°0) T€O'T-

(#00°0) 0L€°T-

(000°0) T6¥ -

(000°0) 2052~

S00°C

jodaq
98e103g
1eed

(eT1°0) 2€8°0

(¥0€°0) ¥6¥%°0

(z1€°0) 2F¥'0

(628°0) 121°0

(1%2°0) 2¥9°0-

(860°0) 116°0-

(0%0°0) 6¥2'1-

(000°0) TLE°C

(000°0) 98¢°2-

Gc1'c

93
Terysnpuy

Irews

€ dNOoYdD

(100°0) ¥2¥°T

(110°0) 9¢T°T

(820°0) ¥80°'T

(¢20°0) €920

(1%2°0) ¢¥9°0

(1%¢°0) 692°0-

(102°0) 2£09°0-

(£00°0) 0€L'T-

(000°0) ¥¥LT-

89L°C

Mm?u{
981039
pmbrg

(100°0) 2¥L'T

(100°0) g0¥'1

(200°0) zse'1

(020°0) T€O'T

(860°0) 116°0

(1%5°0) 692°0

(987°0) 8€€°0-

(€10°0) T9¥'T-

(200°0) 9L¥'1-

9€0°¢

jodaq

[euorgeN

(000°0) 180°2

(100°0) €721

(£00°0) 1691

(700°0) 02€°'1

(0v0°0) 6%2'1

(t0z°'0) 209°0

(987%°0) 8e€°0

(£90°0) zT1'1-

(¢€0°0) LeT1°T-

GLE'E

oSNOYaIRA\

|CAELETS)

¢ dNoYD

(000°0) €0z'€

(000°0) ¢98°2

(000°0) €18°C

(000°0) 26¥°C

(000°0) TLE°T

(£00°0) 0gL'T

(€10°0) 19¥%'1

(€90°0) 2TT'1

(186°0) ¢10°0-

L6V'V

3104

(000°0) 812°€

(000°0) 0882

(000°0) 8282

(000°0) 2052

(000°0) 98¢°¢

(000°0) ¥¥L'T

(200°0) 9271

(g€0°0) LeT'T

(186°0) 910°0

cIg'v

Auedwo))
so19s130r]

reuor3ay

T dNOoYdD

SRS
joda uoryonporg jodag 2119 LERave Auedwo))
Iaanjoejnue pue A1030€] K1030®] o8r1031g TerIysnpuy o3ei103g jodaq osnoyaIepn so1gsi3ory
o8xer] Y10 o31eT eoD rews pmbr [euorjeN [elousn) j10g [euordey
€ dNoYd ¢ dNOoYd T dNnodd

Ss9)RWI)SH
(sduag, ¥1.L)

u[ ueay

odAT,
9IS
Teo1ysisory

"S9YIG [eO19SI1S0T e sdLi], Y., 10] suostreduwo)) oSIMIIR “L°G d[qR],




85

4,004

3,004

2,004

Estimated Marginal Means

1,00 B —— R

pog|
aderojs eon- |

5

BN AT, [RIETEO
yodag] remotye i

yoda

vary sderoys pribr

aqug Tergevpu res-f |
10}3¢ g

yodagT Tamny e e ] alre]
1)
Auedurasy sopadio] rewodeg

Byt ot supat g pare Lro)Te g 10

Figure 5.3. Means Plot for In (TIR).

It should be noted from Table 5.7 that small industrial sites and liquid storage
areas also showed similar TIR trip generation characteristics; however, since small
industrial sites did not have the generation similarities with other logistical sites of

Group 2, they were considered in Group 3.

5.3.2. Segmentation Using Truck and Van Trips with ANCOVA

This section explains the groups obtained from the ANCOVA of truck and van
trips. Results of ANCOVA for In(Truck+Van) are presented in Table 5.8. When the
significances of the F statistics of each variable are checked, it can be seen that the
hypothesis of equality of intercept and the coefficient of In(Actively Used Area) to zero
cannot be while the coefficients for logistical site type and In(Employment) are not zero.
Therefore, the analysis has been repeated with only In(Employment) as a covariate, and
the results are given in Table 5.9. Also, significance of the F statistic of the corrected

model indicates that the factor and the covariates have a jointly significant effect on



the dependent variable.

Table 5.8. ANCOVA for In(Truck+Van).

86

Source Type III Sum of Squares v | Mean Square | F statistic | Significance
Corrected Model 282.102 11 25.646 12.946 0.000
Intercept 4.698 1 4.698 2.372 0.125
Logistical Site Type
141.972 9 15.775 7.963 0.000
(Factor)
In(Actively Used Area)
. 0.073 1 0.073 0.037 0.848
(Covariate)
In(Employment)
) 30.709 1 30.709 15.502 0.000
(Covariate)
Error 346.677 175 1.981
Total 1970.873 187
Corrected Total 628.779 186

Table 5.9. ANCOVA for In(Truck+Van) without In(Actively Used Area).

Source Type III Sum of Squares | v | Mean Square | F statistic | Significance
Corrected Model 282.03 10 28.203 14.315 0.000
Intercept 5.165 1 5.165 2.622 0.107
Logistical Site Type
147.077 9 16.342 8.295 0.000
(Factor)
In(Employment)
. 45.361 1 45.361 23.024 0.000
(Covariate)
Error 346.749 176 1.97
Total 1970.873 187
Corrected Total 628.779 186

Table 5.10 and Figure 5.4 give the pairwise comparisons and means for In (Truck

+ Van), respectively. They were constructed using the same methodology of Table 5.7

and Figure 5.3. The level of significance for the data in Table 5.10 is 0.10 and here,

similar to the case of TIR trips, three groups were observed as can also be seen in Table

5.10 and Figure 5.4. In addition, it should be noted that, the groups are different for

In(Truck+Van) from In(TIR). The groups are the following:
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e Group 1: “Ports”, “large manufacturer depots”, “coal storage depots”, “liquid
storage areas” and “small industrial sites”: This group produces the most truck
and van trips.

e Group 2: “National depots”, “large factories” and “other factories”.

e Group 3: “General warehouses” and “regional logistics companies”: This group

generates the lowest amount of truck and van trips.
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Figure 5.4. Means Plot for In(Truck+Van).

General warehouses are also similar to large and other factories in terms of truck
and van trip generation, however, they are different from national depots. Since they
are not similar to national depots, they are grouped with regional logistics companies

to form Group 3.

It should be noted that ANCOVA analysis using TIR trips and Truck+van trips
resulted in a quite different set of groups. This is also an indication that trip generation

of these categories of vehicle trips behave quite independently.

5.3.3. Checking the Validity of Logistical Site Groups

After the construction of the logistical site groups using both TIR and truck+van
trips, the groups were further checked if they are statistically different. This was done
using ANCOVA with one analysis for TIR trips and another one for truck+van trips,
with the same covariates used to determine the groups. The factor in these ANCOVA
analyses was the group type. However, it is also required that all the groups should be

different from each other as well. Therefore, Tukey LSD post-hoc test was conducted
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for pairwise comparisons.

For TIR trips, the ANCOVA output is given in Table 5.11. As can be observed,
the significance of F statistic of “Group for TIR” is 0.000; thus we can say that group
type of logistical sites has an effect on number of TIR trips. The Levene’s test statistics
is shown in Table 5.12, and it can be said that the variances can be equal to each other
since the significance of test statistic is 0.367; greater than the 0.05 level of significance.
So, ANCOVA in Table 5.11 is said to be robust. From the pairwise comparisons given
in Table 5.13, it can be seen that none of the pairs of groups are statistically similar to
each other: The significance values of the mean difference statistics are 0.000. Thus,

groups built using ANCOVA for TIR trips are valid.

Table 5.11. ANCOVA between the Logistical Site Groups for In(TIR).

Source Type III v | Mean F Significance
Sum of Squares Square | statistic
Corrected Model 350.799 4 87.7 53.356 0.000
hline Intercept 7.762 1 7.762 4.723 0.031
Group for TIR
163.251 2 | 81.625 | 49.661 0.000
(Factor)
Ln (Actively Used
51.075 1 51.075 | 31.074 0.000
Area) (Covariate)
Ln (Employment)
_ 33.197 1 33.197 | 20.197 0.000
(Covariate)
Error 299.145 182 | 1.644
Total 1767.691 187
Corrected Total 649.944 186

Table 5.12. Levene’s test for ANCOVA in Table 5.7.

Levene Statistic | 14 | 15 | Significance

1.007 2| 184 0.367
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Table 5.13. Pairwise Comparisons of TIR Groups.

Group | Mean In(TIR 1 2 3
Trips) Estimates
| 4.52 1.549 (0.000) | 1.776 (0.000)
2 2.971 ~1.549 (0.000) 1.228 (0.000)
3 1.744 -1.776 (0.000) | -1.228 (0.000)

Similar to the case of TIR trips, the groups built using truck and van trips also
are statistically different from each other as a result of ANCOVA, which is shown in
Table 5.14. As shown in Table 5.15, Levene’s test revealed that the variances can be
equal to each other, since the significance of the test is 0.195. Pairwise comparisons of
the groups for truck and van trips are given in Table 5.16. It can be observed that all
of the significances of mean differences between groups are lower than 0.05. So, it can
be concluded that none of the groups are statistically similar to each other in terms of

generated truck and van trips, and the groups are valid.

Table 5.14. ANCOVA between the logistical site groups for In(Truck+Van).

Source Type 111 v Mean F Significance
Sum of Squares Square | statistic
Corrected Model 270.574 3 190.191 | 46.077 0.000
Intercept 0.454 1 0.454 0.232 0.631
Ln (Employment)
. 124.03 1 | 124.03 | 63.364 0.000
(Covariate)
Group for Truck+
135.621 2 | 67.811 | 34.643 0.000
+Van (Factor)
Error 358.205 183 | 1.957
Total 1970.873 187

Corrected Total 628.779 186
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Table 5.15. Levene’s test for ANCOVA in Table 5.10.

Levene Statistic | v1 | 5 | Significance

1.649 2 | 184 0.195

Table 5.16. Pairwise Comparisons of Truck and Van Groups.

Group Mean In(Truck 1 2 3
+Van Trips) Estimates
1 3.692 1.393 (0.000) | 2.290 (0.000)
2 2.299 -1.393 (0.000) 0.898 (0.004)
3 1.401 -2.290 (0.000) | -0.898 (0.004)

5.4. Regression Models and Market Segmentation for FTG

In this section, FTG models using regression models were built for the logistical
site groups obtained from ANCOVA results in Section 5.2. This analysis had two main
goals: Investigation of the usefulness of market segmentation for FTG and checking
another measure of validity of the grouping that were identified with ANCOVA analysis
reported (the first measure of validity is explained in Section 5.2.3). That is, if the
null hypothesis tested with the market segmentation is not rejected, this would mean
that the groups are homogeneous in terms of their trip generation characteristics. Of
course, investigation of this second goal in particular has many practical implications.
For instance, if the identified groups are homogeneous, then it will not be necessary
to have separate models for each logistical site, and furthermore in future logistical
studies, sampling could be made for the groups rather than the individual logistical

sites and hence the sample sizes could be reduced.

5.4.1. Preliminary Analysis of Model Variables

In order to investigate the relationships among the dependent and independent

variables, scatter plots shown in Figure 5.5 to Figure 5.12 were obtained. Scatter plots



93

in this section consisted of all sites in data with 187 observations. Two independent
variables; actively used area and employment; and two dependent variables; number
of TIR trips and sum of truck and van trips were the subject of regression model

development and market segmentation analysis.

Figure 5.5 and Figure 5.6 show the scatter plots of TIR trips with actively used
area and employment, respectively. R? values of the linear fits for both plots indicate
that actively used area has a better relationship with TIR trips compared to employ-

ment, since it has a higher R? value with 0.229, but these relationships seem to be

weak.

Total TIR

Actively Used Area (Dunam)

Figure 5.5. Scatter Plot of Total TIR Trips and Actively Used Area.
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Total TIR

Employvment

Figure 5.6. Scatter Plot of Total TIR Trips and Employment.

From Figure 5.7 and Figure 5.8, it can be observed that employment and actively
used area have even poorer relationships with number of truck and van trips with
R? values of 0.105 and 0.013, respectively. One of the reasons for these very poor
relationships were the extreme skewnesses that were observed in these variables. As
explained in both Chapter 4 and Section 5.2, to correct for this and normalize the
distributions as much as possible, natural logarithms of the variables were taken as
a transformation, and scatter plots among the dependent and independent variables
were obtained again. Figure 5.9 and Figure 5.10 show the scatter plots of In(TIR Trips)
with In(Actively Used Area) and In(Employment), respectively. As can be observed
in both figures, and also be inferred from R? values, better relationships wer obtained

using the logarithmic transformations.
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Figure 5.7. Scatter Plot of the Total Truck and Van Trips and Actively Used Area.
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Figure 5.8. Scatter Plot of the Total Truck and Van Trips and Employment.



96

B? Linear = 0,278
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Figure 5.9. Scatter Plot of In(TIR trips) and In(Actively Used Area).

B! Lmear = 0,147

Lan{Employment)

Figure 5.10. Scatter Plot of In(TIR trips) and In(Employment).

The same logarithmic transformation was also applied for truck and van trips.
The plots with logarithmically transformed variables for truck and van trips with ac-
tively used area and employment are given in Figure 5.11 and Figure 5.12, respectively.

Again, In(Employment) and Ln(Actively Used Area) show better linear relationships
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with R? values of 0.215 and 0.113 respectively, compared to non-transformed cases.

It can be concluded that the trip generation of TIRs are more related to the
logistical site’s actively used area while truck and van trip generation is more affected

by the employment at the facility.
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Figure 5.11. Scatter Plot of In(Truck+Van trips) and In(Actively Used Area).
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Figure 5.12. Scatter Plot of In(Truck+Van trips) and In(Employment).
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5.4.2. Market Segmentation Analysis for TIR Trips

Regression analysis with the market segmentation approach for the three logistical
site groups obtained from ANCOVA analysis for TIR trips was conducted. First,
the best fit for the pooled model were chosen and then using the same variables,
regressions were made for each segment in each group. Next, the hypothesis of “market
segmentation did not improve the fit” was tested using the F-test explained in Section
3.4. The level of significance for the market segmentation’s F-test is 0.05 while it is

0.10 for the t-tests of validity of model coefficients.

5.4.2.1. Group 1. Table 5.17 shows the regression model output for Group 1 in which

the dependent variable was the number of TIR trips and the independent variable
was the actively used area of the facility. Total employment was insignificant as an
independent variable. The null hypothesis for market segmentation for Group 1 is

given below:

Hy: = B2 = Ba (5-1)

where (; and [y are the model coefficients for first and second segmented models
whereas (3 is the model coefficient for the pooled model. The null hypothesis for the
hypothesis has an F-distribution and is tested with level of significance of 0.05 by:

(SSR — SSRa)/m

F:
SSRG/VQ

(5.2)

where SSR is residual sum of squares of the pooled model, SSR¢ is the sum of the
residual sum of squares of each segment models; v is the first degrees of freedom, equal

to K(NG — 1) and 14 is the second degrees of freedom, equal to N — (KzNG).K is

the number of parameters and NG is the number of segments.
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The calculations for Group 1 are given as an example in the following:

K=2NG=2=2(2-1)=2=26—(222) = 22; = 105503 (5.3)

(133579 — 105503) /2
105503,/22

= 2.93F,,, ., = 3.44 (5.4)

Fcalculated =

The F-test resulted in the inability of rejection of the null hypothesis since
Flvicuiatea 1s lower than the table F value, and concluded that market segmentation
did not improve the fit, and one could use the pooled model. This is a further support
for the homogeneity of the group in terms of trip generation. It should be noted that
for Group 1, no logarithmic transformations were applied since it provided better R?
values compared to the transformed case. In addition, F statistics of all models in
Table 5.17 show that there is a positive relationship with actively used area and TIR

trip generation.

Table 5.17. Regression Output for Group 1 of TIR Trips.

Model Coefficients (Significance) Sum of Squares F-statistic
2
TIR Group 1 Constant Actively Used R Regression | Error N (Significance)
Area

Pooled Model 58.614 (0.000) 1.070 (0.000) 0.705 | 319949 133579 | 26 | 57.485 (0.000)
Port 146.462 (0.085) | 0.734 (0.070) | 0.447 | 67511 83452 | 8 | 4.854 (0.070)
Regional Logistic

36.023 (0.003) 2.266 (0.006) 0.38 13533 22051 18 | 9.820 (0.006)
Company

Market Segmentation Test

F calculated 2.93
F table 3.44

5.4.2.2. Group 2. The situation was different for Group 2; when the variables were

transformed using natural logarithm, the relationship for pooled models became bet-
ter. In Group 2, the best fit was obtained by including In(Actively used area) and
In(Employment) as independent variables and In(TIR) as the dependent variable; as
shown in Table 5.18. However, it should be noted that these variables did not give a

proper model for segment of national depot since both independent variables turned
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out to be insignificant in that segment’s model. This segment was covered only by the
pooled model. Thus, this also showed that grouping the logistical sites was a useful
method since the pooled model can be used for all the segments. It should also be
mentioned that the F-test for market segmentation with the level of significance of

0.05 again could not reject the null hypothesis.

Table 5.18. Regression Output for Group 2 of TIR Trips.

Model Coefficients (Significance) Sum of Squares F-statistic

TIR Group 2 Constant In(Actively In R? Regression Error N (Significance)
Used Area) (Employment)

Pooled Model -0.319 (0.659) 0.367 (0.055) 0.629 (0.003) 0.301 33.851 78.608 48 9.689 (0.000)
General
Warehouse 5}974 (0.379) -0.220 (0.482) 0.951 (0.002) 0.633 17.931 10.378 13 8.639 (0.007)
National Depot | 1.006 (0.346) 0.259 (0.349) 0.304 (0.319) 0.155 | 4.072 22.249 | 17 | 1.281 (0.308)
Liquid Storage
Area -3.400 (0.074) 1.339 (0.030) 1.037 (0.316) 0.483 25.853 27.686 18 7.004 (0.007)
Market Segmentation Test
F calculated 2.12
F table 2.33

5.4.2.3. Group 3. Similar situation to Group 2 was also observed in Group 3: Trans-

formed variables were used, and the segment model for coal storage depot had the
independent variable insignificant, which was In(Actively used area). The F-test for
market segmentation shows that one cannot reject the null hypothesis for market seg-
mentation with a level of significance of 0.05 as shown in Table 5.19. Thus, it can be
said that pooled model can be used for Group 3 for TIR trips. On another note, it
should be noted that this group generated the least amount of TIR trips; 41 out of 113

facilities did not generate any TIR trips.



Table 5.19. Regression Output for Group 3 of TIR Trips.
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Model Coefficients (Significance)

Sum of Squares

F-statistic

Production Site

TIR Group 3 Constant In(Actively R Regression | Error N (Significance)
Used Area)

Pooled Model 0.369 (0.055) 0.650 (0.000) 0.507 | 196.658 190.883 | 113 | 114.359 (0.000)
Large Manufacturer
Depot 0.234 (0.345) 0.493 (0.003) 0.544 | 10.113 8.476 14 14.316 (0.003)
Coal Storage Depot | 0.404 (0.672) | 0.446 (0.119) 0.137 | 6.537 41157 | 19 | 2.700 (0.119)
Small Industrial Site | 0.751 (0.517) 0.729 (0.000) 0.282 | 11.481 29.255 12 3.925 (0.076)
Large Factory -0.795 (0.261) | 0.992 (0.000) 0.472 | 55.11 61.715 | 39 | 33.040 (0.000)
Other Factory and

0.522 (0.012) 0.500 (0.000) 0.432 | 19.886 26.144 29 20.537 (0.000)

Market Segmentation Test
F calculated 1.86
F table 2.04

5.4.3. Market Segmentation Analysis for Truck and Van Trips

The analysis made for groups of TIR trips were also conducted for the groups

developed for truck and van trips. The level of significance for the F-test of market

segmentation is again 0.05 and for the t-test of model coefficients is 0.10. As explained

in Section 5.2, there are three groups (segments) of logistical sites for truck and van

trips as well.

5.4.3.1. Group 1.

From Table 5.20, it can be seen from the table F and calculated

F values that segmentation cannot be said to improve the fit. The significance of the

F statistic of the segment model for “small industrial sites” shows that, the model

coefficients may be equal to zero.
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Table 5.20. Regression Output for Group 1 of Truck and Van Trips.

Model Coefficients (Significance) Sum of Squares F-statistic

Truck+Van Group 1 Constant In(Employment) R Regression | Error N (Significance)
Pooled Model 0.475 (0.348) | 0.786 (0.000) 0.371 | 71.823 121.783 | 71 | 40.694 (0.000)
Port -3.373 (0.376) | 1.519 (0.084) 0.417 | 17.545 24.498 8 4.297 (0.084)
Large Manufacturer

Depot 1.784 (0.000) 0.504 (0.000) 0.8 6.46 1.61 14 | 48.138 (0.000)
Coal Storage Depot 0.637 (0.578) 0.733 (0.047) 0.213 | 4.412 16.326 19 | 4.594 (0.047)
Liquid Storage Area -2.741 (0.053) | 1.713 (0.000) 0.552 | 21.511 17.428 18 | 19.748 (0.000)
Small Industrial Site | 1.879 (0.493) 0.548 (0.276) 0.117 | 6.064 45.693 12 | 1.327 (0.276)

Market Segmentation Test

1IF calculated

1.17

F table

2.09

5.4.3.2. Group 2. As indicated by the F-statistic of the market segmentation test in

Table 5.21, segmentation improved the fit in Group 2; hence, the null hypothesis of
the market segmentation can be rejected. Thus, information about other variables
should be collected and investigated. Actively used area was not investigated as an
independent variable in this group since the pooled model produced better results with
employment. From the F statistics of segmented models, it can be observed that for
“large factories” and “other factories”, it is not possible to build a linear regression
model using In(Employment) as the independent variable. However, pooled model is
valid as its significance of F statistic is 0.000 and it explains “large factories” and “other

factories” as well; hence, using pooled model for this group is appropriate.

Table 5.21. Regression Output for Group 2 of Truck and Van Trips.

Model Coefficients (Significance) Sum of Squares F-statistic

Truck+Van Group 2 R2 N

Constant In( Employment) Regression | Error (Significance)
Pooled Model 0.384 (0.380) 0.469 (0.000) 0.263 | 55.253 155.421 | 85 | 29.651 (0.000)
National Depot -1.039 (0.390) | 0.993 (0.013) 0.346 | 19.026 35.987 17 | 7.930 (0.013)
Large Factory ~0.871 (0.754) | 0.690 (0.121) 0.064 | 4.654 68.323 | 39 | 2.520 (0.121)
Other Factory and
_— 2.209 (0.000) | - 0.131 (0.380) 0.029 | 0.741 25.12 29 | 0.797 (0.380)
Production Site

Market Segmentation Test
F calculated 3.97

F table 2.49
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5.4.3.3. Group 3. In Group 3, models were developed without transformation of the

variables because they resulted in better fits. From the calculated and tabular F values
for market segmentation test in Table 5.22, it can be inferred that segmentation did not
improve the fit for Group 3 and pooled model explained the trip generation better than
segmented models did. Significance values of model coefficients imply that employment
explains the truck and van trip generation at general warehouses and regional logistics
companies. However, it should also be noted that as can be seen in Section 6, this
group generates the lowest number of truck and van trips and out of 31 observations,

22 facilities do not generate any truck or van trips.

Table 5.22. Regression Output for Group 3 of truck and Van Trips.

Model Coefficients (Significance) Sum of Squares F-statistic
2

Truck+Van Group 3 Constant Employment R Regression | Error N (Significance)
Pooled Model -7.065 (0.395) | 0.459 (0.000) | 0.382 | 21899 35435 | 31 | 17.922 (0.000)
General Warehouse -6.231 (0.639) 0.423 (0.009) 0.475 | 14441 15979 | 13 | 9.941 (0.009)
Regional Logistics

-12.308 (0.352) | 0.601 (0.020) 0.296 | 7933 18879 | 18 | 6.723 (0.020)
Company

Market Segmentation Test

F calculated 0.22
F table 3.35

5.5. Conditional Model Approach for the Groups with the Lowest
Estimated Mean of Vehicles Generated for FTG

A conditional model was proposed to model the FTG of each vehicle type, as

explained in Section 3.5. Results for both vehicles types were given in this section.

5.5.1. TIR

Group 3 of the logistical sites for TIR trips has the highest number of zero-TIR
trip generators with 41 out of 113 establishments. Thus, the proposed conditional
model was applied to this group only since the other two groups have a much lower
amount of zero-TIR trip generators: Group 2 had 6 and Group 1 had 0 of them. So,

for Groups 1 and 2, it was assumed that using pure linear regression model for FTG
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of TIRs would be sufficient.

In addition to the variables related to logistical site characteristics, such as total
area, actively used area and employment, a dummy variable related to the activities,
“ActDummy”, was introduced to help explain if the TIR trip generation depends on the
activity type of an establishment. If more than 50% of the establishments for a given
activity generate TIR trips, then that activity is considered to be a TIR trip-generating
activity. Including activity types in modeling efforts is important since some of the
activities result in TIR trip generation while others do not; so, this dummy variable
helped for explaining the role of the activity in producing TIR trips. Fischer and Han
(2001) stated the importance of stratification in activity types. The introduced dummy

variable of subject is formulated as follows:

1, if the activity causes generation of TIR trips
ActDummy = (5.5)

0, otherwise

Similarly, for the linear regression part of the proposed model, another dummy

variable was introduced, “TIRDummy”, which was formulated as follows:

1, if only TIR trips are generated
TIRDummy = (5.6)

0, otherwise

This variable was created because an establishment is expected to generate more
TIR trips when there are no truck or van trips generated. Existence of only TIR trips
at an establishment is related to logistics of the establishment and with this variable,
it has been aimed to develop a connection between the logistical decisions and FTG.

Five of the facilities had this dummy variable equal to 1.

For model calibration, five groups of 84 cases each out of the 113 total cases in
Group 3 were randomly chosen using “Exactly 84 cases of the first 113 cases” sampling

option in SPSS software and the remaining data for each sample was used for validation.
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Since the models include the natural logarithms of both number of TIR trips and
actively used area; in order to model the zero-trip producing factories in pure regression

model, a constant of 1 was added to the number of TIR trips, as In(0) is undefined.

The coefficients and statistics obtained from the calibration of five samples for
both modeling approaches are given in Table 5.23. As one can observe from the F-
statistics of the pure regression models, the null hypothesis stating that all variables
are equal to zero can easily be rejected with at least 95% level of confidence. Fur-
thermore, all coefficients of explanatory variables, except constants for Samples 1 and
3 individually are statistically different from 0 with at least 95% level of confidence.
All models have R2 values higher than 0.500, which means that more than 50% of the
total variance in the dependent variable is explained by the independent variables in

the models.

For the binary logit part of the conditional model, significance values of the chi-
squared test statistic for all samples are very close to 0, therefore, it can be concluded
that the null hypothesis stating that all variables in the utility function of the binary
logit model are equal to zero can be rejected with at least 95% level of confidence.
Cox and Snell R?, Nagelkerke R?, McFadden’s R? (p?) and Adjusted McFadden’s R?
(p*) values, which are measures of pseudo R?, show that the fits of the binary logit
are decent, and all models have correct percent prediction around 84%. Examining
the significance values of all variables and constants, it can be seen that the null
hypothesis that the coefficients being equal to zero can be rejected with at least 95%

level of confidence.

Similar to pure regression models, linear regression parts of the conditional models
of all samples are meaningful, which can again be seen from the significances of the
F-statistics. R? values for all samples except Sample 4 are higher than the ones of
pure regression model. This situation can be attributed to the fact that in conditional
models’ linear regression parts, there are no zero-TIR trip producing facilities. The
constants in linear regression parts of the models are not significantly different from zero

which simply means that the regression line goes through the origin. The coefficients
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of explanatory variables are all significantly different from zero since all the significance
values less than a threshold value of 0.05.

Table 5.23. Calibration of Samples for Both Pure Linear Regression and Conditional
Models.

Sample 1 ‘ Sample 2 ‘ Sample 3 ‘ Sample 4 ‘ Sample 5

Pure Linear Regression Model

Model Coefficients (Significances)

Constant 0.258 (0.229) | 0.414 (0.043) | 0.204 (0.174) | 0.451 (0.028) | 0.447 (0.041)

Ln(ActDec) 0.641 (0.000) | 0.588 (0.000) | 0.633 (0.000) | 0.619 (0.000) | 0.598 (0.000)

TIRDummy 1.658 (0.003) | 1.702 (0.001) | 1.663 (0.001) | 1.556 (0.002) | 1.903 (0.002)
Model Statistics

Na 84 84 84 84 84

F-statistic (Significance) 54.611 (0.000) | 53.515 (0.000) | 55.412 (0.000) | 55.909 (0.000) | 46.231 (0.000)

R? 0.574 0.569 0.578 0.58 0.533

Conditional Model

Binary Logit Part Model Coefficients (Significances)

ActDummy 3.112 (0.000) | 3.197 (0.000) | 4.244 (0.000) | 4.294 (0.000) | 3.515 (0.000)

Ln(ActDec) 0.937 (0.000) | 0.955 (0.000) | 1.160 (0.000) | 1.170 (0.000) | 0.846 (0.000)

Constant -2.849 (0.000) | -2.826 (0.001) | -3.744 (0.000) | -3.645 (0.000) | -2.722 (0.001)
Model Statistics

Na 84 84 84 84 84

-2Log Likelihood 57.152 54.549 45.786 43.115 51.956

Chi-Sq. test statistic
52.343 (0.000) | 56.070 (0.000) | 63.709 (0.000) | 65.152 (0.000) | 56.311 (0.000)

(Significance)

Cox and Snell R? 0.464 0.487 0.532 0.54 0.488

Nagelkerke R? 0.637 0.665 0.73 0.745 0.674

02 0.478 0.507 0.582 0.602 0.52

ﬁ2 0.423 0.453 0.527 0.546 0.465

Percent Correct Predictions | 79.8 85.7 85.7 88.1 83.3

Linear Regression Part Model Coefficients (Significances)

Constant 0.230 (0.476) 0.438 (0.204) 0.082 (0.811) 0.398 (0.260) 0.343 (0.325)

Ln(ActDec) 0.774 (0.000) 0.716 (0.005) 0.820 (0.000) 0.744 (0.000) 0.754 (0.000)

TIRDummy 1.167 (0.011) | 1.185 (0.000) | 1.170 (0.005) | 1.124 (0.014) | 1.470 (0.005)
Model Statistics

Ng 54 53 54 55 55

F-statistic (Significance) 43.146 (0.000) | 34.490 (0.000) | 44.117 (0.000) | 33.554 (0.000) | 34.367 (0.000)

R? 0.629 0.58 0.634 0.563 0.569

a= Number of observations (establishments)

The outputs of the conditional model parts, i.e. the binary logit model explaining



107

the probability of existence of TIR trips and the abundance of TIR trips, which is the
product of the probability obtained with the binary model and the regression part
output for abundance of the TIR trips, plotted against In(Actively used area) are
given in Figure 5.13. The predictions are for establishments where ActDummy=1 and
TIRDummy=0. As can be observed, the plot shown in Figure 5.13 has an “s-shape”,
as it should be for a binary logit model. Figure 5.13 has a logarithmic curve, since

number of TIR trips has a positively skewed distribution.

(a) (b)

» 0.9

S

300

P

0.8

2501

0.6 200

0.5

0.4

f Producing Tractor Trailer Tri

Number of Tractor Trailer Trips

Probability o

50

2 0 2 4 6 8 s 0 5 10
In(Actively Used Area) In(Actively Used Area)
Figure 5.13. Estimates of (a) Probability of the Presence of TIR Trips, (b) Expected
Abundance of TIR Trips, Plotted Against In(Actively Used Area).

These models were then applied to forecast the TIR trips of the validation data.
Table 5.24 shows the validation and comparison of the models. Two measures have been
used to compare and validate the modeling approaches: RMSE and MAE: They were
calculated for the validation data of the five samples. Improvements in percentages
were calculated to assess the improvements by the conditional model over the pure

regression model.

From Table 5.24, it can be seen that for all samples, the conditional model had
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smaller RMSE and MAE values than the pure regression model. When the averages
of RMSE and MAE of all samples for both modeling approaches are taken, 29.58%
improvement for RMSE and 23.57% improvement for MAE over the pure regression
model have been observed. Thus, it can be said that the conditional model is the better

modeling approach.

Table 5.24. Comparison of Pure Regression Model and Conditional Model.

Pure Regression | Conditional | Pure Regression | Conditional
Model RMSE Model RMSE Model MAE Model MAE
Sample 1 38.091 27.029 19.367 14.853
Sample 2 98.814 93.077 33.926 28.948
Sample 3 36.753 33.475 17.448 17.114
Sample 4 56.742 23.717 22.422 12.858
Sample 5 57.162 25.192 22.278 14.455
Average 57.512 40.498 23.088 17.646
Average Improvement (%) 29.58 23.57
60 .
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Figure 5.14. Comparison of Modeling Approaches in RMSE and MAE.
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5.5.1.1. Elasticity Analysis for Binary Logit for TIR Trips. FElasticity of a binary logit

model is the percent change in probability of an outcome when one of the attributes
in the model changes one percent. Elasticity can be given as follows (Ben-Akiva and

Lerman, 1985):
Ey(p) = 225 67)

where H is the attribute in the model and P probability of the outcome for which the

elasticity is to be determined. For the binary logit, Equation 5.7 becomes the following;:

Efit = BinHiun(1— Pp) (5.8)
where P, is the probability of outcome u at establishment i, [3;, is the coefficient of
independent variable n at establishment ¢ and H,,,, is the value of independent variable

n at establishment 7 for outcome wu.

Bk i peey = 0.937 x In(38) x (1 — 0.637) = 1.24 (5.9)

Thus, it means that 1 % change in actively used area in an establishment leads to
a 1.24 % change in probability of TIR trip generation in Sample 1. Table 5.25 shows the
elasticity values for all samples, with the same value of independent variable; 38 decare
of actively used area. It can be seen that an average of 1.34 % change in probability

of TIR trip existence was found.
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Table 5.25. Elasticities of the Conditional Model.

Ln(ActDec) | Elasticity

Sample 1 0.937 1.24
Sample 2 0.955 1.26
Sample 3 1.16 1.53
Sample 4 1.17 1.54
Sample 5 0.846 1.12
Average: 1.34

5.5.2. Truck and Van

The conditional modeling approach was also tried for the group with highest
amount of zero-trip generators of truck and van trips, which is Group 3. As shown
in Section 5.2.2, Group 3 of truck and van trips consists of “General warehouses”
and “regional logistics companies”, and the group has 31 establishments, 22 of which
generate zero truck and van trips. Group 1 of truck and van trips had 6 zero-trip
generators out of 71 facilities while Group 2 had 11 of them out of 85 establishments.
So, for Groups 1 and 2, similar to TIR trips, it was assumed that using pure linear

regression model for FTG of truck and van trips would be sufficient.

Conditional approach could be applied to Group 3, and the results for this group
are given in Table 5.26. Mostly because of the small size of the available data (only 22
establishments out of 31 had zero trips), binary logit models for Group 3 for trucks and
vans could not be built successfully as shown in Table 5.26. Although the significance
of the chi-squared test statistic show that the model is significant, the significances of
model coefficients indicate that the hypothesis of each variable’s coefficient being equal
to zero cannot be rejected. Percent correct prediction is 71.0%, but the model is not
successful in predicting the trip-generating facilities, as that percent correct prediction

is only 11.1%. More data is needed for calibrating binary log it models for this group.



Table 5.26. Binary Logit Model.

Model Coefficients (Significances)

Model Statistics

Ln(Employment) 0.170 (0.652)
ActDummy 20.965 (0.999)
Constant -21.805 (0.999)
-2Log Likelihood 28.477
Chi-Sq. test statistic (Significance) | 8.874 (0.012)
Cox and Snell R? 0.249
Nagelkerke R? 0.355
p? 0.238
P2 0.077
Percent Correct Predictions 71.0
N 31
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Developing linear regression models for the 9 establishments in the group which

generate truck and van trips was possible as given in Table 5.13. In Section 5.3.3.3, it

was shown that the segmentation had not improved the fit for Group 3 of truck and

van trips with employment as the independent variable. So, the same variable was used

to model the FTG for the 9 establishments. Significance of the F-statistic shows that

the hypothesis of equality of the independent variables to 0 can be rejected with 99%

level of confidence. Also, it can be seen from the R? value of 0.831 that the variance

in dependent variable is explained by the independent variable; employment. When

all establishments were considered in regression model, as shown in Section 5.3.3.3,

the model is still significant as can be observed from the F statistic, but R? value was

reduced to 0.382, thus the goodness of fit of the model decreased, due to the presence

of zero-trip generators.

Table 5.27. Regression Models for Group 3.

Model Coefficients (Significance) Sum of Squares
Truck+Van Group 3 Constant Employment R? Regression | Error N Fs-lsgt;%%hgcté%ce)
Non-Zero Trip
Generators Only 1.820 (0.896) 0.808 (0.001) 0.831 | 33289 6775 9 34.395 (0.001)
All Establishments -7.065 (0.395) | 0.459 (0.000) 0.382 | 21899 35435 | 31 | 17.922 (0.000)

It can be concluded that modeling truck and van trips for this group can only
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be made when zero-trip generators are excluded from the data. However, considering
that the majority of the establishments in this group are zero-trip generators (22 of
31 establishments); it seems that with a higher sample size for this group conditional

models could probably be built successfully.

5.6. Discussion of Theoretical and Practical Implications of the Results

A discussion of theoretical and practical implications of the results of this re-

search, in relation to the past research when possible, is summarized below:

e Factor analysis in this study showed that the number of vehicles can be consid-
ered as total number of vehicles, thus, there was no need to separate them is
incoming or outgoing. However, Iding et al., (2002) and Holguin-Veras et al.,
(2011) developed models for each direction of travel separately. On the other
hand, Tadi and Balbach (1994) and Kulpa (2014) did not make any separation.

e Tadi and Balbach (1994) and Kulpa (2014) built models using truck classifica-
tions. In this paper, the truck types in data were grouped using factor analysis.
However, Holguin-Veras et al., (2011, 2013) and Iding et al., (2002) had not made
any vehicle-type stratification; i.e., they used one type of vehicle for all vehicles
as trucks.

e Conditional model for TIR trips was compared with the regression models built
by Tadi and Balbach (1994). As was given above in Table 2.2, Tadi and Balbach
(1994) separated industrial establishments as “light” and “heavy”. In addition,
they separated the truck types as “2, 3 axle trucks” and “4, 5, 6+ axle trucks”.
This is similar to the separation made in this study for factories as “large” and
“other”, and for truck types as TIR and Truck+Van. It is known that TIRs are
under the category of “4, 5, 6+ axle trucks”. Also, conditional model is valid
for both type of factories in this study, since they are in Group 3 for TIR trips.
Thus, all validation samples of conditional model was compared with the Tadi
and Balbach (1994) models for large factories and other factories separately. The
results are given in Table 5.28. It can be observed that the conditional model

performs better than Tadi and Balbach (1994) models in all samples and all
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type of factories. In addition, as it can be seen from Table 2.2, coefficient of

independent variable for heavy industries is negative. When the heavy industry

model is applied to validation samples of this study, illogical results were also

obtained since some of the calculated TIR trip values were negative. As a result,

errors of the heavy industry models are higher than of light industries.

Table 5.28. Comparison of the Conditional Model with Regression Models of Tadi
and Balbach (1994).

Sample 1 Sample 2 Sample 3
RMSE | MAE | RMSE | MAE | RMSE | MAE
Conditional Model
. 31.798 | 20.284 | 37.68 | 25.693 | 51.838 | 33.29
- Large Factories
Tadi and Balbach (1994)
. 145.687 | 89.618 | 243.711 | 133.283 | 273.402 | 153.109
- Large Factories
Conditional Model
i 4.054 2.433 3.182 2.089 2.57 1.375
- Other Factories
Tadi and Balbach (1994)
. 20.744 9.58 3.507 3.274 3.592 3.461
- Other Factories
Sample 4 Sample 5 Average
RMSE | MAE | RMSE | MAE | RMSE | MAE
Conditional Model
. 38.716 | 25.154 | 41.461 | 27.532 | 40.299 | 26.391
- Large Factories
Tadi and Balbach (1994)
. 462.423 | 218.046 | 496.417 | 261.526 | 324.328 | 171.117
- Large Factories
Conditional Model
. 1.585 1.278 3.028 2.001 2.884 1.835
- Other Factories
Tadi and Balbach (1994)
. 3.311 3.026 3.212 3.041 6.873 4.476
- Other Factories

e [t was not possible to compare the conditional model with other models given in

Chapter 2. This was because the models in Chapter 2 had different stratification

schemes from this study. Iding et al. (2002) and Holguin-Veras et al., (2011,
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2013) built models for each industry sector separately. Kulpa (2014) on the
other hand made the stratification as urban and rural areas as well as light and
heavy trucks. Since the conditional model in this study did not consider those
stratification types, it would not be logical to make any comparisons with the
mentioned models.

Engineering-wise, since TIRs affect the traffic more than trucks and vans do, some
improvements for the roads can be made nearby the logistical sites where TIR
trip generation is high (“ports” and “regional logistics companies”). From Figure
5.14, it can be seen that four of the eight ports are located in Dilovasi. On the
other hand, regional logistics companies are more evenly distributed in Kocaeli,
as might be needed in Dilovasi. In conjunction with this, it is also known that
the new Northern Marmara Highway (under construction) will be connected to
E-80, D-100, and Izmit Bay Bridge at Dilovasi (Bogazici Project Engineering Inc.,
2012). These investments will be useful for Dilovasi about TIR trips at least in
the short term. Map of the Dilovasi region with the Northern Marmara Highway
is given in Figure 5.15. In addition, the recommended intersection improvements
on the short and long term at Gebze region are shown in Figure 5.16 by red and

white, respectively (Bogazici Project Engineering Inc., 2012).

#iseyin Hoca

Karamirsel”
T_—— D585

Figure 5.15. Analyzed Ports in Kocaeli Province.
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Figure 5.16. Analyzed Regional Logistics Companies in Kocaeli Province.
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Figure 5.17. Map of Gebze and Dilovasi with the Northern Marmara Highway
Implemented (Bogazici Project Engineering Inc., 2012).
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6. CONCLUSIONS AND RECOMMENDATIONS

6.1. Conclusions

Results of this study reveal many theoretical and practical conclusions about
FTG modeling in urban areas. In this study, a new segmentation method to group the
logistical site types according to their FTG patterns using ANCOVA was presented,
segments were checked using market segmentation analysis, and a new modeling scheme
named “conditional modeling” was applied to explain the FTG of the segments which
have many zero-trip generating establishments in Kocaeli. The main conclusions of the

study are summarized below:

e Preliminary analysis of data indicated that almost all of the dependent and inde-
pendent variables have positively skewed distributions. Hence, to obtain normal
distribution for the variables in analyses, which is an assumed condition for many
of the statistical techniques used in this research, logarithmic transformations
were applied to them.

e Factor analysis on the trips to/from various logistical sites by different vehicle
types formed two vehicle sets, trips by TIR vehicles and trips by trucks and vans
together. Hence freight trip generation modeling was performed using these two
vehicle categories. This result is significant in the way that it is not necessary to
build separate models for each vehicle type, forming vehicle sets will reduce the
modeling efforts.

e [t was shown that using ANCOVA and and its associated post hoc tests; it
was possible to group (or segment) the logistical site types for which consistent
models can be calibrated. With the help of segmentation, future survey efforts
and costs can be reduced since similar site types could be grouped together for
FTG modeling.

e For each vehicle set, it was also proved with another ANCOVA analysis that FTG
characteristics of each group were significantly different from each other. This is

important since this was one way of validation of the segment formation.
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e Market segmentation analysis results for regression models also confirmed the
validity of the groups for all vehicle sets, except one logistical site type group of
trucks and vans which included “national depots”, “large factories” and “other
factories”. For this segment, the pooled regression model for FTG of trucks and
vans and the models built for the different logistical sites forming this group were
significantly different from each other statistically. Thus, for this segment, FTG
should be modeled separately for each logistical site type. For the remaining
segments, pooled models can be used.

e Logistical site types of “large manufacturer depots”, “coal storage depots”, “small
industrial sites”, “large factories” and “other factories” show similar FTG pat-
terns and form Group 3 for TIRs; and this group had the highest amount of
zero-TIR trip generators in Kocaeli.

e The group consisting of “regional logistics companies” and “general warehouses”
mostly generates zero-trips of trucks and vans in Kocaeli. Trip patterns of the
site types in this segment for this vehicle set are similar.

e A new modeling approach, which was named “Conditional FTG Modeling” was
proposed for this study. The conditional model consisted of two parts: The first
part is a binary logit model which is used to estimate the probability of the
logistical group producing the freight trips for the vehicle category. The second
part is a linear regression model which is calibrated to estimate the “abundance”
of the trips created by the logistical group, given that it is capable of producing
trips with the vehicle category under consideration. The final estimate of the
trips produced can be found by the product of the results of these two models
which is the “Expected Number of Trips” for the vehicle category.

e The proposed conditional model was applied to the TIR group (Group 3 of TIR),
and to Truck+Van group (Group 3 of Truck+Van) with the highest amount of
zero trips of TIRs or Trucks+Vans. The conditional modeling applied to Group 3
of TIRs resulted in an improvement over the pure regression modeling approach
in explaining the FTG of TIRs at establishments. The error reductions were
29.58% in RMSE and 23.57% in MAE. However, mostly because of the small
sample size, it was not possible to calibrate the binary logit model for identifying

the probability of producing Truck+Van model for the conditional model. This
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could be tried in the future with larger sample sizes.

It was found that the FTG of TIRs was governed by the actively used area,
activity type, and the existence of FTG of other freight vehicle types at estab-
lishments. Furthermore, the binary logit part of the conditional model showed
that the probability of TIR selection depends on actively used area and activity
type of the establishment.

For Groups 1 and 2 of TIR trips, the conditional model was not applied since
no zero-trip generators were present in Group 1 and only 6 of 48 were zero-trip
generators in Group 2. So, for these groups, using pure linear regression model
for FTG of TIRs would be sufficient.

Although conditional model could not be built for Group 3 of trucks and vans, it
was possible to model the FTG using linear regression only. For those facilities,
it was shown that FTG of trucks and vans was governed by employment. From
these results, it seems that FTG of van and truck trips may be different than of
TIR trips.

For the other groups of trucks and vans, the conditional model was not applied.
This was because, in Groups 1 and 2, only 8 of 71 and 14 of 85 facilities were
zero-trip generators, respectively. So, for these groups, using the regression model

for FTG was deemed to be sufficient.

6.2. Recommendations

Recommendations for future studies are given below:

It is felt that there is room for improvement in the developed models if data on
more variables can be collected. In particular, collection of information about
the destinations of trips, thus distances, trip costs, the quantity of shipment
per shipment (shipment size) from the sites, commodity types, and frequency of
shipments may improve the modeling of FTG since FTG depends on the logistical
decisions which are affected by these variables.

Different classifications of vehicle types and logistical site types may result in dif-

ferent FTG models in Kocaeli. For instance, categorization of TIRs might have
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been different, such as 4-axle vehicles and 6-axle vehicles. Furthermore, main
types of logistical sites might have been analyzed instead of subtypes. Investiga-
tion of this topic can be a future work.

For different regions, factor analysis results, thus vehicle type sets, and segments
obtained using ANCOVA might be different. Thus, transferability of these results
to other cities, regions could be investigated in future work.

Dependent variables were taken as number of daily total trips in and out of the
establishments. Peaking characteristics of the FTG can be investigated in future

work.
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Figure A.1. Industrial Firm Survey, Page 1.
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GENEL BILGILER

1. Firmamzin
kimligi

Adi / Unvani

Telefon Numarasi

E-mail Adresi

Faks

2. Yapilan igi
detayh olarak
aynintih bir
sekilde

tanimlayiniz

3. Bulundugumuz
mahalde ana
faaliyet alaniniz
nedir?

(SADECE TEKBIR

SECENEK

ISARETLENECEKTIR)

Metal cevherler madenciligi 1
Diger madencilik ve tag ocakciligi 2
Gida urunleri ve icecek imalati 3
Tekstil imalati 4
Giyim esyasi imalati, kirkdn igslenmesi

Derinin tabaklanmasi ve islenmesi, bavul, el cantasi, vb 6
Agac ve mantar driinleri, mobilya hari¢ 7
Kadit hamuru, kagit ve kadit Grinler imalati 8
Basim ve yayin, plak, kaset ve benzeri kayith medyanin
¢odaltimasi

Kok kémuri, rafine edilmis petrol Grunleri ve nukleer yakit 10
Kimyasal madde ve urunlerin imalati 1
Plastik ve kaucuk Urinleri imalati 12
Metalik olmayan diger mineral driinlerin imalati 13
Ana metal sanayi 14
Makine ve techizat hari¢; fabrikasyon metal Grunleri imalati 15
Basgka yerde siniflandinimamis makine ve techizat imalati 16
Biro makineleri ve bilgisayar imalati 17
Bagka yerde siniflandinimamig elektrikli makine ve

cihazlarin imalati 18
Radyo, televizyon, haberlesme techizati ve cihazlan imalati 19
Tibbi aletle; hassas ve optik aletler ile saat imalati 20
Motorlu kara tasiti, rémork ve yan rémork imalat 21
Dider ulagim araclannin imalati 22
Mobilya imalati; bagka yerde siniflandinimamig diger imalat | 23
Geri donisum 24
Dider (Beli tiniz...) 25

Figure A.2. Industrial Firm Survey, Page 2.
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4. Ana faaliyet
diginda hangi
faaliyetierde Metal cevherler madenciligi 1
',’"'“““V':"’“““z Diger madencilik ve tas ocakcili 2
’ Gida drlinleri ve icecek imalati 3
(BIRDEN FAZLA SECENEK | | T, ili 4
ISARETLENECI ) ?k.su m‘talatl' — .
Giyim esyasi imalati, kirkin islenmesi 5
Derinin tabaklanmasi ve islenmesi, bavul, el ¢cantasi, vb 6
Adac ve mantar driinleri, mobilya hari¢ 7
Kadit hamuru, kagit ve kagit driinler imalati 8
Basim ve yayin, plak, kaset ve benzeri kayith medyanin
cogaltiimasi 9
Kok kémiiri, rafine edilmis petrol Griinleri ve nikleer yakit 10
Kimyasal madde ve arunlerin imalati 11
Plastik ve kaucuk Urinleri imalati 12
Metalik olmayan diger mineral Griinlerin imalati 13
Ana metal sanayi 14
Makine ve techizati haric; fabrikasyon metal Giriinleri imalati 15
Bagka yerde siniflandirimamis makine ve techizat imalati 16
Buro makineleri ve bilgisayar imalati 17
Bagka yerde siniflandinimamig elektrikli makine ve
cihazlann imalat 18
Radyo, televizyon, haberlesme techizati ve cihazlan imalati 19
Tibbi aletle; hassas ve optik aletler ile saat imalati 20
Motorlu kara tasiti, rémork ve yan romork imalati 21
Diger ulagim araglarninin imalati 22
Mobilya imalati; baska yerde siniflandinimamis diger imalat | 23
Geri donisum 24
Diger (Belit niz...) 25
5. Firmanizda su an kag kigi
galigmaktadir? Kigi
6. Firmamzda son mali yil
igerisinde (2010 yili) ayhik | | | | | Kisi
ortalama kag kigi
caligmaktadir?
7. Firmanin tam kapasitede
gahgirken ulagabilecegi en Kigi
yiiksek istihdam sayisi nedir?
8. Firmanizda Arag Tiri Adedi
Lojistik Tamamen kendi Yiik tagima
Hizmetler Nasil imkanlan ile 01 || araglannzn | TIR D]
saglanmaktadir? || sagdlyor sayisini
Kismen kendi tirlerini
imkanlan ile kismen soyler Kamyon D:l
digardan hizmet 02 |2 misiniz?
aliyor. Kamyonet D:I
%%K ARAR VAR _
Tamamen digardan 03 KAYT Diger |:|:|
hizmet aliyor. BAKARAK CEVAP | (Belirtiniz)
3 VERMESINI
ISTEYINIZ Toplam D:’

Figure A.3. Industrial Firm Survey, Page 3.
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9.

Firmanzin
alansal
kapasiteleri
ve kullamm
oranlan
nedir?

««... Kadar Kigi
gahgtirdigimiz
soylediniz bu
sayacagmm
alanlara
dagitiniz.
(Sadece
firmanizin
kendisinin
kullanabildigi
alanlar)

ONCELIKLE TOM
SIKLARI TEK TEK
OKUYARAK
OLUP
OLMADIGINI VAR
YOK SUTUNUNA

BIRDEN FAZLA

OLMASI

DURUMUNDA
ER

e NEGI)

Sl NE NE
OESSGLNU
BELIRTEREK
YAZINIZ

Alan Yok | Var Alan (m') Yuksekli ::“::::: E:if:ln
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Figure A.4. Industrial Firm Survey, Page 4.

123



124

YUK AKISI

GIRDI TABLOSU
GORUSMECININ DIKKATINE ASAGIDAKI PARAGRAFI MUTLAKA OKUYUNUZ !!!

10. §imdi size gectigimiz bir yilin yiik akigi ile ilgili sorular soracagim bu cevabi verirken son mali yili
diigiinerek cevap vermenizi istiyorum. Oncelikle fi za gelen h dde, yan iiriin gibi girdilerin
geldidi bolge — gehir — mahalle (mahalle Kocaeli iginde ise) girdi miktan (ton, kg, litre, metrekiip cinsinden
alinmasi gerekmektedir. Eger adet verilir ise, 1 adedin ortalama agurhgindan kg, veya ton cinsine
donagtirdlecektir) Urlin tiiri (makine, kimya demir vb,) gibi sorular soracagim.

Verilen bilgiler bir yildan kisa bir siire igin ise litfen sireyi belirtiniz.
[coaex |1 | [awmx |2 ] [wmam |3 | [owe [« |

Uretiminizde Bu bélgeden ne Uriin Miktan

kullandigimz girdileri | tiir drdin Karayolu Denizyolu |Demiryolu Havayolu
gecen yil nerelerden getiriyorsunuz (ton,kg,ltm®) |[(TEU, (ron,kg,ltm®) |(ton,kg,lt,m°y
getirdiniz. (Kocaeli ron,kg,lt,m?)
iginde ise mahalle
bilgisini alimz)
Ulke — Sehir - Mahalle |Uriin Adr Uriin |Miktar: | Birimi| Miktars | Birimi| Miktars | Binmi | Miktary | Binmi}
Kodu

10.

11.

12.

13.

14.

11. Yukandaki veriler yildan az bir %, ALTINDA

periyodda ise yillik ortalamanin ISTT
ne kadar altinda ve ustiindedir? % USTUNDE

Figure A.5. Industrial Firm Survey, Page 5.



CIKTI TABLOSU

GORUSMECININ DIKKATINE ASAGIDAKI PARAGRAFI MUTLAKA OKUYUNUZ 11!

12. $imdi size gectigimiz bir yilin yiik akigi ile ilgili sorular soracagim bu cevabi verirken son mali yih
diigiinerek cevap vermenizi istiyorum. Oncelikle firmanizda iiretmig oldugunuz iiriinleri génderdiginiz
bdlge — gehir — mahalle (mahalle Kocaeli i¢inde ise) gikti miktan (ton, kg, litre, metrekip cinsinden alinmasi
gerekmektedir. Eger adet verilir ise, 1 adedin ortalama agirligindan kg, veya ton cinsine dénigtirilecektir) Uriin

tiirii (makine, kimya demir vb,) gibi sorular soracagim.
Verilen bilgiler bir yildan kisa bir siire igin ise liitfen sireyi belirtiniz.

[ooaex [:]| [aax |2 | [wmm ][5 | [ o=

[« |

Uretiminiz sonucu Bu bélgeye ne tiir Uriin Miktan

elde entiginiz drdinleri | {riin Karayolu Denizyolu
(¢ikulan) gegen yil génderiyorsunuz |(ton,kg,lt,m’) |(ton,kg,lt,m?)
nerelere génderdiniz. | ?

(Kocaeli iginde ise
mahalle bilgisini
aliniz)

Demiryolu
(TEU,
ton,kg,lt,m?)

Havayolu
(ton,kg,ltm°j

Ulke — Sehir - Mahalle |Uriin Adi Uriin |Miktar |Binmi| Miktar; | Binmi
Kodu

Miktan |Binmi

Miktarr |Binimi

10.

11.

12.

13.

14.

15.

13. Yukandaki veriler yildan az bir %

ALTINDA

periyodda ise yillik ortalamanin %

USTUNDE

ne kadar altinda ve ustiindedir?

Figure A.6. Industrial Firm Survey, Page 6.
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LOJISTIK FAALIYET SORUNLARI

14. Firmanizin Lojistik Operasyonlarim olumsuz etkileyen, kentsel altyapi ve
ustyapi kaynakh eksiklik ve sorunlar nelerdir? (Omekleri ihtiyag diginda kullanmayin yollarin, kavsaklann,
Sinyalizasyon, Depo, Antrepo yetersizligi gibi)

15. Bu sorunlarv/eksiklikleri giderebilmek icin Kocaeli Yerel Yonetim Birimlerinin Ne yapmasm
onermektesiniz? (Grmegin g1k konmasi ilave kamyon/tir parklan yapilmast gibi)

16. Firmamzn lojistik operasyonlarim kolaylasnrma ve/veya kapasitesini artarmak iizere
oniimiizdeki orta ve uzun vadeli planlams oldugunuz yanrmmlar nelerdir?

Figure A.7. Industrial Firm Survey, Page 7.



GORUSMECININ DIKKATINE ASAGIDAKI PARAGRAFI MUTLAKA OKUNUZ !!!
17. Agagida belirtilen Kocaeli Lojistik Sektoriine yonelik potansiyel sorunlara yonelik ifadeleri sizi etkileme

derecesine gore (1 kesinlikle katiimiyorum, 2 katiimiyorum, 3 bir gey soyleyemem, 4 katiiyorum 5

kesinlikle katiiyorum) 1 ile 5 arasinda degerlendiriniz

Karayolu altyapisina Kesinlikle Katilmiyorum |Bir §ey Katiiyorum | Kesinlikle
yonelik sorunlar Katilmiyorum Soyleyemem Katiliyorum
Kocaeli kent igi yollan ve otoyol
baglantilanndaki trafik sikigikhd 1 2 3 4 5
yuk tagimasini engelleyecek
dizeyde cok fazladir.
Kocaeli'ndeki karayollan kamyon
operasyonlanni kisitlayacak 1 2 3 4 5
sekilde kotoddar.
Kocaeli'ndeki karayollannin 1 2 3 4 5
fiziksel kalitesi oldukca kotudar.
Kocaeli'nde yeterli kamyon ve
arag parki bulunmamaktadir. 1 2 3 4 5
Diger sorunlar (agiklayiniz)
1 2 3 4 5
— - m— - —
Demiryolu Tagimaciliginda |Kesinlikle Katilmiyorum |Bir ey Katihyorum | Kesinlikle
Yasanan Sorunlar Katilmiyorum Soyleyemem Katihyorum
Demiryolu ad1 ve modemizasyonu
yetersizdir. 1 ¢ 3 4 5
Demiryolu tagimacihiginda vagon 1 2 3 4 5
temini zor olmaktadir.
Demiryolu tagimaciiginda
Kocaeli'nde ciddi yonetim 1 2 3 4 5
sorunlan bulunmaktadir.
Diger sorunlar (agiklayiniz)
9 yecan 1 2 3 4 5
Kocaeli Limanlannda Kesinﬁkle Katilmiyorum |Bir Sey Katihyorum  |Kesinlikle
Yasanan Sorunlar Katilmiyorum Soyleyemem Katihyorum
Kocaeli Limanin depolama 1 2 3 4 5
sahalan yetersizdir.
Kocaeli Limaninda bogaltma
ukleme ekipmanlan yetersizdir. 1 . 3 4 5
Kocaeli Limaninda yanasma
Ucretleri ylksektir. ! 2 3 4 5
Kocaeli Limaninda gimrikileme
hizmetleri yetersizdir ! 2 3 4 5
Kocaeli Limaninda yikleme ve 1 2 3 4 5
bosalma dcretleri yuksektir.
Kocaeli Limaninda arag park 1 2 3 4 5
sahalar yetersizdir.
Kocaeli Limaninda gemiler
yanagabilmek igin uzun sire 1 2 3 4 5
bekletimektedir.
Kocaeli Limam kombine
tagimacilik olanaklan agisindan 1 2 3 4 5
yetersizdir.
JDiger sorunlar (agiklayiniz).
1 2 3 4 5

Figure A.8. Industrial Firm Survey, Page 8.
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Havayolu ?ag[macmg ile Kesinlikle Katilmiyorum |Bir §ey Katiiyorum Kesinlllilltle
| ilgili Sorunlar Katilmiyorum Soyleyemem Katiliyorum
Havayolu tagimacihgimna erigim . ) 3 . .
Kocaeli ¢evresindeki hava
meydanlan kargo tagimacilig 1 2 3 . s
icin veterli filo kapasitesine ve
donanima sahip degildir.
Kocaeli gevresinde havayolu
tasimaciifinda gimriikleme 1 2 3 4 5
sorunlarn yaganmaktadur.
Kocaeli ¢evresindeki havayolu
tasimaciliginda gereksiz 4 2 5 . s
biirokrasi zaman ve kaynak
kaybina neden olmaktadur.
Diger sorunlar (agiklayimz). . ) 5 . s
Gumriiklerde Yasanilan Kesinlikle Katilmiyorum |Bir §ey Katihyorum | Kesinlikle
Sorunlar Katilmiyorum Soyleyemem Katihyorum
Kocael eimrikierndes
elemanlann ciddi bir egitim 1 2 3 4 5
eksikligi bulunmaktadsr.
Gimmikierindeki birokas: ; ; ; : :
olmas: gerekenden fazladir
Kocaeli gimriiklerdeki teknik
altyap: olanaklan olduk¢a 1 2 3 4 5
iisil -
Iﬂ:lﬁ ukill—“. — P 1 . ) : :
personel sayis1 yetersizdir.
 glimrikleri 1 2 3 4 5
taleplerde bulunulmaktadur.
Diger sorunlar (agiklayimz). . 5 s . s
Depolarda kargilagilan Kesinlikle Katilmiyorum |Bir §ey Katihyorum | Kesinlikle
sorunlar Katilmiyorum Soyleyemem Katihyorum
S?gluukmh depo 'ﬁm“d‘ i 2 3 4 5
gi ¢ekilmektedir.
pali depo 1 2 3 4 5
zorluklar yaganmaktadir.
Depolardaki ellegleme araglan ‘ 2 3 . .
ve altyapis: vetersizdir.
Depo lokasyonlan erigimi,
trafik nedeniyle zor yerlerde 1 2 3 4 5
kalmaktadir.
Depo diizenlemeleri ve
lokasyonlan kamyon 1 2 3 4 5
manevralanna uygun degildir.
Depolarda yonetim ve
organizasyon sorunlar: 1 2 3 4 5
vasanmaktadir.
Depolardaki emtia kotii
koruma kosullarmdan &tiirii 1 2 3 4 5

Figure A.9. Industrial Firm Survey, Page 9.



Diger Sorunlar

Kesinlikle
Katilmiyorum

Katiimiyorum

Bir $ey
Soyleyemem

Katihyorum

Kesinlikle
Katihyorum

Kocaeli’de lojistik sektoriinde
kalifiye eleman bulma sikintist
yaganmaktadar.

1

3

5

Kocaeli’de kalifiye eleman
maaslan olmas: gerekenden
yiiksektir.

Kocaeli de bir lojistik strekli
egitim merkezi kurulmalidir.

Sizin 15aret etmek 1stediginiz
baska sorunlar var mudir?
(agiklaymiz).

18. Firmanizin 2010 yili cirosu
ne kadardir (yazarken virgiileri

aimaymn 1000 * ayracs nokta olarak
kullann 6mek 98.235)

Figure A.10. Industrial Firm Survey, Page 10.

EK-TRAFIK URETIM TESPIT FORMU

Gorismenin yapildidi tarih:

/

Arag gins ¢ikis bilgilerine ait tarih:

Arag giris cikis bilgilerine ait Gun:

][]

CICE B L]
Gars

PR S _ Fers. Cima Gmt Pz
Asagidaki Tablodaki Ara¢ Sayilarini Firmaniza Girig Saatlere Gore Doldurunuz
TOI 06:01- 10:01- 12:01- 16:01- . i
ARAC TURU 10:00 12:00 16:00 18:00 18:01-06:00
Tir
Kamyon
Kamyonet

Asagidaki Tablodaki Ara¢ Sayilarini Firmaniza Cikis Saatlere Gére Doldurunuz

ARAC TURU ?g:&?{ }g;ga' :g:ga' }g;gg)' 18:01-06:00
Tir . - - -
Kamyon
Kamyonet

Figure A.11. Industrial Firm Survey, Page 11.
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APPENDIX B: PORT SURVEY

{%} KOCAELI BELEDIYESI
ULASIM PLANLAMA MUDURLUGU

KOCAELI LOJISTIK MASTER PLANI

KOCAELI LOJISTIK ALTYAPI ALANLARI
LIMAN ISLETMELERI SORU KAGIDI

e
I’ ADI

Figure B.1. Port Survey, Page 1.
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GENEL BiLGILER

1. Goriigiilen
kigin kimligi

Ad/Unvani

Telefon Numarasi

E-mail Adresi

Faks

2.
$u sayacagim

faaliyetlerden hangileri

liman igerisinde

Evet | Hayir

Uretim

-
L8]

gergeklegtiriimektedir? | [Toptan/Perakende Satis

Ithalat - Ihracat

Kalite Kontrol, Gozetim Igleri

Depoculu

Kara

Deniz

Hava

Rayh

Boru Hatti

Tagimacihik

Kombine

Komisyonculuk

Gumrik Islemleri

RRNN|RN R IR R

[ Dagitm

Finansman ve Sigortalama Islemleri

%]

Gemi acentesi

[ | f i | e i e f i | | o | o f |

Diger (Belirtiniz...)

* :;larlr";'l"“l: Odagin Galigma Ginleri Yak mc'ogz'gu@"“ﬂ“""
g:.';'f;;,-, GUNLER (Mesai Ganleri) (Odagin Faaliyette Oldugu)
: Evet Hayir Evet Hayir
Pazartesl 1 2 1 2
Sah 1 2 1 3
Cargamba 1 2 1 3
Pergembe 1 2 1 3
Cuma 1 2 1 3
Cumartesi 1 2 1 3
Pazar 1 2 1 3
Dini Bayramlar 1 2 1 3
Resmi Bayramlar 1 2 1 2

Farkh Bir Cevap
Veriyorsa
Aciklayimz

Figure B.2. Port Survey, Page 2.
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4. Yiik araglannin limana
girig ve gikig yaptigs
kapi sayilan nedir?

EGER LIMAN BELIRLI KAPALI
SINIRLAR ICERISINDE DEGILSE
VE KENDINE OZEL KAPISI
BULUNMUYORSA ODAGA
IMI SAGLAYAN GIRIS CIKIS
ALARINI BELIRTINIZ

SADECE GOROSMENIN
YAPILDIGI ALIA N

(YER NIN) KAPI SAYILARINI
AL|N|IEE$KE

KAPINI KULLANIM TURU

SAYISI

Sadece Girige Aynlan Kapi Sayisi

Sadece Cikiga Aynlan Kapi Sayisi

Hem Girig Hem Cikis Yapilan Kapi Sayisi

T

5. Liman girig ve gikiglarinda yiik
araci siiriiciileri ile goriigme
yapilacaktir. $6z konusu

siirticiler ile yapilacak

goriigmenin sizce en uygun

zaman araligi nedir?

(24 SAAT ESASINA GORE YAZINIZ)

$ofor Anketin Yapilabilecegi
Uygun Zaman Araligi

6. Yiik araglarinmn liman

igerisinde kalma :
siirelerini kisitlayan bir HYag‘l:r Evet Var 2 Sebebi
kural var mi? Varsa —
sebebi nedirz saat liman erisinde | 1
kalabilirler
1 En ge¢ saat
veeeeeene. d@ limani 2
terk etmek
zorundalar
7. Limanda elleclenen
veya elle¢lenebilecek
yiik tiirleri Turd Kodu
Konteyner 1
Dokme Yk 2
Sivi Yk 3
Diger 4

Figure B.3. Port Survey, Page 3.
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Geniglem ve Gelecek Planlan

8. Teorik Maksimum Kapasitesi (Ton, Teu Konteyner vs)

9. Gelecege _\'ﬁneh—k vatumm planlan

10. Yaarum sonucu elde edilecek maksimum kapasite

Figure B.4. Port Survey, Page 4.



MEKANSAL BILGILER

11. Lojistik
odak
kapsami
ndaki
alanlann
kapasitel
eri ve
kullanim
oranlan
nedir?

Toplam Alan

Mevcut (M

Potansiyel (M®

Planlanan (M¥

Toplam Yapi
Alani (Donati
Harig)

Konteyner
Platformu

Konteyner
Depolama Alani

Dokme Yuk
Alam

Likit iskeleler

Normal iskeleler

Binek Arag
Otopark Alan

Yik Araci (TIR)
Park Alam

Likit Tank Alan

Sosyal Donati ve
Ortak Kullamm
Alanlan (yesil
alan, cami,
saglik tesisi, vb.)

Demiryolu Alani
(m*

Demiryolu
Uzunlugu (mt)

TOPLAM

12. EKIPMAN

EKIPMAN ADI

SAYISI

Ving (Hidrolik)

Ving (Halath)

RTC

Stacker

MAFI|

Forklift

Figure B.5. Port Survey, Page 5.
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13. galiganlaninizin
pozisyonlarina sayilarni
belirtiniz.

Personel Tiird

Personel
Sayisi
(KADROLU)

Personel
Sayisi
(TASERON)

Idari Personel

Teknik Personel

Vasifli Ig¢i
Vasifsiz Igci
Diger
Toplam
YUK AKISI
14. Li i
I ik geti
:s: :gt':r:: a?:;":a';:: Arag Sayisi Arag Sayisi
nedir? ™ HEEgIEER
GO OK O AL AMAYT VERRED) Kamyon HEEEEEEE
Kemyonet HERgpEEER
Oger@einz | [T [ ] [[ ][]
TOPLAM HEERIEER

15. Giinliik ortalama iglem
goren yiik miktan nedir?
Bu miktar son 1 yil
iginde sabit mi kalmigtir
ya da arig/dugiis
gostermekte midir?

GUNLOK RAKAMLAR
VERILEMIYORSA HAFTALIK VEYA
AYLIK ALINIZ.

...... ILE BELIRTILEN YERE ALINAN
ZAMAN ARALIGININ NE OLDUGUNU
YAZINIZ. (HAFTALIK, AYLIK, YILLIK)

Ortalama Yiik Miktan : Dj:D ton/ ....es

Ortalama Yiik Miktan :

D:I:D 20’'lik konteyner / .......
Ortalama Yiik Miktan : D:]:Ij 40'hik konteyner / .......

Evet | Hayir

Sabit

1

Giderek artmaktadir.

1

Giderek azalmaktadir.

1

Figure B.6. Port Survey, Page 6.
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16. Son 10 yilda
yiiklerin/gemilerin
gelig ve gidiglerini
bolge bazda yillik
olarak belirtebilir
misiniz?

GIDEN MALLAR
Bolge/Kita/Ulke Mal Ton, M,
Grubu TEU
{yiik tiirii)
GELEN MALLAR
Bolge/Kita/Ulke Mal Ton, M?,
Grubu TEU
{yiik tiirii)

Figure B.7. Port Survey, Page 7.
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17. Limanin Demir yolu
baglantisi var midir?

Demiryolu baglantisi var 1

Var ise, Yillik olarak Demiryolu baglantisi yok 2
demir yolundan ne kadar
yiik gelmektedir ya da

gitmektedir. Gelen Yiik

Ortalama Yiik Miktar: : D:ED ton / .......
Ortalama Yiik Miktar: : Dj:lj 20'lik konteyner / .......
Ortalama Yiik Miktar : I:‘:l:[:l 40'lik konteyner | .......

Giden Yuk

Ortalama Yiik Miktar : l:[]j:l ton / e

Ortalama Yiik Miktari : [:’:Ij] 20°lik konteyner / .......
Ortalama Yiik Miktan : | I 40'lik konteyner / .......

EKONOMIK
18. Liman gelirlerini
olugturan baglca
kalemler su
sayacaklanimdan s | B TUTAR
hangileridir? Ve > (=
Her bir kalemin
ortalama tutan Pilotaj gelir 0 |1>
ne kadardir. Romorkor gelin (R
Isgaliye Geliri 0 |1>
Gemi i¢i hizmetler 0 [1>
ISPS 0 |1>
Yikleme bedeli 0 [1=>
Indirme bedeli 0 |[1>
Lashing 0 |1>
Teminal geliri 0 |1>
Depolama geliri 0 |1>
Diger 0o [1=>
19. Liman
Igletmesinin 2010
yili cirosu nedir? ’ l I l I ’ l ’ l l l TL
20. Liman
Igletmesinin 2010
yili net kar/zaran Kar 1 I I | I I I I | I | TL
(bl'.isge
ssgttoavsy ([ |2 | TTTTTT[[] |™
nedir?

Figure B.8. Port Survey, Page 8.
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APPENDIX C: LOGISTICS COMPANY SURVEY

KOCAELi BUYUKSEHIR BELEDIYESI
LOJISTIK MASTER PLANI LOJISTIK FIRMA SORU KAGIDI

iyi Giinler, Kocaeli fli smulan iginde yer alan Sanayi ve Lojistik Hizmetlerin sorunsuz ve ¢evreyle uyumlu bir sekilde
yuratilebilmesi amaciyla Kocaeli Biyikjehir Belediyesi, Kocaeli Lojistk Ana Plam: ¢ahjmasm: baslatmijtwr. Bu
galigmanin ana amacy, daha yagamly bir kent, sirdivilebilpbix sanayilesme ve karhhiF daha yiksek bir endiisti yapismna
ulajmaktir. Bu nedenle, ¢alizmanin belirtilen hedeflerine ulaga 251, yapacagmuz firma ve aktdr gériiymeleniyle ihtiyag
dl:ydngmuzbdgﬂmmphna me'baghdu gorizmelere kanhmmiz ve bu konudaki 13birhifiniz
Kocaeli igin ¢ok omemlidir. Toplamilan brlgiler Sade analizlerde kullamlacak olup gizhi tutulacaktr.
Anketimiz yaklagik yarm saat sirecektir. $imdiden ¥ats pincok teyekkir edeniz. Irtibat igin

Kocaeli Bayiikjehir Belediyesi Ulajim Daire B nhiz1 Ula nlama Midirlaga: 0262 321 22 77 /3620

ADRES VE ORNEKLEME BILGILERI

ALL

ImMaA
ORTAGIL,
UST DUZEY YONETICI
DIGER(BelITRIZ). ......coeceeeeaeraesmnecensenes

Figure C.1. Logistics Company Survey, Page 1.



GENEL BILGILER

1. Firmanizin
Kimligi

Adi / Unvam
Telefon Numaras:
E-mail Adresi
Faks
2. Yapilan igi
detayh olarak
aynnth bir
sekilde
tanimlayiniz.
3. Bulundugumuz
mahalde ana Liman Islﬂmeciligi 1
faaliyet alanimz — — =
nedir? Gilmrik Migavirligi 2
Genel Antrepo Igletmeciligi 3
| — —
isSiRPEE'?Ea?EFE:éE E’;EK Milli Depo Isletmeciligi Y
Kargo Aktarma Merkezi 5
Biiyikk Uretici Ana Deposu Isletmeciligi 6
Konteyner Stoklama Alam 7
Biiyiik Zincir Market Ana Deposu 8
Perakende Dagstic1 Ana Deposu 9
Acgik Dékme Malzeme Deposu 10
Binek ara¢ PDI ve Stok merkezi 11
Akarvyakit Dolum Tesisi 12
Diger Likit Malzeme Depolama Alam 13
UluslararasyUlusal/Bolgesel Lojistik Firmasy 14
50 Arag Uzeri Tir Park 15
Uluslar aras1 Kara Tasimas: 16
Yurt i¢i kara tagimas1 17
Demuryolu termunali 15letmesi 18
Kara Nakliye Ambari 19
Diger (Belirtiniz) 20

Figure C.2. Logistics Company Survey, Page 2.
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4. Ana faaliyet

diginda hangi

faaliyetlerde Liman Isletmeciligi 1
bulunuyorsunuz | | Giimriik Missavirligi 2
? Genel Antrepo Isletmeciligi 3
SRS | Fago A s :
Bityiik Uretici Ana Deposu Isletmeciligi 6

Konteyner Stoklama Alam 7

Biiyitk Zincir Market Ana Deposu 8

Perakende Dagitic1 Ana Deposu 9

Agik Dokme Malzeme Deposu 10

Binek ara¢ PDI ve Stok merkezi 11

Akaryakit Dolum Tesisi 12

Diger Likit Malzeme Depolama Alam 13
UluslararasyUlusal/Bolgesel Lojistik Firmasi 14

50 Arag Uzeri Tir Parks 15

Uluslar arasi Kara Tagimast 16

Yurt ici kara tagimasi 17

Demiryolu terminali igletmesi 18

Kara Nakliye Ambar 19

Diger (Belirtiniz) 20

. Firmanmizda (bu

noktada) su an kag | | | Kigi
kigi galigmaktadir?
. Firmanizda (bu
noktada) son mali yil Kigi
igerisinde (2010 yih)
aylik ortalama kag
kigi caligmaktadir?
. Firmanin tam
kapasitede caligirken | | | Kisi
ulagabilecegi en
yiuksek istihdam
sayisi nedir?
. Firma (gube) parsel
bityikligii | | |u=
. Elleglenen yillik yiik
miktar. | | Ton
10. Sirketinizin sahip
Idug tki
:ﬂ:gll:“);e ! C1 01 H: 10 N1 19
hangileridir? 2 02 K 11 Nz 20
C3 03 K2 12 P 21
Ez 04 K3 13 P2 22
G 05 La 14 R 23
Gz 06 Lz 15 Rz 24
G3 07 M 16 Ta 25
Gy 08 M2 17 T2 26
Ha 09 M3 18 o3 27

Figure C.3. Logistics Company Survey, Page 3.
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11. Bu girket/gube
agagidaki araglardan
ve gayri-
menkullerden
hangilerine ve kag
tanesine sahiptir ya
da uzun donem
kiraliktir?

TURD

Adedi

TIR

Kamyon

Kamyonet

Treyler

Vagon

Gemi

Kapasitesi .............dwt

Agik Depolama Alani

Kapah Depo Alami

Acik Antrepo Alam

Kapah Antrepo Alami

Soguk Hava Deposu

Arag/Tir Park:

12. Asadida sayilan
hizmetlerden

hangileri girketiniz Karayolu tagimaciligi 01| |Kargo Hizmetleri 15
tarafindan Demiryolu tasimacilidi | 02| | Barkod/Etiketieme 16
verilmektedir? Denizyolu tagimaciigi | 03| |Konteynir tagimaciigi | 17
Havayolu tasimacilidi 04| |Kalite Kontrol 18
Uluslararasi Tasima 05| |Envanter/Stok yonetimi| 19
Depo isletmeciligi 06| |Cross-D  king 20
Antrepo isletmeciligi 07| |[Satinalma 21
Liman Ellecleme 08| |[ithalatihracat 22
Dagitim Merkezi 09 Gumrikleme 23
Cok noktall
toplamal/dagitim 10 Yuk Konsolidasyonu 24
Tersine Lojistik 11 Sigorta 25
Siparis isleme 12| | Diger (aciklayiniz)
Ambalajlama/Paketleme | 13 26
Proje Tasimaciligi 14
13. Kag yildir bu tesiste
galigmaktasimz? Yl
14. Tesisiniz kendinize
mi ait yoksa Kendisine Ait 1
kirallkni? Kirahk 2
Diger 3
15. Kag sene daha bu
tesis size yetecektir? Y

Figure C.4. Logistics Company Survey, Page 4.




LOJISTIK SEKTORU SORUNLARI

16. Firmanizin Lojistik Operasyonlanni olumsuz etkileyen, kentsel altyapi ve
ustyap: kaynakh eksiklik ve sorunlar nelerdir?

17. Bu sorunlarv/eksiklikleri giderebilmek icin Kocaeli Yerel Yonetim Birimlerinin Ne yapmasim
onermektesiniz? (6rmegin 151k konmasi ilave kamyon/tir parklan yapilmas: gibi)

18. Firmamazm lojistik operasyonlarm kolaylastrma ve/veva kapasitesini arttirmak iizere
oniimiizdeki orta ve uzun vadeli planlamms oldugunuz vannmlar nelerdir?

Figure C.5. Logistics Company Survey, Page 5.
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GORUSMECININ DIKKATINE ASAGIDAKI PARAGRAFI MUTLAKA OKUYUNUZ /!
19. Asagida belirtilen Kocaeli Lojistik Sektoriine yonelik potansiyel sorunlara yonelik ifadeleri sizi etkileme

derecesine gore (1 kesinlikle katlmiyorum, 2 katlmiyorum, 3 bir gey sdyleyemem, 4 katliyorum 5

kesinlikle katilyorum) 1 ile 5 arasinda degerlendiriniz.

— — —
Karayolu a Isina Kesinlikle Katiimiyorum |Bir Sey Katiliyorum | Kesinlikle
y p
yonelik sorunlar Katilmiyorum Soyleyemem Katiliyorum
Kocaeli kent igi yollan ve otoyol
baglantilanndaki trafik sikigikligi 1 2 3 4 5
yik tagimasini engelleyecek
duzeyde ¢ok fazladir.
Kocaeli'ndeki karayollan kamyon
operasyonlanini kisitlayacak 1 2 3 4 5
sekilde kotadar.
Kocaeli'nde yeterli kamyon ve
arag parki bulunmamaktadr. 1 2 3 4 5
Diger sorunlar (agiklayiniz)
1 2 3 4 5
S—— — - = —_—
esinlikle atiimiyorum |Bir ey atiliyorum esinlikle
Demiryolu Tagimaciliginda |Kesinlikl Katil Bir 3 Katl Kesinlikl
Yasanan Sorunlar Katilmiyorum Soyleyemem Katiliyorum
Demiryolu agi ve modemizasyonu
yetersizdir. 1 2 3 4 5
Demiryolu tagimaciliginda vagon 1 2 3 4 5
temini zor olmaktadir.
Demiryolu tagimaciliginda
Kocaeli'nde ciddi yonetim 1 2 3 4 5
sorunlarn bulunmaktadir.
Diger sorunlar (agiklayiniz)
1 2 3 4 5
—_—— —_—
Kocaeli Limanlannda Kesinlikle Katilmiyorum ﬁr Sey Katliyorum | Kesinlikle
Yasanan Sorunlar Katilmiyorum Soyleyemem Katiliyorum
Depolama sahalan yetersizdir. 1 2 3 4 5
Bogaltma yukieme ekipmanlan
etersizdir. 1 2 3 4 5
Y ucretlen yuksektir.
anagma Ucretleri yuksektir. 1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
Tir-Kamyon arag park sahalan 1 2 3 4 5
yetersizdir.
Gemiler yanagabilmek igin uzun
siire bekletiimektedir. ! 2 3 4 °
Kombine tagimacilik olanaklan 1 2 3 4 5
acisindan yetersizdir.
IDider sorunlar (agiklayiniz).
1 2 3 4 5

Figure C.6. Logistics Company Survey, Page 6.
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Havayolu Tagimaciligi ile  |Kesinlikie Katiimiyorum | Bir gey Katiliyorum  |Kesinlikie |
 ilgili Soruniar Katilmiyorum soyleyemem Katiliyorum
Havayolu tagimacilifma erigim 1 2 3 P .
Hava meydanlan kargo

tasimaciliFy igin yeterli filo " 2 3 4 5
kapasitesine ve donamima sahip

degildir.

Havayolu tasimaciligmda

giimriikleme sorunlar 1 2 3 4 5
‘yasanmaktadur.

Kocaeli ¢evresindeki havayolu

tasimacihigmda gereksiz 1 2 3 . s
bitrokrasi zaman ve kaynak

kaybina neden olmaktadir.

Diger sorunlar (agiklaymiz). . ) , . .
Gumriklerde Yaganilan Kesinlikle Katilmiyorum | Bir §ey Katiliyorum  |Kesinlikle
Sorunlar Katilmiyorum Soyleyemem Katiliyorum
Ginriklermdeks b i

ciddi bir egitim eksikligi 1 2 3 4 5
bulunmaktadir.

Giimriiklerindeki biirokrasi 1 ) 3 . .
olmas: gerekenden fazladr

Kocaeli giimriiklerdeki teknik

altyap: olanaklan oldukga 1 2 3 + 5
Rocach simmiklermdels

personel sayis1 vetersizdir. ! 2 3 4 5

1i gumrikler: 1 2 3 4 5

taleplerde bulunulmaktadir.

Diger sorunlar (agiklaymiz). ; , , . .
Depolarda kargilagilan Kesinlikle Katiimiyorum | Bir §ey Katihyorum  |Kesinlikle
sorunlar Katilmiyorum Soyleyemem Katiliyorum
Sogutmali depo temininde . 2 3 . .
Kapah dt':p;:.dlr bulmakta zorhiklar 1 2 s . s
Depolardaki ellegleme araglar 1 2 3 R s

ve altyapis: vetersizdir.

Depo lokasyonlan erisimi, trafik

nedeniyle zor yerlerde 1 2 3 4 5
kalmaktadur.

Depo yanagma alanlan

lokasyonlars kamyon 1 2 3 4 5
manevralarma uygun degildir.

Depolarda yonetim ve

organizasyon sorunlari 1 2 3 4 5
vasanmaktadir.

Depolardaki emtia kotii koruma

kosullanndan &tiirii zarar 1 2 3 4 5
gorebilmektedir.

Figure C.7. Logistics Company Survey, Page 7.
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ia - Bir Se: Kesinlikle
Diger Soruniar K;ﬁ:?;:‘rtm Kat/lmiyorum Séylege:'ne Katiliyorum Kau:lr:oru
Kocaeli'de lojistik sektoriinde
kalifive eleman bulma sikintisi 1 2 5
yasanmaktadir.
Kocaeli’de kalifiye eleman
maaslan olmas: gerekenden 1 2 5
Kocaeli’de bir lojistik stirekli . 2 5
egitim merkezi kurulmalidsr.
Sizin igaret etmek istediginiz
bagka sorunlar var
nudi?

1 2 5

Figure C.8. Logistics Company Survey, Page 8.

EK-TRAFIK URETIM TESPIT FORMU

Gorismenin yapildigi tarih:

/

/

Arag giris ¢ikis bilgilerine ait tarih:

/

Arag giris ¢ikis bilgilerine ait Gin:

P.

ninjnjoiojoin

Asagidaki Tablodaki Ara¢ Sayilarini Firmaniza Girig Saatlere Gore

Doldurunuz.
—_— 06:01- 10:01- 12:01- 16:01- . .
ARAG TURU 10:00 1200  |1600  |1goop  [18:01-06100
Tir
Kamyon
Kamyonet
Asagidaki Tablodaki Arag¢ Sayilarini Firmaniza Cikis Saatlere Gore
Doldurunuz.
IDI 06:01- 10:01- 12:01- 16:01- . .
ARAG TURU 10:00 1200 [1600  [1800  |18:01-06:00
Tir
Kamyon
Kamyonet

Figure C.9. Logistics Company Survey, Page 9.

145



APPENDIX D: SITE ADMINISTRATION SURVEY

KOCAELI BUYUKSEHIR BELEDIYESi
LOJISTIK MASTER PLANI ODAK YONETIMi SORU KAGIDI

Iyi Giimler, Kocaeli Ili smulan iginde ver alan Sanayi ve Lojistk Hizmetlerin sorunsuz ve gevreyle uyumlu bir sekilde
mmMmmaBmmmwu,unmmmwmm Bu
ahmmamau,dzhmhsbnhnt.sﬁd&nkhh o me ve karhhi daha yiiksek bir endiistn yapisina
"'__'_ e51, yapacagumz firma ve aktor goriymelenyle ihtivag
nz gorigmelere kabhmimz ve bu konudaki ijbirliginiz
analizlerde lmllamhcak thp gizhi tutulacaktr.
ADRES VE ORNEKLEME BILGILERI
ALRL
A2.LCE
A3, BUCAK.
A4 ROV
A5. CADOE!
ZIVARET saviaI
GOROIMECNN
DI 3OYADI KOOU
e |HE RN
N ’ LT ELT
ORURAGIDN T AMAMLANG! 1
OORDSME YARIM KALDI 2
3
4
35

Oﬂllﬁ:.lo DAK. o0N T
VE 3AATI
DENETG]
CEVAPLAYANKig| A
MUDU o0l

CEVAPLAYAN KIS ORTAGI 02
UNVANI UST DUZEY YONETICT 03

DIGER(Belirtiniz):...............cooeeeeeeeeenes

Figure D.1. Site Administration Survey, Page 1.
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1. Lojistik

odagin
kimligi

Adi/Unvani

Telefon Numarasi

E-mail Adresi
Faks
2. Odagnzin ana
faaliyet alam
nedir? Evet
Uretim 01
(TEK CEVAP VERINIZ.) [Toptan/Perakende Satig 02
Ithalat - Ihracat 03
Kalite Kontrol, Gozetim isleri 04
Depoculuk 05
Kara 06
x | Deniz 07
© [ Hava 08
g Rayl 09
& | Boru Hath 10
F | Kombine 11
Komisyonculuk 12
Gumrik Islemleri 13
Dagiti 14
Finansman ve Sigortalama Islemlen 15
Dider (Belirtiniz...) 16
3.
§u sayacagim
faaliyetlerden hangileri Evet | Hayr
odak igerisinde Uretim 1 2
gerceklegtiriimektedir? | |Toptan/Perakende Satig 1 2
Ithalat - Ihracat 1 2
Kalite Kontrol, Gozetim Isleri 1 2
Depoculuk 1 2
Kara 1 2
x | Deniz 1 2
o [ Hava 1 2
E Rayh 1 2
& | Boru Hath 1 2
F [ Kombine 1 2
Komisyonculuk 1 2
Gimriik Islemleri 1 2
Dagitim 1 2
Finansman ve Sigortalama Islemlern 1 2
Egitim-Danismanlik 1 2
Diger (Belirtiniz...

Figure D.2. Site Administration Survey, Page 2.
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4. Odagmn - —
galigma Odagin Caligma Gunleri ik mcégglguﬁllh?mm
ginlert || SUNLER (Mesai Ganleri) (Odagin Faaliyette Oldugu)
nelerdir: Evet Hayir Evet Hayir

Pazartesi 1 2 1 2
Sal 1 2 1 2
Cargamba 1 2 1 2
Pergembe 1 2 1 2
Cuma 1 2 1 2
Cumartesi 1 2 1 2
Pazar 1 2 1 2
Dini Bayramlar 1 2 1 2
Resmi Bayramlar 1 2 1 2
Farkh Bir Cevap

Veriyorsa

Agiklayiniz.

5. Odak Saat Calisan
yonetiminin
gahgma saatleri Baslangig Bitig Sayisi
nedir? —

(Faaliyette 1. Zaman Dilimi
bulundugu 2. Zaman Dilimi
zaman dilimleri) 3 Zaman Diimi
4. Zaman Dilimi
TOPLAM CALISAN SAYISI
Farkl Bir Cevap
Veriyorsa
Agiklayimiz

6. Yiik araglarinin odaga
girig ve gikig yaptigu
kapi sayilan nedir? KAPININ KULLANIM TURU SAYISI

EGER ODAK BELIRLI KAPALI
SINIRLAR ICERISINDE DEGILSE
VE KENDI ozer_ xmsn
ULASIA S SAGLA GIR
IMI YAN IK
ALARINI BELIR“M? e

SADECE GORUSMENIN

YAPILDIGI ALANIN

QMEEE;KENZ IN) KAPI SAYILARINI
I

Sadece Girige Aynlan Kapi Sayisi

Sadece Cikiga Aynlan Kapi Sayis

Hem Girig Hem Cikis Yapilan Kapi Sayis

i

Figure D.3.

Site Administration Survey, Page 3.
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MEKANSAL BiLGILER

7. (BKZSORU1.038

veya KSS

SORUNUZ. DEGIL ISE
GECINIZ SORU 13)
Lojistik odak
biinyesinde
bulunan
firmalann
sektorlere gore
dagihimi nedir?

(TOM SAYILAR SAGA
BITISIK YAZILACAKTIR)

SEKTOR

SAYISI

CALISAN
SAYISI

ALANI (m?)

Gida, icki ve titin
sanayi

Dokuma, giyim
egyasi ve deri
sanayii

Orman drdnleri ve
mobilya

Kadgit, kagit Granleri
ve basin sanayii

Kimya, petrol, kémir,
kauguk ve plastik
mamulleri sanayii

Tag ve topraga
dayali sanayi

Metal ana sanayi

Metal egya, makine
ve teghizat, ulagtirma|
araci, ilmi ve meslek
Glgme aletleri sanayii

Diger imalat sanayi

TOPLAM

8. Lojistik odak
biinyesinde
bulunan toplam
igletme (firma)
kapasitesi ve
faaliyette olan
igletme sayisi
nedir?

(TOM SAYILAR SAGA
BITISIK YAZILACAKTIR)

Toplam igletme (Firma) Kapasitesi

Faaliyette Olan igletme Sayisi

9. Lojistik odak
biinyesinde yeni
igyeri
agilabilecek
acik-kapal
toplam alan

(ISYERI BOYOKLOGO)
IACIK ALANLARI LE
BIRLIKTE]

Kayitlara Bakilarak Cevaplandinidi

01

Tahmini Olarak Cevaplandiriidi

02

Figure D.4. Site Administration Survey, Page 4.
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10. Lojistik odak

kapsamindaki
alanlann
kapasiteleri ve
kullanim oranlan
nedir?

Toplam Alan

Kapasite
Kullanim Oram
(%)

Toplam Yapi
Alani (Donati
Harig)

LI ]

Binek Arag
Otopark Alani

Yik Araci
Otopark Alani

| |
HER

Sosyal Donati ve
Ortak Kullanim
Alanlan (yegil
alan, cami,
saglik tesisi, vb.)

Diger

TOPLAM

Kayitlara Bakilarak Cevaplandinidi 01

Tahmini Olarak Cevaplandinidi 02

Figure D.5. Site Administration Survey, Page 5.
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YUK AKISI

11. Odak genelinde arag

turlerine gore giinlik T Yiiki Getiren Yiiki Gotiiren
ortalama yiik getiren uru
ve yiik gotiiren arag Arag Sayisi Arag Sayisi
sayisi nedir? TIR I I I I | I I I
(BOTON BIR YILI DOSONEREK
GUNLOK ORTALAMAY] VERINIZ) Kamyon I | | l | I | l
K t
amyone! HEEpIEER
Diger (Belirtiniz) l I I l | I ] l
TOPLAM
HENpIEER
Kayitlara Bakilarak Cevaplandinidi 01
Tahmini Olarak Cevaplandinidi 02
12. Odaga girig gikig
yapan yiik araci Aylar ENDEKS |Aylar ENDEKS
sayilannin aylara gore
yogunluk siralamasini | |Ocak ITemmuz
yapiniz.
Subat |Agustos
(IGINDE BULUNDUSUMUZ AYI
100 OLARAK BELIRLEYIN DIGER | |Mart Eyiil
AYLARI BU AYA GORE
ORANLAYIN) Nisan Ekim
Mayis Kasim
Haziran |Aralik
13. viik araglarinin girig _ _
gikiglannin oldugu Arag Girig Cikig Saatleri
saatler nelerdir?
(24 SAAT ESASINA GORE
YAZINIZ)
14, Yiik araglarinin odak
igerisinde kalma
siirelerini kisitlayan bir "?:l:r Evet Var 2 Sebebi
kural var mi? Varsa En
sebebinedir? saat odak igerisinde | 1
kalabilirler
1 En geg saat
veennn... da odad 2
terk etmek
Zorundalar

Figure D.6. Site Administration Survey, Page 6.
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APPENDIX E: INCOMING DRIVER SURVEY

% KOCAELI BUYUKSEHIR BELEDIYESI
LOJISTIK ODAK NOKTALARI Gimﬁi YUK ARACI $0F6R ANKETI

ODAK, TESIS ya da KURUM ADI :

ODAK, TESIS ya da KURUM TURU:

iLCE ADI :

MAHALLE/ZON ADI:

TOPLAM KAPI SAYISI:

CALISMA YAPILAN KAPI ADI/NO

GORUSMECI ADLARI VE KODLARI

Calisma Yapilacak Arac Turleri ve Kullamm Ozellikleri

Arac Turleri

Govde Tipleri

Kamyonet

Panelvan

Di.'u};atak

~
k1

Kapah Kasa

Kamyon

Konteyner

Cekici (Bos)

Sogutucu

Cekici (Tek
Dorse)

Cekici (Cift
Dorse)

Figure E.1. Incoming Driver Survey, Page 1.
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Figure E.2. Incoming Driver Survey, Page 2.
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APPENDIX F: OUTGOING DRIVER SURVEY

KOCAELI BUYUKSEHIR BELEDIYESI
LOJISTIK ODAK NOKTALARI GIKISI YUK ARACI SOFOR ANKETI

ODAK, TESIS ya da KURUM ADI :

ODAK, TESIS ya da KURUM TURU:

ILCE ADI :

.-

(1]

MAHALLE/ZON ADI: m
L]

L]

LT

TOPLAM KAPI SAYISI:

CALISMA YAPILAN KAPIADI/NO

GORUSMECI ADLARI VE KODLARI

-
Calhisma Yapilacak Arac Turleri ve Kullamm Ozellikleri

Arag Tiirleri Géovde Tipleri

Kamyonet Diizyiatak Kapah Kasa

=

Panelvan

Konteyner

Kamyon

Sogutucu Orman Uriinleri

Cekici (Bos)

Cekici (Tek
Dorse)

Cekici (Cift

Dorse)

Figure F.1. Outgoing Driver Survey, Page 1.
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Figure F.2. Outgoing Driver Survey, Page 2.
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