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COMPUTER AIDED PRODUCTION PLANNING AND CONTROL SYSTEM FOR A

MEDIUM SIZED PHARMACEUTICAL COMPANY

ABSTRACT

Practitioners are very well aware of the probiem
they are facing in the production planning area.. Nowadays ,
there are extensive information processing equipments and
powerful computers‘. The state of art in the information
processing technology enables the practitioners to apply
O.R; concepts in their planning activities

This study proposes a model fof;production planning
and control operations of a medium sized pharmaceutical
company . The aim 1is to minimize +the total cost of
production and holding inventory . When a resource
requirement is different than its normal available time ,
then an extra cost 1is also 1ncurréd . Items are independent
and have externa] demands to be met . The opening inventory
level for each product has an upper bound . The algorithm ,
at. first s disregards capacity requirements of the
production and generatés an initial solution . Then imposing
capacity requirements , the initial solution is smoothed by
applying a concept" called Next Best Path to generate a

better plan .‘
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An experiment 1is also designed to test the
performance of the heuristic . The results reveal that the
algorithm generates reasonable plans in véry short period of

time .




V4

ORTA BUYUKLUKTEKi BIR ILAQ FABRIKASI ICIN BILGISAYAR

\
DESTEKLI URETIM PLANLAMASI VE KONTROL SISTEMI

5zZET

GUnUmUzde, Uretim planlamasi sahasinda uygulamaciiar
karsilastiklar:  problemierin farkindalar . Biigisayar
teknolojisinin geldigi \dﬁzéy sonucu , gUunimizin gu¢ll ve
cesitli bilgi iletisim araqjar1 Yoneylem Arastirmasi
metodlarinin uretim‘piéniamas1 ¢alismalarinda daha verimli
sekilde kullanilimasina imkan tan1maktad1rA.

Yapilan bu g¢alisma orta buyak10ktek1 bir ilag¢
fabrikasinda Urefim planlamas1 ve kontroll i¢in bir model
dngbrmektedir . AmacVUretim ve envanter tasima maliyetinin
kapasite artirim maliyeti 1ile birlikte enazianmasidir
Birbirinden ba§1ms1z tUrinlerin sadece karsilanmalari gereken
piyasa talepleri vardir . Her drunin aylik agilis envantéri
bir ust 1limite sahiptir .; A1gor1tma ,. 11k ©6nce siga
géreksin1m1er1ni gdz ardi  ederek baslangi¢ ¢izelgesini
olusturur . Daha sonra olusturulan cizelge si13a gereksinimi
acisindan daha dusik mé]iyete sahip yeni bir ¢izelge haline

getirilmek Gzere Sonraki En 1Iyi Yol adir verilen bir metod

ile yeniden diizenlenir
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Olusturulan bulgusal metodun performansini &lcmek
i¢gin bir deney duzenlenmistir . Olusturulan deneyin sonucu
algoritma’nin gercek veriler ile cok bk1sa slirede kabul

edilebilir ¢izelgeler Urettigini géstermistir
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I. INTRODUCTION

1.1. Problem Definition

This study proposes an 1ntegrated computer package
fof a medium sized pharmaceutical company .to plan and
control her production activit%es

The Company produces almost 100 different produbts
Demand for each product is determined by the Marketing

Department at the beginning of each period and demand must

\

be satisfied 1in. the period it occurs . Backorders are not
aliowed . Each product has a fixed set-up cost and a unit
depenﬁent variable cost . The variable cost has two
compohnents

One is stationary in tims and the other non-stationary .

Therefore the yariable unit production cost can be stated

mathematically as fof]ows

Ci(t) = T4 + i4¢

Where
Ci(t):variab1e unit cost of producing product i in period t

1 :stationary part of variable unit cost of product i

;
It is the sum of local material and labour consumption

-costs . .-



ij¢ @ non-stationary part of variable unit cost of product
i . It is the cost bf imported materials which depends
on the periodical exchange rate
Each unit he1d at the beginning of each period
incurs a certain percentage of its unit production cost as
an inventory holding cost . When a lot is produced it

consumes a constant set-up time and each unit produced

requires a certain production time . The set-up time and
set-up cost are not sequence dependent . If a product is
scheduled for two successive periods , one set-up may be

eliminated by scheduling that product- last . in the fTfirst
period and first in the succeeding period . This possibility
is ignored in this thesis , since it can rarely be realized.

A product can only be prbducedrin integer multiple
amounts of its standard 10tv size . These Tot sizes are
determined during the formula generation of product to yield
an optimum result confirming required specifications

The available normal time for resources s
restricted by the number of working days availab]e during
each period .‘In each period , if a resource is used more
.thanvits capacity (available normal time) then an overtime
cost is incurred . On the contrary , if a resource is used

less than its capacity ., then an undertime cost is realized.



The inventory level for eéch product 'is also
restricted. That 1is , at the beginning of a period a
product can not have an ihventory 1eve1vgreater than the
total sales forecast of a certain number of months’ sales .

The objective of the company is to minimize the
combined set-up , production , inventory holding , undertime
and overtime costs subject to demand and cépacity
constraints.

The company manages all these problems in a semi-
automated manner using both its main frame and PCs . Each
month when forecast figures are defermﬁned , they are
transferred to a Lotus worksheet and for each product a
production schedule 1is prepared by considering its
inventory constraint . At that stage.; no attention can be
paid to the change of the unit production cost during each
period . Then these planned production figures are
transferred to different worksheets to see their impact on
the inventory level and the capacity requirement . After
that , modifications are done on the planning worksheet and
the effect of it on other worksheets are checked. This
.1terat1ve procedure continues until a satisfactory

production plan is generated,.



With the concept ‘introduced in this thesié , the
Company will be able to generate her production plan
automatjca11y Ty measure some performance criteria
instantaneously , and do sensitivity analysis on production
plan very easily . In short this thesis will bring an

integration to her production planning system .

1.2. Literature Survey

There are many works 1in the production planning and
~scheduling area . In this section , we review some of the
relevant previous work

In the single stage , single item lot sizing area
Wagher and Whitin [1958] present a sh6rtest path solution
for the single-stage uncapacitated 1ot sizing problems .
Other heuristic algorithms are developed by the
practitioners . Florian and Klein [1971] tackle the problem
with constant capacity . They present an efficient dynamic
programming algorithm using the‘ characterization of thé
extreme point schedules . Lambrecht and Vander Eeckén [1978]
consider the varidb]e capacity problem , and they develop an
algorithm by fixing the number of periods with zero
production . A1gor1thhs which solve Capacitated Lot Sizing

Problems without set-up time 1in a single pass ,



forward through time , are presented by Eisenhut [1975] ,
Lambrecht and Vanderveken [1979] , Dixon and Silver [1981] ,

Dogramaci ,Panayiotopoulos , and Adam [1981] ,and Maes and

Van Wassenhove [1986] . Thizy and Van Wassenhove [1985]

Dogramaci , Panayiotopoulos , and Adam [1981] present more

elaborate algorithms which require .more computational
efforts . |

In the single-stage lot sizing with shared capacity
area Manne [1958] provides a representation of the
individual schedules as columns of a linear program . Lasdon
and Terjung [1871] improve this approach by emp1oying 1afge
scale optimization techniques . Their formulations consists
of continuous approximations of zero-one 1ntéger structures
and a largely integer solution 15 assured only when the
number of products greatly exceeds the number of resource-
periods . Newson [1975] develops a heuristic which at first
decomposes the problem into separate uncapacitated single-
item problems and uses a éeries of shortest path network
prob]emé for each product . He Uses a systematic approach
to change infeasible production plans on the ‘basis of
‘marginal analysis until the capacity constraints are

satisffed . Kleindorfer and Newson [1975] find lower bounds



using generalized‘dua11ty theory with Tlinear programming.
Trigeiro , Thomas , and MELain [1989] focus on the effect of
set—-up time on lot sizing . They work on sing]e—machine 1o£
sizing problems with nonstationary costs, demands ,and set-
up times . They decompose the problem 1into a set of
uncapacitated singlie product lot sizing problems by using
the Lagrangean re1axétion of capacity constraints . The
Lagrangean dual costs are updated by  subgradient
optimization , and the single item problems are solved by
dynamic programming

The hierarchical approach to production planning is
becoming increasingly popular among the researchers . 1In
this approach , the production' p]anning ;and schedU11ng
problem is partitioned into a hierarchykof subproblems and a
coordination between hierarchies fs accomplished .
Graves [1982] employs dua]ity and relaxation pfincip]es to
incorporate feedback between the aggregate planning model ,
which determines the agg}egate capacity and inventory
levels , and the detailed schedu]fng model that determines
lot sizes . Bitran , Haas ; and Hax [1981] show that the
‘hierarchical approach gives near optimal solutions in some

cases .



In the multi-stage lot sizing area Love [1972] shows
that in the serial produétion systems , the optimal solution
must have the nested property , if the costs are
nonincreasing in the time . That is , if there is no demand
(external and dependent ) , there should be no production in
that period . Using this property , he . presented a dynamic
programming so1ution

In the hieararchical multi-stage production planning
area Billington et al. [1983] propose the method of product
structure compression 1in order to'reduce the problem size
and partially aggregate the many items that are Tinked .
Gabbay [19791] devises an aggregation/disaggregation
procedure for serial productidn 11nes in which items have to
pass through the same set of capacitatéd resources . Bitran
et al. [1982] analyze a two—staée production system using
hierarchical planning concept .

This study presents a heuristic smoothing approach
that uses the shortest .path concept of mathematical
programming . In this sense ,v it is a hybrid of the

approaches of the works of Newson [1975] , and Trigeiro ,

Thomas , and McLain [1989] .



IT. COMPUTER AIDED PRODUCTION PLANNING
AND CONTROL SYSTEM FOR A MEDIUM

SIZED PHARMACEUTICAL COMPANY

2.1. A Heuristic Approach to a Multi-Item Multi-Resource

Single Stage Production Schedu11ng«Prob1em

2.1.1. Formulation and Notation

In this section the Production Scheduling probliem of
the fheeis is formulated , and the basic assumptions of our
approach are stated . ’

The production activity of the Company has a dynamic
structure represented by a finite number of time periods ,
t=1,2}....,T |

The production facility produces N distinct outputs,
d=1,2,....,N . A1l of these 1items are finished goods with
externa1 demands only . - Thus we consider problem of
scheduling N distinct products over a time span of T periods
with given demand levels to be filled during the period they
occur

At time period t , Xjy units of product i are
.pfoduced . The amount produced can only be an integer

multiple of standard 1ot size Li . Together with the



starting inventory at the beginning‘of period t , namely
Iit—i y Xj¢ s distribuﬁed among the ending inventory I;i
and the external demand dj¢ |

It 1is assumed that Iijop = Ijy = 0 for all
i=1,2,...,N . This assumption is included in the model for
the ease of computations . In real 1ife it is impossible to
have zero cpen{ng inventory 1in the first period for ali
products . In such cases the opening 1nventory figure 1is
subtracted from demand data beginning from period one and
modified demand figures are used 1nvfurther calculations. In
the 1last period it is wise to produce , if there is a
production scheduled , only the demand of that period ,
since we do not have the data for the coming periods
Anotﬁer assumption is that demand daﬁ% are deterministic .
At the beginning of each period ; the Marketing Department .
determines the sales forecast figure for each product and
these figures constitute a target .for the Company to be
échieved . These Tigures .can not be changed during the
period . At the end of period these figures are compared
against actualized values and corrective actions are taken .
.A11 planning ; financing and other activities during that

period are pursued by considering forecasts given at the
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beginning of the period‘.Thus , it is reasonable tb assume
demand data to be deterministic

There is a fixed set-up cost incurred wheh a
resource is changed over to a different product . The set-up
costs are 1ndependen£ of subsequent levels of production and
of the prior production configuration of the facility . Also
a loss 1in productive time is dincurred during product
changeover. Set-ups are represented by binary variables S5¢

where

1 if X, >0
— it

- 0 Otherwise

The variable unit production cost has two chpdnents
and changes through time . The statioﬁéry part is composed
of the local material and the 1labour overhead cost . The
imported material cost changes through time with respect to
the exchange rate and represents the non-stationary part of
the variable unit production cost . Thus the variable unit

production cost may be stated formally as follows ,

(1)

C'i(t) = 11 + 111——%



where f(t) represents exchange rate conversion faétor for
period t . The unit proddction cost also has a constant term
S; whiqh is “incurred oncer when a 1ot is scheduled for
production

The set-up and production of one unit of product i
requires sjk and bik units of resource k‘respéctive1y . Each
resource k has a capacity ( normal time ) , Rkt” during
period t . At time period t , using resource k less than its
capacity Riy incurs an undertime cost with hourly rate u
which 1is constant in time. Moreovér if a resource is
demanded more than its capacity then an overtime cost is
actualized with an hourly rate of o which 1is constant 1in
time

Per unit cost of keeping stockxof product i at the

end of time period t is denoted by hit . It is assumed that

11

the holding cost of one unit of product i is a certain

percentage of its unit production cost in that period .

At time period t , product i has a predetermined
inventory upper bound , n;y , expressed as the number of
weeks of sales of that product . So we can not hold more

than a Tew weeks’ sales on hand



Formally the production scheduling problem can be

stated as follows

(RP1)
. N I f(1)
Min §1 t21[S : O 5 t+(] +111 f(t))X1t h1tI t] +
u § E Max {P 0} + § E M P 0} (1)
31 51 gt 0k * 0.2, 2 Max{-Pj¢,
s.t.
I. + X34+ — I; = d; i=1,2,...,N (2)
it-1 it it it 14 !
t=1,2’- -,T
R't —.z [Sj'ajt + bi'X't] = P't j=1y2,- 7K (3)
JE o demy I W' ez, 0T
0 = Iit < nit 1:1,2,. ,N' (4)
t=0,1, , T
Xiy € {0,L4,2L4,3L5.....} i=1,2,...,N (5)
! L 21,2, .0.,T
1. if X. >0
— it L
5ip= < ) i=1,2,...,N  (6)
— 0 Otherwise t=1,2, T



By linearizing overtime and undertime cost terms in

the objective function of.(P1) one can have the following

equivalent problem (P2)

(B2)
. N f(1)
Min §1 12 1[S ;8 (T13+15 f(t))x t+h1t11t]
K T K- I
u.z 2 U + z <
351 t21°0t 7 5% 2493t
s.t.
Lit-1 * Xt = Lig = dit i=1,2,
t=1,2,
Riw =.2 [85:8:+ + bisXse]l = Pj Jj=1,2
t -2i371t ijghit t 15
J 1GMJ J J J t=1,2,
Usp 2 Pix  §=1,2
t t 145
- o J t=1,2,
Ujp 2 0 j=1,2,
t=1,2,
O+ 2 -Py j=1,2
t ) t y ]
J It %=1, 2,
OJt 20 j=1 2,
t=1,2,
0 = I'it < it 'i=1,2
t£=0,1
Xit € £0,L4,2L4,3L ... }oooi=t,2,
it 1 ‘ t=1.2,
1 if X. >0
— it
S, it= < =

0 Otherwise

. -
- -

oy —“x A=z

- .
- -

4z H4Z HARXxK AR ~-xX 4HX

-2

(7)

(8)

(9)
(10)
(11)
(12)
(13)
(14)

(15)

(16)

The objective of the problem (P2) is to minimize the

total production and holding cost of alil

products

and



undertime and overtime cost of all available resources

Constraint set (8) represents the flow balance

equation for each product i in each peribd t . As we are
concerned with single-stage systems , there s no
interrelation between products . Equation set (8) ensures

that the external demand of product. i and its ending
inventory during period t 1is only supplied by the 1incoming
inventory from ©previous period and current period’s
production .

Constraint set (9) represents the time varying
unused capacity in each period for every resource . Products

compete for the set-up and production capacity of the

resources . The system has three types of resources
Manufacturing resources , packagiﬁé resources , 1abour
resource (workers) . Therefore tﬁe model has more than one
resource

Constraint sets (10) and (11) are added to the model
to linearize the undertime terms in the objective function
of (P1) . Letting

g UJ-t = Max{R_jt "_iéMrtS-ija-it + b]JX1t] , 0}
~ J

l1inearizes the undertime terms 1in the objective function .

However this transformation brings 1in two additional

14



constraint sets because of the fact that if an entity is
equal to the maximum of t@o terms then the entity 1is greater
than or equal to each of these two terms . Therefere
constraint sets (10) and (11) must be added to the
formulation

The logic behind constraint set (12) end (13) is the
same as 1in the eonstfaint set (10) and (11) . HoWevef they
represent overtime level of resource j during period t

Constraint set (14) represents the inventory upper
bound of product i in period t . For each product and in
each period , there is an inventory level l1imitation called
- the number of weeks. It states that the inventory level of
product i in period t can not exceed a predetermined number
of weeks of sales of that product . :

Constraint set (15) denetes that the production
amount of each product can only be an integer multiple of
its standard Tot size . These standard lot size figures are
determined during the,formuia generation of each product to
give the optimum yield and to fuif111 certain chemica] and
physical requirements of the product .

Constraint set (16) 1is a binary variable set and
represents the set-up operation of product i in period t
In period t , if proddct i has a production scheduled , than
the respective binary variable takes value of one
Otherwise it 1s,asngned the value zero .

Table 1 summarizes the notation used in this thesis.

15
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Table 1. Summary of the Basic Notation

Hours of resource J needed per unit output of product i
Capacity demanded for resource j during’period t
External demand forbprbduct i ering period t

US $ equivalent of one TL

Holding cost rate of keeping one unit of inventory of
product i in period t for one unit of time

Number of product i in inventory at the end of period t

Imported material cost of producing one unit of product
i.in period t

Number of resources

Local material ahd Tabour cost of producing one unit of
product i

A set containing products processed by resource'j
Number of products :

Inventory upper bound of product i during period t
Hours‘of oveftime utilization of resource j in time t
Hourly overtime rate

Level Qf unused capacgity Qf resource j du}ing period t
Available normal time of resource J during period t
Cost of a'set—up operation of product i (fixed cost)

Hours of résource j needed for a set-up operation of
product i

. Number of periods in the planning horizop

Hours of undertime utilization of resource j in time t
Hourly undertime rate
Number of product i produced in time period t

Binary set-up variable for product i in period t \
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2.1.2. A Fundamental Insight to the brob]em

'The problem (P2) can be broken 1into two sub-
problems, and a feasible solution- to (P2) subject to
constraints (8)-(16) can be generated in stages

Relaxing the <capacity related constraints and
capacity utilization cost terms ;, one has a reduced
minimization problem having only inventory balance
constraint which can be expressedvas follow

(B3)

M3 § ; . f(1)
L2y (24 084%et ity X e thig e ]

s.t. (8),(14),(15),(16)

Applying the Wagner-Whitin conditions (I;£X4£=0) for
each pr?duct one Cah optimize the objective function} of
(P3). The Optimum solution ,X*, for (P3) sets a lower bound
for the main problem (P2). |

Then defining the aggregate capacity required by the

produétion plan during period t for resource j as Cjt

- X RVE 3
Cjt‘1§M§31j5 it T PigX it



One can state the second problem as fé]]ows :

(RP4)
. K T K T '
Min u. 2 S Use + .
' 351 3109t F 052, (2,05t (18)
s.t.
I[85 4¢ + bjiXFigl = Cip  3=1,2 K (19)
LS{39 it i it t JTF125...,
TEM; J J t=1,2,...,T
Rijt = Ci¢ < Usy  J=1,2,...,K (20)
J ' J J t=1’,2,--~,T
Ujp 2 0 j=1,2,...,K (21)
£=1,2,...,T
Cijt — Rst € Osx  J=1,2,...,K (22)
J J IV k=T
Ojt 2 O j=1,2,...,K (23)
t=1,2,...,T

Because of the fact that nwe ighored resource
capacities the solution of (P3)'const1tutes a Tlower bound
for the main problem . We assumed that resources had
infinite capacity . With (P4) we -again restrict resource
capacities . Therefore we éhou1d either shift production or
do nothing if the capacity required by the solution of (P3)
is within the capacity bounds . If we have to shift
production our new cost should not exceed the value that
would have been 1ncurred if we had applied the solution of

(P3) including capacity cost . That is our upper bound for

18
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main problem is the cost of (P3) increased by the necessary

capacity cost

Formally , z* ythe cost of (P1) lies in the interval
Z¥ (X% ) 52X < 2R X% )+ ZFx,0%) (24)
where
2*1(l* ) is the sp]ution of (P3) and .
2*2(x*,g*) is ﬁhe cabacity cost of app]ying pTanvx* thch
is the solution of (P3) and requires Q* units of capacity
Therefore the challenge in the solution procedure is
to generate successive plans , x* , SO0 that the upper bound
approaches to the lower bound as much as possible
There are three considerations :
(a)Selection of an initial. solution from | which
improvements may be easily obtained
(b)Successive generations of' plans so that at each
iteration the upper bound decreases .
(c)Criteria for terminating the heuristic procedure.
The 1initial so1ut16n (with no capacity constraints)
may be obtained by solving a shortest route pfob1em for each

product . The following structure represents the production

scheduling of one product .

Figure 1. Shortest Route Representation of a Plan
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Each node defines a time périod and an arc ciJ
represénts the cost of pfoducing at the very end of periqd i
the demands for period i+1 to j inclusive and the cost of
holding the respective amount of inventories until it is
depleted . In this network there are T(T+1)/2 arcs . Each

arc represents a cell in the recursion matrix of figure 2 .

J

1 2 3 . . . T
o |c01]c02].03 0T
1 cl|c12ic13 AT
2 c221.23| 24 2T
3 c33| 3435 3T

i
T_1 ' CT_1’T

Figure 2. Recursion Matrix of a Plan

For a T-period problem there are 2(T-1) different
'ﬁaths through' the network . However by incorporating
inventory constraints of (P1) 1hto the network we can reduce
tﬁe number of paths , thusAdecreasing processing time of

heuristic
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For product i in period t , our productioﬁ figure
‘can not exceed the value for which the opening inventory
constraint in the succeeding period holds . The maximum
amount that we can produce is realized if we enter the
period t with zero 1ﬁventory and after supplying the demand
for period t we leave with an inventory level equal to the
inventory 1imit for period t+1
That is ,
Xjg(max) =Ijgeq(max) + djg , (25)
However
Ijg+1(max) =Iﬁ§(g?t+1) + frac(ng )¥d ¢4 q
FERRI it+1 it+int(njgpqtt)
Where Int(n1t+1) is the 1integer part of Njt+1 while
frac(nji4q ) shows the fractional par£ of Njg4q

Therefore equation (25) can be rewritten as
Int(Njg41) _
Xjgmax) =% digej + fraclnieey M dicrint(nggyq+1) (29)
calculating X;¢(max) usjng equation (26) for product
i in every period t reduces 1its recursion matrix
cbnsiderably.-‘_
.Xit(max) determineé the }max1mum number of period whose

demand can be prdduced during period t . For example if it
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comes out to be such that we can produce at most J beriod’s
demand at the end of period t then eVery ctl where j< 1T
would have a cost of infinity preventing these nodes from
further consideration . And these nodes will be disregarded
during shortest path»ca1cu1at10n , causing processing time
to decrease .

After determining a shortest route .solution for
every product , resource requirements for each resource
during all periods can be calculated . If shortest route
solution demands more than avaiTab1e capacity then we would
try to smooth the capacity . At this stage , we should give
a definition for the Next Best Path (NBP) concept . NBP is a
path which relieves some infeasibility at the least cost by
preventing production of a product\nat the period whose
infeasibility is aimed to be removed

Suppose that in period T ,some production results

are infeasible then all cells in recursion matrix satisfying

i1 | i 5 o1 (21
and
K, k> T - (28)
| are assigned. the value infinity . Therefore these nodes

will not enter the new plan that NBP will generate
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The effect of NBP to the objective can be calculated

as follows
2=z hew _ ,old (29)

where cost terms include both production and capacity
utilization costs

To remove the infeasibility of a resource NBP’s for
all products prbcessed by that resource are generaﬁed and
the new plan of the resource with the best performance
criteria (one which decreases the upper bound mostly) is
replaced by 1its NBP |

The iterations stop when no more infeasibilities can
be removed (announcing overtime/undertime at these points)
or 1improvement in objective function 1is not considerable
after a certain number of iterations ;

The algorithm can be summarized as follows
| 1. Find an initial so1ﬁt10n applying W-W dynamic programs
for each product
2. Compute the resource ufi11;ations in each period for
every resource based on the schedules from step 1 .
3. Produce a modified plan applying NBP concept
4. Apply performancé criterion
5. If any infeasibility remained then move to next

1nfeaéibi1ity and go .to step 3 . Otherwise stop.



2.1.3. The A]gorithm

In this section , a heuristic~a1gorithm to fihd a
reasonably good solution to (P1). is presented }. . The
heuristic generates én initial solution by disregarding the
capacity constraints and confirming XijtIijg=0 for every
period and every product . Then capacity requirement of the
initial solution is calculated and infeasible resource-
periods are determined . Beginning from the first period ,
an infeasible resource 1is tried to be smoothed by using the
NBP concept at each iteration . If an improvement in the
upper bound is achieved then the plan 1is revised by NBP and
capacity requirements are modified according to new plan
If no more infeasibilities can be reﬁoved in a period then
the heuristic proceeds to the next period . When an
1nfeasib111ty is removed then the algorithm returns to first
infeasible period , to check all the infeasibilities with
negative results handled apriori to see if an improvement
could be done with the new capécity requirements .When all
infeasibilities are handled , if there are stilil some
infeasible résource—periods then the algorithm announces

overtime/undertime in those periods .
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The main body of the a1gor1thm‘can be summafized as
follows :
Step 0 : USing the demand and cost sﬁructure for each
product generate an jn1t1a1 schedule (apply W-W cohditions)
by using sub-algorithm INITIAL SOLUTION .
Step 1 : Calculate the capacity requirement of initial
solution generated 1in Step 0 using sub-algorithm QAEAQLII
CHECK .If there are some infeasibilities for any one of the
resources then Goto Step 2 . Otherwise STOP ,current
solution is a good solution
Step 2 : Set t=1;
Step 3 : Find most 1nfeasib1e resource ,r, during period t
by searching percent utilization of resources . If e11 of
resources during period t are feasib]enthen Goto Step 8 .
Otherwise Goto Step 4 .
Step 4 : Among all products using resource r find the one
with least cost increase using sub-algorithm NEXT BEST PATH
by preventing prqduction dUring Vperiod t . If there is a
product which decreases the upper beund call this product as
product p and_Goto Step 5 . Otherw{se Goto Step 7
'§$££L*§ : Rep1ace producﬁion plan of product p with its
current plan generated by Next Best Path . Add the change in
cost to the Tote1 Cost which is calculated during NBP

generation .

# ROGATIRE finlucacireol wiiviloyARES! |

.




Step 6 : Modify capacity requirements of all resources
processing product p usiﬁg sub-algorithm MODIFY CAPACITY .
Step 7 : Apply stopping criterion
i) if all infeasibilities are removed
i ) if cost improvement is not a noticeable
percentage of the already attained cost .

then STOP , curfent sbhedu]e is a good one . Otherwise Goto
Step 2 .
Step. 8 : If t=T (all periods are considered) then STOP
Infeasibilities are removed as much as possible . A1l
remaining infeasibilities will incur undertime/overtime
cost . Otherwise Set t=t+1 and Goto Step 3

vThe main algorithm uses different subalgorithms . A

description for each one is in order .

Step 0 : Set k = 1 and TotalCost = 0 .
Step 1 : Deduct the initiaf inventory of product k from its
demand structure until it is dee1eted . Therefore we would
have the initial condition of I, g5 = 0
Step._2 : For product k construct the recursion matrix by

calculating the number of .periods whose demand can be
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produced at once without violating the 1nventofy Timit
constraint for eéch peridd using the formula (30)

Int(Nig+
Xg(max) =2 dxgej + Fraclnggey Y*diesint(ng g, +1) (30)
Step.3 : Assign cosﬁ of 1nf1n1ty to all cells , ctJ , in
recursion matrix for which the following inequality holds .

3 .

rzodkt_,_r > th(max) - (31)
(In the computer program , cost of infinity can be
represented by a boolean variable set to false ) . With .this
assignment we guarantee being within the inventory Tlimits .
Step 4 : For each cell in the recursion matrix calculate the
cost of production and cost of holding inventory for product
k using formula (32) |

| . i (1)
. COSt(CtJ) = Skékt +r§t[(1k+1k1

) dirl + 3 Birlye  (32)

= f(t)
Step 5 : Generate all possible paths of the recursion
matrix . During bath generation , save the cheapest path

which will show the shortest route (cheapest production
plan) for prodqct k at the end of the procedure . |

"A path can bé generated very easily by using a recursive
function in computer programming .

Step 6 : Set Total Cost = Total Cost + Cost of Product Kk
Step 7 : If all prodﬁcts are scheduled then RETURN to the

main algorithm . Otherwise , set k = k+1 and Goto Step 1 .
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Sub_Algorithm : CAPACITY CHECK
Step Q : Set jJ .
Step 1 : Set t =1 .

Step 2 : Set Cjt = 0 .

1 -

Step 3 : For all products of resource j , calculate the
resource consumption during period t using formula (33)

Cjt = Cjt + Skj5kt + bijkt k.G MJ" (33)
Step 4 : if t = T then Goto Step 5 . Otherwise , set t = t+1
and Goto Step 2

K (number of resources) then Goto Step 6

Step 5 : if J
Otherwise , set j = j+1 and Goto Step 1
Step 6 : Set j
Step 7 : Set t
Step .8 : If Cjt > Rjg add the\overtime cost to the

1

1

total cost .
Total Cost = Total Cost + (Cjy - Rjg)*o
Otherwise , add the undertime cost to the total cost
Total Cost = Total Cost f (Rjt - Cjt)*u
step 9 : If t = T Goto Step 10 . Otherwise , set t = t+1 and
Goto Step 8 .
-§L§g 10 : If j = K then RETURN to the main algorithm .

Otherwise , set j = j+1 and Goto Step 7
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Sub Algorithm : NEXT BEST PATH

§Lég_g : Get 1nfeasib1e'resour¢e r and infeasible period t
from the main algorithm .

Step 1 : Let S = { s | s e M. } (set of the products using
resource r ) . Set CostTest = Infinity

Step 2 : Set k = first product in set S .

Step 3 : Set Cost =0 .

§;gg;& : Generate recursion matrix for product k as in the
Step 2 and Step 3 of Sub algorithm INITIAL SOLUTION
Furthermore , assign infinity to all cells in the recursion
matrix satisfyiné inequalities (34) and (35) to prevent the

production during infeasible period t .
| cit-1

, 1 2 t-1 (34)
and |
., 1t - (35)
Step. . 5 : Calculate the cost of production and holding

inventory for each cell in the new recursion matrix same as
in the Step 4 of Sub algorithm INITIAL SOLUTION .

Step 6 : Generate a new productfon plan for the product k
using new recursion matfix as in the Step 5 of Sub algorithm

" INITIAL SOLUTION



Step .7 : Find the effect of NBP for product k to the
production and 1nventory.ho1d1ng cost .
Cost = Cost - Cost NBP + Cost of Current Plan

Step 8 : Add the change in resource utilization cost of all
resources whichvprocess product k
In resource utilization six different situation can occur .
Each of them will be analyzed separately

Case 1 ) Currently , the resource 1is being under-
utilized , and the new solution decreases the degree of

under-utilization but it is still less than the capacity

I
=== Cj(NBP)

CJt(Cur‘)

Current solution NBP so]ution

Then there is a decrease in undertime utilization cost of

resource Jj

Cost = Cost + u * [ Cjy(Cur) - C;4(NBP) ]
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Case 2 ) Currently , the resource 1is being under-
utilized , and the new solution increases the degree of

under-utilization but it is still less than the capacity

C;¢lcur)

Cjt(NBP)

Current solution NBP solution

Then there is an increase in undertime utilization cost of
resource Jj
Cost = Cost + u % [ Cjt(Cur) - Cjt(NBP) ]
Case 3 ) Currently , the resource is being under-
utilized , and the new solution réquires~over—uti1ization of

the resource .

t(NBP)
jt

E=—= C;
= &

Current solution . NBP solution

Then the undertime utilization cost of resource Jj is
removed. However the overtime requirement brings in an
additional cost .

Cost = Cost. - U¥[Rjy-Cj4(Cur)] + o*[Cj4(NBP)-Rj¢]
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Case 4 ) Currently , the resource 1is being over-
utilized , and the vnew solution decreases the degree of

over-utilization.

=— Cjt(NBP)

Current solution NBP solution

‘Then there is a decrease in the overtime utilization cost of
the resource J

. Cost = Cost + o # L Cjt(NBP) - Cjt(Cur) 1

Case 5 ) Currently , the resoufce is being over-
utilized , and the‘ new solution increases the degree of
over—-utilization.

C 4 (NBP)

- Rjt

Current solution NBP solution



Then there is an increase in the overtime utilization cost
of the resource j
Cost = Cost + o x [ Cji(NBP) - Cjt(Cur) ]
Case 6 ) Currently , the resource is being over-
utilized , and the new solution requires under-utilization

of the resource .

CJt(Cur)
I I—— Rjt
Cjt(NBP)
Current solution NBP solution
Then .the overtime cost 1is removed . However the undertime

cost of the new solution brings in an additional cost .

Cost = Cost - o*[Cjt(Cur) - Rjt] + u*[Rjt - Cjt(NBP)]
Step 9 : If Cost < CostTest then set CostTest = Cost and
save the current product ‘as the best candidate for NBP
solution of the resource r
Step 10 : If there are more products in set S then set
k = next product in set S and Goto Step 3 . Otherwise , Goto

Step i1



Step 11 : If Cost < 0 then the upper bound decreases .
Replace the production .plan of that product with NBP
solution and decrease the total cost by the respective
amount and RETURN to the main algorithm .

Total Cost = Total Cost + Cost
Otherwise , there is no product which decreases the upper
bound.Therefore-RETURN to the main algorithm to proceed with
the next infeasibility
Sub Algorithm : MODIFY CAPACITY
Step Q : Get product kK , whose capacity reguirement is going
to be modified , from the main algorithm .
Sten.1 : Let R
Step 2 : Set
Step. 3 : Set t

{ all resources processing product kK };

first resource in the set R

1

Step 4 : Add the incremental requirement of NBP solution for
| product k with respecﬁ to the current solution to the total
consumption of resource r
Crt=Crt—[sijéit(Cur)+b1jX1t(Cur)]+[sijéit(NBP)+b1jX1t(NBP)]
Step 5 : If t = T then Goto Step 6 . Otherwise , set t =t+1
and Goto Step 4 .

Step 6 : If all the resources in the set R are processed
then RETURN to the méin algorithm

Otherwise , set j = next resource in the set R and Goto

Step 3 .
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2.2. An  Integrated System for Production Planning

and Control
2.2.1. System Structure

At the beginning of each year a production plan is
generated to éover the budgetted demand . With this
production plan , the necessary 1labour consumption and
resource requirements are determined and these figures are
recorded as goals to be achieved throughout the year . Each
month , the Marketing Department revises its sales forécast’
considering the current market situation and other related
points . The Production Planning Department makes necessary
changes in the production plan Vand\ modifies thé related
materials requirement plan . Fdr the current month , the
detailed scheduling 1is done by the Production Planning
Department and is distributed to related departments
(Production , Quality Contré] , Warehouses ) . At the end of
the month , actualized sales ‘and production Tfigures are
obtained . These figures are.compared against the budget and
the deviations from the budget are accounted for . The
sources of variances are searched by detting different
reports . Actual sajes is compared against budgetted sales
or actual production is compared against budgetted
production . In. addition to these , Tabour consumptions and
reéoﬁrce utilizations can be compared against the budget .

Thesé compafisons..expTain the efficiency/inefficiency of



production activities . The following flow chart shows the

Production Planning and Control System 1in a systematic

manner
BUDGETTED
SALES
v

Objectives
Generated at BUDGETTED
the beginning PRODUCTION PLAN
of a year .

v \% \
BUDGETTED : BUDGETTED BUDGETTED
MANNING REQ. RESOURCE UTIL # OF WEEKS

Vv
\ C
— - 0
o] SALES _ < M
0 FORECAST < P
M ' A
P R
A Current I
R v Market S
I : Situation o
S MONTHLY PRODUCTION N
0 > PLAN
N . -
|| [
A \Y v

Monthly _ :
Plans ACTUAL ACTUAL
PRODUCTION SALES
BB
L v A v v
ACTUAL : ACTUAL v ACTUAL
MANNING USED RESOURCE UTIL. # OF WEEKS

Figure 3. Flow Chart of Production Planning and Control
' ‘System”



Various reports can be generated to control the
production activities . The summary of these reports is

presented in the next section .
2.2.2. Reports

Various'reports can be generated by the package
These are Machine Catalogue , Product Cata]ogué , Production
Plan , Machine Utilization , Volume Variance , Production
Plan Cost Breakdown , Number of Weeks Ana]ys{s and Manpower
Requirement . These reports can be briefly explained as
follows

Machine Catalogue : It shows the products processed
by the reported machine with their required set-up and
processing times . For Mahufécturing, resources , the
processing time 1srgiven as the time required to process a
standard lot , for Packaging resources it shows the time
required to process one thousand Qnits in hours . Set-up
times are in hours per lot . This report is printed for all
reéources at once . |

Product  Catalogue : It shows the standard
1nfdrmation related to a product (Code |, Description ,

Standard Lot Size , Business Code s ABC Analysis Code
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Product Group Name) . It also includes the list of machines
and the required'times 1ﬁ these machines which process the
reported product . The reporﬁ is printed for all products at
once .

Production Plan : When a- production plan is
generated by using the algorithm presented , the user can
directly save 1t or Make any changes and see their,effeéts
on the inventory , manpower -, resource ut11fzation , and
cost. After all changes , ﬁhe user obtains a good production
plan . With this report ,opening 1inventory , scheduled
production units , and forecasted sales units can be
observed for each month . The user can define time interval
and product groups that will appear on the report .

Machine Utilization : when -a production plan is
generated , for each resource ,. the requirement in each
period can be ca1cu1aﬁed with the aid of processing and set-
up times . These requirements can be printed as a report
The report shows all the préducts processed by the resource
and their time requirement in hours in each period according
to the production plan and shows the pércentage that they
utilize from the<avai1éb1e capacity of the resource . At the
end of each resource there are summary 1lines showing the
£o£a1-requ1rement and utilization of the resource , and the

amount of undertime/overtime required for that resource
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Yolume Varijiance : When the producﬁion figures are
budgetted at the beginnkng of the year , the budgetted
labour consumption is also calculated for each period , by
multiplying the standard unit Tlabour costs with production

figures . During the budget year , when actual figures begin

to be realized , some deviations from budgetted figures are
observed . These variances can be the result of two
situations : Actual production figure may deviate from

budgetted one because of sales conditions or actual money
spent on labour may variate from budget- as a result of

production conditions (efficient/inefficient working' s

producing more/less than budgetted units) . This report
shows the cause of these variances . For a product , the
first. four columns show budgetted'uhits , actual units ,
difference of units , and .pefcentage .of difference ,
respectively . The following four columns show budgetted
monetary amount , actual monetary_amount , difference of

monetary amount and monetéry amount of unit difference
column (unit difference column multiplied by standard labour
unit cost ) . The last two columns show the percentage of
‘monetary difference with respect to the total difference by
using actual and standard amounts respectively .The report
can be printed for a given interval including user defined

product groups



Production Plan Cost Breakdown : The cost incurred by a
generated produdtion plaﬁ can be printed as a report using
the current cost structure . In the report , the production
cost and the 1nventory holding cost appear in separate
columns . The cost structure for -each product 1is also
printed. The user can determine the period of the report and
the product groups that will appear in the report

Number of Weeks Analysis : The inventory carried by
a production plan can be calculated by finding the number of
weeks whose demand can be supplied by the opening inventory
in a period . This report prints the number of weeks results
for the chosen product groups for each period specified by
the user . At the end of each group , there are group
totals. |

Manpower Requirement : The manpower requirement in
each period by a certain production plan can be easily
calculated by using the man-hours spent for the set-up and
pfoduction hours of each broduct . These figures can be
printed as a report showing manning requirement in each

month : and compared against the available manpower to find

40

- out the overtime requirement . The report can be printed in

a defined period for the specified product groups .



2.2.3. Future extension possibilities

The system presented above is a PC based program and
runs on a IBM PS/2 Model 55-SX . However , all the data
required is on the main frame . These data should be entered
to the PC once each year which might take a 1ot of time
Therefore a conversion program that obtains all the required
data directly from the main frame and convert to a format
readable by this program would be of great use. Within the
company LOTUS is the mostly used software. Therefore , if
attainable , data interchange with LOTUS can be helpful

A flexible report option can be added to the system
so that the user can define the fields to appear on the
report . With this reporting_optién , the user can easily
- make comparisons of productioh figures , sales figures

In business , graphics are more meéningfu] and
powerful than words . Therefore a graphic interface can be
added to the system so that the user can define various
graphics and. analyze the résu]ts‘of p1ann%ng activities with
the aid of graphics '

In the current system , no specialization in manning

activities 1is required . If such a distinction becomes
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hecessary during time , each manpéwer skill group can be
added to the system as é different resource with its setup
and processing times .

The current system is desighed to run on a single PC
and uses the printable character set of Epson printers . In
the future , network controls can be added to the system and
the program can be used in more than one PC at the same
time. This way , different departments can enter the
réquired data from different terminals . For example , the
Marketing Department enters sales forecasts for each
product. The Cost Accounting Department enters product cost
data 1into the system , etc . Furthermore , with some
programming character sets of different printers (especially
for the Tlaser printers. ) can be added to the system
Therefore the reports can be.genérated on various printers

and use their different character fonts .
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2.3. Experimenta] Results

An experiment 1s.designed to see the performance of
the heuristic under various circumstanées . The experiment
is modelled as a 2K factor1a1 design . The factors that are
controiled by vvarious simulation runs are the demand
structure , the set-up operation , the variable unit cost ,
the capacity Ut11ization cost and the inVentofy upper
bounds. During the simulation ., each factor is set to one of
the two levels denoted as + or -

The demand structure is identified as the constant
demand or the actual demand . The actual demand level shows
the real 1ife data for each product including their
seasonalities . The constant demand structure is represented
by taking the average of the yearly éemand for each product.

The set-up operation is modelled as not existing or
existing . In the zero set-up case , no set-up operation
time or cost is assigned during the simulation runs. The
set-up case includes the actual set-up times and the costs
for each product

The variable unit ‘cost is examined under two
different levels . In one level , it is assumed to be

constant through time . This scenario is achieved by setting
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the monthly exchange rate constant . In the other case , the
variable unit cost is modé11ed as increasing . This level is
attained by decreasing the monthly exchénge rate in time
The decreasing unit variable cost .case 1is disregarded ,
since it is not possible in the current economical context
This case can occur , if the value of TL increases against
the US $ . | |

The capacity utilization cost is modeled as either
existing or not . That is , for under/over utilization of a
capacity we pay a cost , or we can use the capacity as much
as required without any additional cost . Not paying any
additional cost for the capacity utilization can be applied
for the resources which are depreciated to their 1ife time
and they do not incur aﬁy cost from éhe accounting point of
view .

The 1inventory upper bounds are modelled as being
tight or loose . The inventory bound being 1oose represents
the situation where there fs no inventory 1éve1 Timit for
any one of the products . This case 1is achieved in the
simulation runs by setting the inventory bound parameters to
as high as possible . The tight inventory bounds reflect the
current inventory 1eve1 targets of the company . They show

the éctua] data
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For each factor + 1level reﬁresents the actual data
that is applicable to fhe company and - level shows the
counter value for each Tfactor that might take place {n any
time . Table 2 shows all the factors considered with their

level arrangements

Factor - : +
fq Demand - Constant Actual
To Set-Up None Exist
f3 Cost Structure Constant Increasing'
Tq Capacity;Cost None - Exist
fg Inventory Constraint Loose Tight

Table 2. Level Arrangements of the Factors

A design matrix‘ is constructed showing all the
- combinations of the vcontro11ed factors . For each
combination a simulation run is executed using_an IBM PS-2
Model 55/SX computer with 80386 précessor . Each combination
is simulated only once , because pf the fact that it is
impossible to obtain various real 1ife data seﬁ for a 70-
5roduct and 35-resource system . However this is not a great
drawback for the experiment designed if one can realize that
‘each_year is almost a rep]fcation of the previous one .
Therefore , the data 'sets would be very similar to each

other 1in every year .
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The responses examined during simulation runs for

each combination are the total

cost of the

production

scheduled by the heuristic énd the processing time of the

heuristic while generating the schedule . The design matrix

of the éxperiment and the responses of each combination is

tabulated in Table 3

Combination f1 f2 fa f4 f5 Solution Time
(1000 TL) (sec)
1 + + - + + 109,517,074 69
2 + + - + - 102,734,787 527
3 + + - - + 104,032,257 113
4 o+ + - - - 97,369,629 587
5 + + + + + 182,392,828 96
6 + + + + - . 136,014,638 490
7 + + + - + 176,036,721 89
8 + + + - - 120,940,949 - 476
9 + - - + + 109,287,425 108
10 + - - -+ - 102,736,762 452
11 + - - - + 104,154,757 55
12 + - - - - 97,346,894 471
13 + - + + + 181,933,090 68
14 + - + + - 185,716,343 410
15 + - + - + 176,022,615 57
16 + - + - - 120,866,983 421
17 - + - + + 114,021,050 71
18 - + - + - 104,945,540 659
19 - + - - + 107,739,202 71
20 - + - - - 98,695,107 646
21 - + + + + 190,086,961 67
22 - + + + - 137,360,475 493
23 - + + - + 182,920,306 70
24 - + + - - 124,040,180 492
25 - - - + + 113,595,474 80
26 - - - + - 104,535,770 466
27 - - - - + 107,720,117 75
-28 - - .= - - 98,669,982 643
29 - - + + + 189,398,187 63
30 - - + + - 135,250,668 408
31 - - + - + 182,900,422 47
32 - - + - - 122,189,491 412
Table 3. Design Matrix and the Simulation Results of the

Experiment
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The main effect and the two-factor interaction
effect calculations are done for each factor using equation

(36) and (37) respectively

. 1 16 . . . .
®j = T 1§1G1J R1 j=1,2,..,5 (36)

118 4iJ gik gi 4=
i=1 J

ek = 75 2
The notation can be summarized as follows ;

The main effect of factor j

ejk * The two-fagtor interaction effect between factors j
and k

aiJ : The level of factor j in the ith combination . It
takes value of -1 or +1 with respect to the level of

.- or + \
RT : The result of the simu]aﬁioh of the ith combination .
The main effect of factor j is the average change in

the response due to moving factor j from its - level to its

+ level while holding all the other factors fixed . The main

effect of factor j does not consider the interaction of

different factors . The_degreé of interaction is measured by

the two-factor interaction effect between factors j and k .

It is defined to be half the difference between the average

effect of factor j when factor k is at its + 1eve1’(and all

factors other than jJ and k held constant) and the average

effect of j when k is. at its - level



Using equation (36) and (37f the main effect and the
two-factor interaction effects for each factor is calculated
for the experimentation of the heuristic presented . The

main effect calculations for each .factor are depicted in

Table 4 .
Cost Time
ey (3,560,324) (17)
e 407,670 49
es | 51,060,564 | (58)
ey 7,992,591 (12)
eg .30,771,518 (428)

Table 4. The Main Effect Calculations

Tabler 5 shows the result of the two-factor -interaction

effect calculations .

Cost Time
e (285,919) 2
e13 (717,492) 24
eqy (47,324) 6
e45 | (2,085,295) 31
es3 281,737 (0.4)
ey 169,784 3
ep,5 .| (190,881) (37)
ea4 2,286,849 16
.egs | 22,892,407 | 48
ey45 | (1,904,380) 18

Tab1e 5. The de—factor Interaction Effect Calculations
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Interpreting the main effect calculations .revea1s
that the heuristic generates the lower cost schedules if the
demand structure is the actual data since e; is negative
The other factors increase the cost when they take the level
+ ., That is , the éet—up operation , the increasing cost
structure , the capacity utilization costs and the inventory
bounds brings in additional costs . From the point-of view
of the procéssing time of the heuristic , it is clear that
all the factors other than the set-up operation décreases
the processing time when they are at level + which denotes
the real l1ife application levels for each factor . Therefore
the heuristic. solves the real 1ife data in a shorter period
of time

The two-factor 1nteraction'of'the démand factor with
the other factors is positivé when they are maintained at
the same level ( both at + or at -) . Such combinations
decreases the total cost . However , the processing time
uccreases only if the demand and the cost structure are at
the same level . For other factors , they must have the
opposite level with the demand to decrease the processing
“time

Having the set-up factor at the same level with the
vafiab]e unit cost structure and the capacity utilization

cost increases the total cost . However these combinations



decreases the processing time . Keeping the set-up factor at
the same level with the {nventory bound decreases the total
cost , while the processing time increases .

When the unit variable cost factor and the capacity
cost , and the inventory bound factoré are at the same level
the total cost 1ncreases . The processing tihe , however ,
increases when the 1nVentory bound .is at the same level

Setting the capacity cost to the same level with the
inventory bound decreases the total cost . However it takes
longer processing_time to find out a solution .

The main effect and the two-factor 1interaction
- effect calculations show that the héuristic can generate
good solutions to the real 1ife problems (+ level for each

factor) in a considerably shorter period of time

50



III . CONCLUSION

In the preceding sections the single-stage ‘mu1t1—
item production planning problem of a medium sized

pharmaceutical company is analyzed and a heuristic algorithm

51

for the solution 1is introduced . Furthermore for the

controlling of the production activities a system is
designed and programmed

The algorithm runs in a very short period of time

and generates good solutions . The system gives user the

capability of doing sensitivity analysis on the generated
solution by altering the production figures and seeing their
effects on different performance measures .

The major advantages of the algorithm are its
simplicity and 1mp1ementabi11£y on the reé] 1ife data . Also
the systém designed bringslin an integrity to the production
planning and controlling activities of the company

The algorithm and the system 1is not company
dependent . It can be used by any company which can have

similar size of products and resources



APPENDIX A. Sample Report -MACHINE CATHALOGUE-

Pfizer Ilaglari AS, 15 March 1991 Friday Page : 1

MACHINE CATHALOQUE

* BLENDER 1000 KG Set-Up Time (Hours) Process Time {Hours/lot)
0085 DELTACORTRIL 20 TA 2.0 12.0
0095 DIABINESE 100 TABL 2.0 8.0
0110 CORYBAN-D 20 XAPSU 1.0 4.0
0121 BABYPRIN 20 TABLET 2.0 6.0
0270 NEQ-TM S/P 20 GR 2.0 1.0
0271 NEQ-TM S/P 100 GR 2.0 3.0
0281 YALBAZEN XOYUN 18 4.0 4.0
(098 DUOCID SUSPENSION 2.0 4.0
¥ GLENDER 400 XG. Set-Up Tine (Hours) Process Time (Hours/Lot)

0041 TAO 500 NG 16 TABL 40 6.0
0050 UNISOM 20 TABLET 2.0 8.0
0159 HINIPRESS 1MG X 30 0.0 Y
0161 INIPRESS SHG X 30 2.0 4.0

a0

1.0

2.0

0169 NINIPRESS 2MG X 50 4.0

0167 VISTARYL 25 CAPSUL 3.0
(4188 G.TROSYD 100MG X 3 . 1.0
(280 VALBAZEN SIGIR 10 L0 . 4.0
(1152 GEOPER 20 TABLET 2.0 4.0
0153 GEOPEN 40 TABLET 2.0 4.0
0154 DUOCID 375 MG 10 T §.0 4.0
0047 TAO 16 KAPSUL 2.0 ) 8.0
0144 TRIFLUCAN 100 G 7 1.0 1.0
* BLEKDER 2000 KG. Set-Up Time (Hours) Process Time (Hours/Lot)
0187 KOMPENSAN 60 TABLE 2.0
0198 KOMPENSAR 24 TABLE 2.0
t COLLETTE VAS KARISIM Set-Up Time (Hours) Process Tine {Hours/Lot)
- 0095 DIABINESE 100 TABL 2.0 8.0
0797 KOMPENSAN 60 TABLE 2.0 6.0
0198 XOMPEHSAN 24 TABLE 2.0 8.0
0041 TAQ 500 MG 16 TABL 2.0 5.0
0280 VALBAZEY SIGIR 10 2.0 8.0
0281 VALBAZEK KOYUN 10 ! 6.0
0189 6.TROSYD 100KG X 3 2.0 3.0
0121 BABYPRIN 20 TABLET N 6.0
£ STERILE BLENDER ' ;Set?Up Tine (Hours) Process Time (Hours/Lot)

0059 PRONAPEK 400 SERUM _ 2.0
0061 PRONAPEN 800 SERUK 2.0

N3



APPENDIX B. Samplie Report —PRODUCT CATHALOGUE-

Pfizer Ilaglari AS.

PRODUCT CATHALOQUE

* 0010 TERRANYCIN GOZ NER

Pharnaceutical

15 March 1991 Friday Page .

0IF B 226280

Hachine Names ~ Set-Up Tine Pracess Tine
BALL MILL 2.0 firs 14.0 Hrs/Lot
PLANETARY MIXER 2.0 Hrs 22.0 Hrs/tot
INKA EQUIPMENT 3.0 Hrs 4000.0 Un/Hr

t 0011 TERRAMYCIN DERL ME Pharmaceutical 01 A 83860
Machine Names Set-lUp Tine Process Tine
PLANETARY MIXER 2.0 firs 22,0 Hrs/tot
IWKA EQUIPHENT 3.0 Hrs 4000.0 Un/Hr

£ (041 TAO 500 MG 16 TABL Pharnaceutical TAB A 4242
Haching Hames Set-Up Time Process Tine
BLENDER 400 XG. 2.0 Hrs 5.0 Krs/lot
COLLETTE YAS KARISIM 2.0 Hrs 8.0 Hrs/tot
SCT PANS-TABLETS COATING 8.0 Hrs 520.0 On/Hr
KLIAN EIFFEL §.0 Hrs 1500.0 Un/Hr

 INA-2 EQUIPMENT 8.0 Hrs 2400.0 Un/Hr

t 0047 TAD 16 KAPSUL Pharnaceutical ‘ CAP B 24628

Yachine Names Set-Up Time Process Time
. BLENDER 400 KG. 2.0 Hirs © 6.0 Hrs/Lat

ALEXANDER WERCK SLUGGING 3.0 Hrs §300.0 Un/Hr
HG-2 EQUIPHENT 8.0 Hrs 1600.0 Un/lr
[MA-2 EQUIPMENT 5.0 Hrs 3600.0 Un/Hr

% 0050 UNISOK 20 TABLET Pharmaceutical CTAB ¢ 40000
Machine Names Set-Up Tine Process Tize
BLENDER 400 XG. 2.0 Hrs 8.0 Hrs/Lot
ALEXANDER WERCK SLUGGING 3.0 Hrs 12600.0 Un/Hr
MANESTY-TABLETTING 16.0 Hrs 4900.0 Un/Br

~ LACSO TAB/CAP COUNTING 4.0 Hrs 3500.0 Un/lir

$ 0051 STREPTOHYCIN 1 GR - PS¢ 192000

Pharnaceutical

Hachine Nanas

. Set-Up Time

Process Time




APPENDIX C.

Sample Report -PRODUCTION PLAN-

PRODUCTION PLAN pfizer Ilaglari AS. 15 March 1831 Friday
(in 000"s of Units) Initial period of the plan : Dec
DECENBER JANUARY FEBRUARY HARCH
|Grp[Code[Bescription | o) P 8 | Ife} P § | e} P § ] I{e) P S [
TABJ0O41([TAD 500 MG 16 TABL  [23.0 42.4 30,0 J35.4 84,9 40.0 [80.2 0.0 45,0 [35.3 849 45,0
0050{UKISOM 20 TABLET 3.0 0.0 20,0 |11.0 490 30.0 |30.0 0.0 25,0 (5.0 980 35.0
0036 |DELTACORTRIL 20 TA 10,0 73.9 15.0 (68.8 0.0 42,0 §26.9 147.8 35.0 |139.7 0.0 500
0095 |DIABINESE 100 TABL  [18.0- 0.0  16.0 2.0 47.3 20.0 |20.3 0.0 25,0 (4.3 31,5 24,0
0121|BABYPRIN 20 TABLET  }81.0 197.0 93.5 (1845 0.0 71,0 |13.5 197.0 126.0 |84.5 197.0 160.0
0152 |GEOPEN 20 TABLET 12,0 0.0 120 j48 147 100 9.5 29.4 15,0 [23.9 284 7.0
0153 |GEGPEN 40 TABLET .0 00 48 P2 13 a1 5.8 0.0 28 30 LY 38
0154|0U0CID 375 MG 10T j28.0 330 35.0 26.0 66.0 66.0 |26.0 165.0 69.0 {122.0 0.0  78.5
0159 |MINIPRESS 1HG X 30  [49.0 0.0 180 310 0.0 29.0 2.0 64.0 29,0 [31.0 0.0 3.0
DI61{MINIPRESS SMG X 30 0.0 2.0 05 4.5 0.0 11 04 20 .2 L2 20 1.0
Q169|MINIPRESS 24G X 50 {130 6.0 2.6 {104 0.0 3.8 (6.6 0.0 43 Q23 6T 48
0189|G.TROSYD 100MG X 3 {38.0 0.0 1.0 21,0 0.0 16,0 10,0 197 5.0 [15.7 8.7 8.0
0197 |XOMPENSAN 60 TABLE  90.0 - 0.0  26.4 [63.6 0.0 517 11,8 52,8 605 (4.2 79.2 715
0198 [KOMPENSAN 24 TABLE  [67.0 0.0 440 123.0 1320 66.0 180.0 0.0 82,5 (6.5 198.0 98.0
0280|VALBAZEN SIGIR 10 8.0 9 0.8 30 0.0 T LY ON% a3t 6o i
0281|VALBAZEN KOYUN 10 1.0 63.4 1.3 1831 0.0 115 (4L 634 BLLE (53,2 634 633
CAPJO04TITAO 16 KAPSUL .0 48 50 (206 00 8.0 (128 0.0 &0 48 246 9.0
0110{CORYBAN-D 20 XAPSU  |70.0 0.0 - 6.0 4.0 788 825 0.3 151.5 49.5 104.4 0.0 36.5
DI44{TRIFLUCAN 100 X6 7 j0.0 6.0 0.0 0.0 6.8 - 2.7 3.9 0.0 0.7 (3.2 6.0 1.3
O16T[VISTARYL 25 CAPSUL 20,0 0.0 11,0 [8.0 30.3 18.0 130.8 0.0 15,0 (148 7.6 22,0




APPENDIX D. Sample Report —-MACHINE UTILIZATION-

RESOURCE UTILIZATION  (in hours) Pfizer Ilaglard &S © 24 March 1991 Sunday
Initiai period of the pian : Dec - Daily Horking Hours : 7.45

DECEMBER ! JANUARY ] FEBRUARY | MARCH ;

Mvail: 149 |hvail: 142 |Avails 140 |Avail: 186)
| Resource |Code§0escription iRea. % Ut|Reg. % UtiReq. H UtiReq. vt
BLENDER 1000 K& - 0085 [DELTACORTRIL 20 T4  [14.0 0.4¢) - 14,0 9.40425.8 13,2

0095 |DIABINESE 100 TABL 26,0 18.3 18.0 8,66
0110 |CORYBAN-D 20 KAPSU 5.0 3.530.0 6.4
(121]BABYPRIN 20 TABLET 8.0 5,37 8.0 5.3718.0 430
0270 |NEQ-TH §/P 20 GR 8.0 5.65
0271 |REQ-TH S/P 100 GR 8.0 5.65
0281 |VALBAZEN KOVUN 10 8.0 5% §.0 5.371i8.0 4.3
0098 |DUOCID SUSPENSION 2.0 1.4 4.0 22.5
RESOURCE TOTAL 56 35T 33203 .1)102 4.7
BLENDER 400 £G. 0041|740 500 MG 16 TABL  [8.0 5.37]14.0 0.89] - 4.0 1.32
0050 |UNISOM 20 TABLET 10.0 17.06 16.0 8.66
0159 [MINIPRESS 1HG X 30 : RN
0161 |MINIPRESS 5MG X 30 6.1 4.08 5.0 - 4,0316.0 3.2
{169 {MINIPRESS 2KG X 50 5.0 .2
16T |VISTARYL 25 CAPSUL 4.0 2.8 1.0 478
{11896, TROSYD 100MG X 3 3.0 201350 1.6
0280 |VALBAZEX SIGIR 10 8.0 5.3 8.0 4531
0152 |GEOPEX 20 TABLET o160 4.24110.0 6.71010.0 5.3
0153 |GEQPEN 40 TABLET §.0 4.4 §.0
0154|DU0CID 375 MG 16 T  [10.0 6.71114.0 9.8826.0 17.4
(047TAD 16 KAPSUL 8.0 547 8.0 4.3
0144 {TRIFLUCAN 100 MG T 2.0 L4
RESOURCE TOTAL [40.. 26.3]38 W56 2218 43
BLENDER 2000 X6,  |0197|KOMPENSAN 53 TABLE [14.0 S.40/20.8 0.7
. |u1sle0HPENSAN 24 TABLE [i4.0 089 [20.9 .10.7¢
RESOURCE TOTAL Co-f0 0 00jie G881 94040 2.4
COLLETTE YAS KARISIN]0095 [DIABINESE 108 TASL 20.0 141 14.0 1.5
0197 |KOHPERSAN 60 TABLE 14,0 9.40120.9 10.7
{198 |KOMPENSAN 24 TABLE 14,0 9.89 2.0 187
0041|TAD 500 MG 16 TABL (8.0 5.37[14.0 8.8 14.0 1.52
0280 |VALBAZEN SIGIR 10 - [10.0- §.68 10.0 6.1
0231 {VALBAZEN KOYUN 10 8.0 5.9 8.0 5.37(8.0 430
0183{G.TROSYD 100MG X 3 5.0 3.36)5.0 2,68
0421 |BABYPRIN 20 TABLET  [8.0 5.37 8.0 5.3718.0 430

RESOURCE TOTAL ' 4 Tpe e .

9
9

88 4.7l

L
Ui



APPENDIX E.

DETAILED YOLUME VARIANCE
. Dec
. Feb

From
To

dfizar

[laglari

A.S.

Sample Report -VOLUME VARIANCE-

24 March 1881 Sunday

| WIS (x1000)

AHOUNT (*1,000,000 TL)

IDIFF/LLOIFF]

!Grp!Codegnescription

!Budget Actual Diff & 0iff| Budget  Actual

DiFF DIFF astd | Act std |

TABJODATITAD 500 4G 15 TABL 1213 2.3 0.0 0.0 (886 568 0.0 0.0 0000
D0SO|UNISON 20 TABLET  |4.0 460 0.0 0.0 2 00 2 09 15 0.0
DGB{DELTACORTRIL 20 TA {MILB 1.8 0.0 0.0 3 83 00 00 D 0l
00SB[DIABINESE 100 TABL |13 413 M0 00 [SLE 00 86 00 |44 j00
DI21[BABYPRIN 20 TABLET  [394.0 3840 0.0 0.0 463 2.1 w4 00 20 00
DIS2IGEOPEN 20 TABLET [t MLt DO 0.0 8BS BT g 00 |15 jod

JDIGEPEN A0 TABLET (T8 T3 00 00 [T 00 BT 00 L4 0
DISAJOUOCTD 75 WG 10 T[40 2640 0.0 0.0 280 1RO 80 00 [id [0
DISOININIPRESS MG X 30 (540 SA0 00 0.0 24 0.0 24 00 [0 00
DITMINIPRESS SHE X 30 (A0 40 00 00 BT 44 42 00 {04 0l
DIONINIPRESS WG X 0 0.0 8.0 00 D U0 00 00 23 {00 fa
DEOIGTROSYD fOBE X3 (190 3T 00 00 {10 20 0 03 (00 0
DIO7|KOPENSAN B0 TABLE  [52.8 3.8 0.0 0.0 (80 4.0 00 00 {00 00
DISBROMPEASAN 24 TABLE  [132.0 1020 0.0 0.0 04 00 504 00 (3 f0

PRARMA TAB 3L L2000 00 B Lt 20T 08 BT R |
ZBOVALAZEN SIGIR 10 1.8 1.8 0.0 0 |18 13 I3 05 (0.0 |
0281 |VALBAZEN KOYUR 10 !125.3 2.8 00 00 |1t 00 o oo |
WIMLBEALTH T8 [1345 1308 0.0 0.0 2 287 15 00 08 |00 |
TOTAL TA8 LA WLI00 00 R0 AR 282 00 193 00 |
TOTAL PHARK 13,2 8.2 0.0 0.0 |58 &Lt 20T 0.0 [T |0
TOTAL ANINAL HEALTH  [1366 1345 8.0 0.0 .2 287 15 00 fos (o
TOTAL PRODUCTS  [M48T.8 1413 0.0 0.0 P R Ay




~4
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APPENDIX F. Sample Report -PRODUCTION PLAN COST BREAKDOWN-

PRODUCTION PLAN COST BREAKDOWN Pfizer Ilaglari AS. 24 March 1991 Sunday

{in 000"s of Units and in 000,000°s-of 7L} _ Initial geried of the plan : Jec  Holding Cost Rate = 6.30 %
| DECEMBER | UMNUARY | FEBRUARY | HARCH |
Grp Code Description bnit Cost SER : 1.06000000 SER . 1.00000000 | . SER : 1,00000000 SER « 1.00000000
Prod . Inv Total | Prod Inv Total | Pred Iav Total Rrud inv  Total
TABJ0041({TAQ 500 MG 16 TABL 14133.0 {509 20 619 1200 30 230 |10 68 : 88 1200 3 1230
0050{UKISOM 20 TABLET 1106.0 10 2 2 51 55 ] b4 ¢ 108 ¢ 109
0086 [DELTACORTRIL 20 TA 745.8 {5 9 56 ¢ 3 3 55 1 36 110 3 13
(095 |DIABINESE 100 TABL 3241.8 |0 4 4 153 0 154 0 § § 102 103
0121|BABYPRIN 20 TABLET 218.6 }43 1 4 0 2 2 43 0 43 43 1 44
0152 |GEQPEN 20 TABLET  18026.8 |0 13 13 285 -3 210 530 18 340 530 26 556
0153 |GEOPEN 40 TABLET  35401.4 |0 b § 0 3 262 8 2 12 260 6 287
0154iDUOCID 375 MG 10 T 16433.2 {542 28 578 1088 26 110 il 28 a3 e 120 120
0159 |MINIPRESS 1HG X 30 2433.0 |0 1 T ] 5 5 135 0 15§ 0 5 5
0161 |MINIPRESS SHG X 30 12275.0 {25 ¢ 25 g 1 1 24 g o 2 i 2
0169 |MIKIPRESS 2MG X 50 7980.6 {0 b § ¢ 5 5 il 3 1 § 55
0139/, TROSYD 10CMG X 3 4837.5 |0 1 it 0 § § 85 k! 8 85 5 100
0197 {KOMPENSAN §0 TABLE 1548.7 |0 § g ¢ § 6. 82 1 1 123 0 123
0193 |KOMPENSAN 24 TABLE 667.0 10 3 3 88 1 8¢ 0 4 4 132 0 132
PHARKA TAB o5 08 fIs e % % 9w e W mR |
0280|VALBAZEN SIGIR 10 14770.8 |58 il 38 i 3 3 58 i 5 0 3 3 ]
0261 VALBAZEN ROYUN 10 1988.3 1T+ 8 o s & jros w5 |
ARIMAL HEALTH TAB |184 1 185 . gﬂ 3 4 }185 b 191 !127 3 138 §
TOTAL TAB [1449 116 1559 !3?05 104 1208 i3881 143 40U ]2908 208 Mt ]
CAP|004T|TAG 16 KAPSUL Te81.0 118 0 180 g g ] B § 0 118 2 181
0110|CORYBAN- 20 KAPSU 895.0 10 4 4 _ ,7’ ¢ n 141 0 141 g b §
0144 |TRIFLUCAN 100 HG 7 93016.5 |0 g 0. !511 ] 61 0 22 : ] 18 1
167 (VISTARYL 25 CAPSUL 1462.6 50 : 2 ;58 1 30 !0 3 3 '116 1 118 :
PHARMA CAP [1?9 § 185 Eldﬂ 10 150 !141 i 11 5295 a 3 !
ATHAL HEALTH CAP T I T T R T T R TR R
TOTAL CAP [179 b 185 i740 10 150 1141 10 in 1296 i KPY |
TOTAL PHARKA PRODUCTS 1444 115 1559|3845 105 3050 (3837 16T 4004 30T 22T M |
TOTAL ANIMAL HEALTH PRODUCTS|184 1 185 {0 4 ] 185 9 a8 13
TOTAL PRODUCTS REPORTED 1628 116 1744 (3845 114 3050 (4022 173 4105|3204 236 3440




APPENDIX G. Sample Report —-NUMBER OF WEEKS ANALYSIS-

DETAILED NUMBER OF WEELS _ Piizer Ilagiari AS. 24 March 1981 Sunday

{in 1,000,000"s of T1) Initiai period of the pian : De¢
|  DECEMBER i JANUARY | FEBRUARY | HARCH |
{6rp |Code {Description jUnit Cost | I(o) Week & | I(o) Week § | I{o) Week & | I(o)deek § |
TAB|OO41{TAD 500 MG 16 TABL  |14130.0 J325.2 0.8 424.2 [500.5 0.9 585.6 |1134.7 1.8 §36.3 [408.4 U § §36.3
0050 |UNISCH 20 TABLET 1106.0 (3.3 4 221 1.2 0.4 3.2 382 LT RS O 3T
0086 [DELTACORTRIL 20 TA  [T45.6 LA 0T L2 84 L8 3.E 201 0.8 261 48,0 1.3 313
0095 |DIABINESE 100 TABL 32413 158.4 1.1 81,9 6.5 0.1 643 848 4.2 810 [14.8 0.2 77.8
0121BASYPRIN 20 TABLET . 1218.9 i 08 20,4 {03 L1 3 8 12 e 05 350
0152 {GEOPEN 20 TABLET 18026.8 j218.3 1.5 120.8 186.5 0.5 180.3 {173 0.5 270.4 |430.8 1.5 308.5
0153 {GEOPEN 40 TABLET 34,4 106,214 63T 45 0.4 955 207,10 T.B 8.1 1080 0.8 127.4
0154{DUOCID 375 MG 10 T [16433.2 |460.1 0.8 575.2 1427.3 0.4 1084.60427.3 0.4 1133.9{2004.3 1.7 1280.0
O5QMINIPRESS MG X 30  J2433.0  IM&.2 2.1 488 784 L1 706 (4.8 0.1 70.6 (800 1.0 80.3
0161|MINIPRESS 5HMG X 30 |12215.0 0.0 0.0 6.1 &4 1.3 133 9 0.3 4T M2 12 13
0169 {WINIPRESS 2MG X 50  |7980.6  |103.7 3.8 207 (83,0 2.5 8.3 527 1.5 43 (184 0.8 3.7
0189|G.TROSYD 100MG X 3 [4837.5  |183.8 2.7 53,2 1130.6 1.7 704 (832 0.7 7.6 |10 0.8 47
Q19T KOMPENSAN 60 TABLE  J1848.7  1138.4 2.2 40.¢ 88,5 1.2 801 184 0.2 837 6.5 0.1 1807
0198 {KOKPENSAN 24 TABLE  |667.0 4.7 1.3 203 P83 0.3 4.0 1504 11 350 143 0.1 86.0
PHARMA TAB PEIT L1 MR [13 0.7 2408 (2285 0.9 2643 333 L) 1842 |
0280 {VALBAZEN SIGIR 10 WILE |00 0.0 143 MAT 16 N I82 06 D A 22 T
0281 VALBAZEN AOYUN 10 1998.8 140 0.4 346 [106.1 1.8 2.0 8T 0.8 1003 i106.3 0.8 1265
ANIHAL HEALTH TAB [t 0.3 4 [0 L7 48 02 67 1 {18 D
TOTAL TAB [1830 1.1 1R800 1T30 QT 257 (2387 0.3 2780 @R 1.2 086 |
CAP 0047 |TAQ 16 XAPSUL 1870 G 0.2 364 §150.3 2.5 58,3 |20 4B B8 1ILT 05 856
0110{CORYBAN-D 20 XAPSY  |B95.0 .8 1.0 8.1 08 0.0 T8 |03 0 0 4.3 !97.0 L1 3.5
0144 |TRIFLUCAN 100 KG 7 -j83016.5 j0.0 0.0 0.0 ‘0.0 0.0 251 !360 4.2 65.1 2048 3.2 120.8
O167|VISTARYL 25 CAPSUL (62,8 283 1.5 161 jid.2 0.5 260 1450 LT 234 321.5 07
PHARMA CAP [ 0.8 nz T 04 BT 1M 20 W
ANIHAL HEALTH CAP S I B Y R T I X I BTN I
TOTAL CAP R R L LV L L T R O L B A
TOTAL PHARMA PRODUCTS - 1916 1.1 1604 1755 0.6 2848|2782 1.0 2834 jares 1.2 3195 i
TOTAL ANINAL HEALTH PRODUCTS |14 0.3 (48 1380 T 48 {102 0 T 138 U8 1.0 14 ‘
TOTAL PRODUCTS REPORTED 1930 1.1 1652 1906 0.7 2866 (2885 1.0 2872 (3035 1.2 33




APPENDIX H. Sample Report -MANPOWER REQUIREMENT-

MANNING REQUIREMENT  (in man-hours) Pfizer Ilaglari AS. - 24 Harch 1991 Sunday
Initial period of the pian : Dec Number of Man Avaiiable : 79 )
DECEMBER JANUARY | FEBRUARY | HARCH
Available : 11771 |Availabie @ 11182 |Availadie : 11771 |Availadle : 14744 |
]MHmmw%wmﬂm } Hrs  Nan(¥) B UL Hrs nmu)xuq Hrs MHan(#) % Ut| Hrs Nen(3) 3% Ut}
TAB[OO41(TAD 500 MG 16 TABL  |235 1§ 2,00 [43¢ 3.0 3.8 80 3 A%
0050 |UNISOM 20 TABLET 194 1.4 113 : %5 2.0 2.48
0SS |DELTACORTRIL 20 TA 111 1.1 145 LA TR P A 8T 1 N T B 8 0
0095 [DIABINESE 100 TABL 54 35 460 kI IS
0121|BABYPRIN 20 TABLET  [28¢ 1.8 2.4 2 1.8 241 84 15 143
0152 |GEQPEN 20 TABLET LS 189 1Y 5 222 1y 2.0 2.5
0153 {GEQPEN 40 TABLET 188 1% 1.6¢ 180 1.0 1.8
0154/DUOCID 37E MG 10T J188 4.3 169 367 2.8 3,28 (811 R840
0153 |MINIPRESS 14G X 30 B 18 .00
0161 MINIPRESS 5MG X 30 (40 0.3 0.3 03 0.3 e 02 0
0169 {MINIPRESS 2HG X 50 M 6d . 048
{1189 |G.TROSYD 10OMG X 3 S5 L0 130 153 0.8 104
0197 |KOKPENSAN 60 TABLE e 1.8 8.3 3% 21 2,58
0108 |KOMPENSAN 24 TABLE 221 6 425 2.3 .48
PHARMA TAB 928 6.2 T.B0 [2107 155 19.65 (2408 161 20.43 (3302 182 208 |
0280 [VALBAZEN SIGIR 10 88 0§ 075 | 8 56 -0.7% l
0231 VALBAZEN XOYUR 10 i113 0.8 0.9 ! 1113 0.8 086 |1 08 0T

ANIMAL HEALTH TAB |20 14 LTU Q0 L0 0 20 t4 R 08 0IT

TOTAL TAB {3 .6 880 (2197 155 10.9% (2607 4T 214 {3808 8.8 .M |
CAP1004T|TAQ 16 KAPSUL 124 0.8 10§ | 14 LT 0.8
0110|CORYBAN-D 20 KAPSG - | RIS P O I - I 1
0144 {TRIFLUCAN 100 HG 7 T R I N l ;
0167]VISTARYL 25 CAPSUL RLR B YA X ] 11 P A
PHARMA CAP e 0.8 105 46 EN YT [0 2EF L1y A 23 095 i

ANTHAL HEALTH CAP |0 0.0 0.00 o 0.0 0.0 e a0 000 o 0.0 0.0 |

TOTAL CAP (LI L P L B L X O 0 I T |
TOTAL PHARMA 1082 1.1 8. l2589 1.0 24,04 2173 18,6 23,56 |3825 205 26.00
TOTAL ANIMAL HEALTH (201 1.4 L7t |0 0.0 000 qa02 1.4 LT M2 08 01
TOTAL PRODUCTS - 1284 8.4 10,85 ’2589 19,0 24,04 J2975 20,0 25,27 [3938 211 26.M1
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