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## ABSTRACT

Recently, as the digital technology progresses, the exploding capacity of digital information nececities fast digital communcation systems. Since the congestion prevailing in many regions of radio frequency spectrum has created the need for improved spectrum utilization techniques, the demand for multilevel (Mrary) digital modulation techniques has also increased.

In this thesis, a differentially encoded and differentially decoded quadrature phase shift keyed modem, employing coherent demodulator, was briefly analyzed. System building blocks were investigated and the one, proper to high data rate application, was chosen for system realization.
A. working circuit was build as an intermediate frequency (IF) stage, operating at 140 Mbit per second, and realized.

## ÖZETCE

Günümüzde sayısal bilgi iletim sistemine olan ihtiyaç, sayısal verilerin artımına paralel olarak hızla artmaktadır. Veri kapasitesindeki biiyiikliik hızlı sayısal iletimi gerektirmekte, hızlı sayısal iletim ise güç tasarrufu yapan sayısal modulasyon biçimleri yerine, band tasarrufu yapan çok seviyeli sayısal modulasyon biçimlerini gerekli kılmaktadır.

Bu tezde farksal kodlayıcı ve farksal kod çözüciu birimlerini içeren, eşamanlı demodulasyon prensibini uygulamaya koyan, dört seviyeli faz kodlamalı (QPSK) modulasyon biçimi kısaca analiz edilmistir. Sistemi olusturan birimlerin çesitli işene yordamları incelenmis, hizlı iletim sistemine uygun olanı uygulamaya konalarak $140 \mathrm{Mbit} / \mathrm{s}$ veri hızı ile çalışan bir sistem arafrekans katı olarak gerceklestirilmistir.
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## TABLE OF SYMBOLS

$\left\{a_{n}\right\}$ : Random binary sequence, serial input data stream into the modulator. $\left\{\hat{a}_{n}\right\}$ : Reconstructed random binary sequence, serial output of the demodulator.
$r_{b}$ : Rate of the random binary sequence, $\left\{a_{n}\right\} \quad r_{b}=1 / T_{b}$ (bit/sec.)
$\hat{\mathrm{r}}_{\mathrm{b}}$ : Reconstructed rate of the random binary sequence, $\left\{\hat{a}_{\mathrm{n}}\right\}$. $\hat{\mathrm{r}}_{\mathrm{b}}=1 / \mathrm{T}_{\mathrm{b}}$ (bit/sec.) $\mathrm{CL}_{\mathrm{S}}-$ - Clock signal having rate $\mathrm{r}_{\mathrm{b}}\left(\right.$ or $\hat{\mathrm{r}}_{\mathrm{b}}$ ).
$\left\{I_{n}\right\} \triangleq\left\{I_{1 n} I_{o n}\right\}: 4-1$ evel symbol sequence, output of the serial to parallel converte $\left\{I_{n}\right\} \triangleq\left\{I_{1 n} I_{o n}\right\}$ : Reconstructed $4-1 e v e l$ symbol sequence, parallel data steram into the parallel to serial converter.
$r_{s}$ : rate of the symbol sequence, $\left\{I_{n}\right\} . r_{s}=1 / T_{s}$ (dibits/sec.).
$\bar{r}_{s}$ : Reconstructed rate of the symbol sequence, $\left\{\hat{I}_{n}\right\} . \bar{r}_{s}=1 / T_{S}($ dibits $/ \mathrm{sec})$. $\mathrm{CL}_{\mathrm{p}}$ : Clock signal having rate $\mathrm{r}_{\mathrm{S}}$ (or $\mathrm{r}_{\mathrm{S}}$ ).
$\left\{E_{n}\right\} \triangleq\left\{E_{1 n} E_{o n}\right\}: 4-1 e v e l$ symbol sequence, output of the gray coded differential encoder circuit.
$\left\{\tilde{R}_{n}\right\} \triangleq\left\{\hat{R}_{1 n} \tilde{R}_{\text {on }}\right\}: 4$ level symbol sequence; clocked symbol sequence, $\left\{\tilde{R}_{n}\right\}$. $\left\{P_{n}\right\} \triangleq\left\{R_{n-1}\right\}: 4$ level symbol sequence; single symbol time ( $T_{S}$ ) delayed version of the sequence, $\left\{R_{n}\right\}$.

## I. INTRODUCTION

Quadriphase modems, having theoretical 2 bits/sec/llz spectral efficiency are used in system application were $1 \mathrm{~b} / \mathrm{s} \mathrm{Hz}$ theoretical spectral efficiency of binary phase shift keyed (BPSK) systems are not sufficient, for a given bandwidth. llowever, the price paid for using such a bandwidth efficient system, is to increase the signal to noise ratio (SNR) for a given probability of error, and increased circuit copmlexity. Figure -1, being the general structure of a quadriphase modem, can be used to obtain the block diagrams of various quadriphase modulation schemes by apropriately deleting some modules. The most known types of quadriphase modems can be listed as:

Quadrature phase shift keyed (QPSK) modem : QPSK modem is the minumum structure quadriphase modem. Its block diagram is obtained by deleting the differential encoder and quadrature (Q) arm delay element in the modulator; and the differential decoder and inphase (I) arm delay element in the modulator, of figure-1. However, this modem suffers from phase ambiguity at the receiver, and, when the modulator output is filtered, the modulated signal has large time domain amplitude fluctuations (theoretitally infinite $d B$ ) as the phases of the $I$ an Q arms change simultaneously.

Offset keyed QPSK (OKQPSK) modem : Deleting the differential encoder
and decoder pair of figure-1, we obtain the OKQPSK modem block diagram. Offseting one arm with respect to the other by an amount equal to incoming serial bit duration : Tb , is used to solve the dramatic envelope variation of the filtered QPSK modulated signal. The phase transitions at the $I$ and $Q$ arms of the filtered OKQPSK modulated signal are not instantaneous as in filtered QPSK modulated signal. However the phase transitions can not occur simultaneously, so, only one channel envelope amplitude can be momentarily zero at a time, limiting the envelope variation of the filtered QKQPSK modulated signal to atmost 3 dB .

Differential QPSK (DQPSK) and Differentially encoded QPSK (DEQPSK) modems: The DEQPSK is a coherent detection scheme while DQPSK in not. The former is totally a different story and is skipped. $|1,2,3|$. DEQPSK modem structure is obtained by deleting the offset delay elements only, and differential encoderdecoder pair is left to solve the phase ambiguity problem of the prSk modem, at the cost of ( 3 dB ) error performance.

Differentially encoded, offset keyed QPSK (DEOKQPSK) modem : DEOKQPSK modem has the most complete structure, with the block diagram shown in figure-1, and solves the two problems of the ${ }^{\text {S }} \mathrm{Sk}$ modem. Infact, the differential encoderdecoder pair happenes to be simpler than DEQPSK's one $|2|$

We have started the DEQPSK modem realization as a first step , so, the following chapters will deal with this structure only. However some topics of chapter-2 will deal with QPSK signal, rather than DEQPSK signal, to get some reasonable results concerning the operations of the related blocks. To clarify the reason, suppose that, the sequence of information symbols, $\left\{I_{n}\right\}$, is wide sense stationary (wss) and information symbols are mutually uncorrelated. If this sequence is applied to adifferential encoder, the output sequence, $\left\{E_{n}\right\}$,
turns out to be Markov sequence with correlated symbols; and the over all system has a first order memory. When the above properties of the differential encoder do mot let tisembem to yield a simple result, the differential encoder-decoder pair is assumed not exit in the overall system.

In chapter-2 we have explained the operations and internal organizations of the blocks appearing in the system structure; and chapter-3, deals with the realizations and respective problems of those blocks. Appendix- $\Lambda$ is prepared in order to get familiar with the analytical structure of the DEQPSK modem and band pass signals in additive white Gaussian noise (AWGN), while appendix-13 is organized to clarify the operations of basic system elements and to give design hints.


DEMODULATOR


Figure - $1:$ General block diagram of a quadriphase modem.

## II, DEQPSK THEORY

In this chapter we will review the block of the DEQPSK modem in more detail, then, DEOPSK spectrum and finally its performance.

'/S : Parallel to serial converter

2-A. 1 Serial to parallel converter ( $s / p$ ) and parallel to serial converter ( $p / s$ ).


The binary digits (bits), $\left\{a_{n}\right\}$, from the random binary sequence generator, having the bit rate rb , are mapped uniquely into four dibits (composed of two adjacent pairs of bits) to form information symbols \{ $I_{n}$, having symbol rate, $r_{s}=r_{b} / 2$. The parallel to serial converter is just the reverse of that operation and both circuits have been explained in chapter-3.

2-A. 2 Gray Caded differential encoder and decoder.


Figure-4: Gray coded differential encoder and decoder data flow diagrams.

When the absolute phase of the modulator is transmitted as the source information, carrier recovery circuit (such as quadrupter) usually can not extract the correct reference phase, causing phase ambiguity at the demodulator. To overcome this problem differential encoder reassignes the phase transitions as the source information. Denoting four input symbols and four output symbols as

$$
\begin{array}{ll}
I_{n o}=\bar{I}_{1 n} \cdot \bar{I}_{o n}=00 & I_{n 2}=I_{1 n} \bar{I}_{o n}=10 \\
I_{n 1}=\bar{I}_{1 n} I_{o n}=01 & I_{n 3}=I_{1 n} I_{o n}=11 \\
E_{n o}=\bar{E}_{1 n} \bar{E}_{o n} & E_{n 2}=E_{1 n} E_{o n} \\
E_{n 1}=\bar{E}_{1 n} \cdot E_{o n} & E_{n 3}=E_{1 n} E_{o n}
\end{array}
$$

and using the gray coding property (adjacent symbols differ in only one bit) for the output sequence, $\left\{E_{n}\right\}$, we get the assignment rule for the gray coded differential encoder as follows*

- If input symbol is 00 , then make no phase jump, transmit the same phase,
- If input symbol is 01 , then make a $90^{\circ}$ phase jump,
- If input symbol is 11 , then make a $180^{\circ}$ phase jump,
- If input symbol is $1 C$, then make a $270^{\circ}$ phase jump
* This assignment rule is not unique. Since there are four different input symbols, $I_{n}$, there are also $\frac{4!}{(4-4)!}=24$ different assignment rules.

Hence the state diagram and state table is given as


| Symbol | Description |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | to | 1 | transition |
| $\alpha$ | 0 | to | 1 | transition |
| $\beta$ |  | to | 0 | transition |
| 1 |  | to | 1. | transition |


| Input | $\begin{array}{\|r} \hline \text { Present } \\ \text { state } \end{array}$ | Next state | Behavior | Short cut method |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{I}_{10} \mathrm{I}_{\text {on }}$ | $\mathrm{E}_{1 \mathrm{n}^{\mathrm{E}}} \mathrm{On}$ | $\mathrm{E}_{1 n}^{+} \mathrm{E}_{0}^{+}$ |  |  |
| $0 \quad 0$ | 00 | 00 |  |  |
| 00 | $0: 1$ | $0 \cdot 1$ |  |  |
| 00 | 10 | 10 | 10 | No change |
| $0 \quad 0$ | 11 | 11 | 11 |  |
| 0 0 1 | 00 | $0 \quad 1$. | $0 \cdot \alpha$ |  |
| 0.1 | 01 | 11 |  | Count by 1 in gray |
| $0 \quad 1$ | 10 | 00 |  | sequence |
|  |  | 1.0 |  |  |
|  |  | 1.0 | $\alpha 0$ |  |
| 10 | 01 | $0 \quad 0$ |  | Count by 3 in gray |
| 10 | 10 | 11 | $1 \alpha$ | sequence |
| 10 | $1 \quad 1$ | $0 \quad 1$ |  |  |
| 11 | 0 | 1.1 |  |  |
| 1 | 01 | 10 |  | Count by 2 in gray |
| $1 \quad 1$ | $1 \cdot 0$ | $0 \quad 1$ | $\beta \quad \alpha$ | sequence |
|  | 11 | $0 \quad 0$ | $\beta \quad \beta$ |  |



Flip-flop excitation table

| Behavior | D | J | K |
| :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | X |
| $\alpha$ | 1 | 1 | X |
| $\beta$ | 0 | X | 1 |
| 1 | 1 | X | 0 |
| X | X | X | X |

The J-K flip-flop realization yields (we drop the subscript ' $n$ ' for simplicity)

$$
\begin{array}{ll}
J_{E O}=I_{0} \cdot \bar{E}_{1}+I_{1} & J_{E 1}=I_{1} \cdot \bar{E}_{O}+I_{0} \cdot E_{O} \\
K_{E O}=I_{1} \cdot \bar{E}_{1}+I_{o} E_{1} & K_{E 1}=I_{1} \cdot E_{0}+I_{0} \cdot E_{O}
\end{array}
$$

D flip-flop realization yields

$$
\mathrm{D}_{\mathrm{E} O}=\mathrm{I}_{\mathrm{o}} \cdot \overline{\mathrm{E}_{1}} \cdot \overline{\mathrm{E}_{\mathrm{o}}}+\overline{\mathrm{I}_{\mathrm{O}}} \cdot \mathrm{E}_{1} \cdot \mathrm{E}_{\mathrm{O}}+\mathrm{I}_{1} \cdot \mathrm{E}_{1} \cdot \overline{\mathrm{E}_{\mathrm{o}}}+\overline{\mathrm{I}_{1}} \cdot \overline{\mathrm{E}}_{1} \cdot \mathrm{E}_{\mathrm{o}}
$$

$$
\mathrm{D}_{\mathrm{E} 1}=\mathrm{I}_{\mathrm{o}} \cdot \overline{\mathrm{E}}_{1} \cdot \mathrm{E}_{\mathrm{O}}+\overline{\mathrm{I}}_{\mathrm{O}} \cdot \mathrm{E}_{1} \cdot \overline{\mathrm{E}}_{\mathrm{O}}+\mathrm{I}_{1} \cdot \overline{\mathrm{E}}_{1} \cdot \overline{\mathrm{E}}_{\mathrm{O}}+\overline{\mathrm{I}}_{1} \cdot \mathrm{E}_{1} \cdot \mathrm{E}_{\mathrm{O}}
$$

The differential encoder does just the reverse operation. But if we assume that present received information symbol, $R_{n}=\left\{R_{1 n} \cdot R_{o n}\right\}$, and the previous one, $R_{n-1}=\left\{R_{1(n-1)} \cdot R_{o(n-1)}\right\}$, are available at the input of the decoder, it is no more a sequential but a combinational logic. So with the help of gray coded differential encoding rules, we get the gray coded differential decoding rules as follows

- If the previous symbol and the present symbol are equal, then assign 00 to the output pair,
- If the previous symbol and the present symbol make a gray count by 1, then assign ol to the oupput pair,
- If the previous symbol and the present symbo1 make a gray count by 2, then assign 11 to the output pair,
- If the previous symbol and the present symbol make a gray count by 3 , then assign 10 to the cutput pair.

Dropping the subscript $n$, and defining the previous symbol and received symbol as $\mathrm{R}_{\mathrm{n}-1} \triangleq \mathrm{P}, \mathrm{R}_{\mathrm{n}}=\mathrm{R}$; we get the truth table and output expression given as

| $\overline{\mathrm{I}}_{\mathrm{on}}$ | $\mathrm{P}_{1} \mathrm{P}_{\mathrm{o}}$ |
| ---: | :--- |
| $\mathrm{R}_{1} \mathrm{R}_{\mathrm{o}}$ | 0 0 1 1 <br> 1 0 0 1 <br> 1 1 0 0 <br> 0 1 1 0 |

$\hat{I}_{\text {on }} \mathrm{P}_{\mathrm{j}} \mathrm{P}_{\mathrm{o}}$
$\mathrm{R}_{1} \mathrm{R}_{\mathrm{o}}$

| 0 | 1 | 1 | 0 |
| :--- | :--- | :--- | :--- |
| 0 | 0 | 1 | 1 |
| 1 | 0 | 0 | 1 |
| 1 | 1 | 0 | 0 |


| Present symbol |  | Previous symbol |  | output symbol |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{R}_{1 \mathrm{n}}$ | $\mathrm{R}_{\text {on }}$ | $\mathrm{R}_{1}(\mathrm{n}-1)$ | $\mathrm{R}_{\mathrm{o}}(n-1)$ | $\mathrm{I}_{1 \mathrm{n}}$ | $\hat{\mathrm{I}}_{\text {on }}$ |
| 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 1. | 1 | 0 |
| 0 | 0 | 1 | 0 | 0 | 1 |
| 0 | 0 | 1 | 1 | 1 | 1 |
| 0 | 1 | 0 | 0 | 0 | 1 |
| 0 | 1 | 0 | 1 | 0 | 0 |
| 0 | 1 | 1 | 0 | 1. | 1 |
| 0 | 1 | 1 | 1 | 1 | 0 |
| 1 | 0 | 0 | 0 | 1 | 0 |
| 1. | 0 | 0 | 1. | 1 | 1. |
| 1 | 0 | 1 | $\cdots$ | 0 | 0 |
| 1 | 0 | 1 | 1 | 0 | 1 |
| 1 | 1 | 0 | 0 | 1 | 1 |
| 1 | 1 | 0 | 1 | 0 | 1 |
| 1 | 1 | 1 | 0 | 1 | 0 |
| 1 | 1 | 1 | 1 | 0 | 0 |



$$
\begin{aligned}
& \hat{I}_{o n}=R_{o} \bar{P}_{1} \bar{P}_{o}+\bar{R}_{o} P_{1} P_{o}+R_{1} \bar{P}_{1} p_{o}+\bar{R}_{1} P_{1} \bar{P}_{o} \\
& \hat{\mathrm{I}}_{1 n}=R_{o} P_{1} \bar{P}_{o}+\bar{R}_{o} \bar{P}_{1} P_{o}+R_{1} \bar{P}_{1} \bar{P}_{o}+\bar{R}_{1} P_{1} P_{o}
\end{aligned}
$$

It is certain that in the case of noise free environment $\left\{\widehat{I}_{n}\right\}$ should equal to $\left\{I_{n}\right\}$, and this is checked analytically.

2-A.3. Multiplier, $90^{\circ}$ phase shift circuit, IF amplifier, power summer and spilitter networks.

The analog multiplier must have wide bandwidth (ideally, minimum 70 $\mathrm{M}_{\mathrm{Hz}}$ ) at the IF frequency $(1.40 \mathrm{MHz}$ ) with as iittle as possible PM-AM conversion. The balanced mixer has extremely wide bandwidth compared with monolithic integrated circuit multipliers, however, due to unbalance, it may have mire isolation amoung its ports. With proper choise of signal levels, the mixer feedthrough and highorder intermodulation products are minimized. The biphase modulator used at the modulator side, is nothing but a balanced mixer except for improved amplitude and phase match between the two states. (For technical data refer to I.C. specifications section.)

This modem is designed to be an IF stage, so, in the operating system modulator and demodulator are connected with an IF amplifier only, there is no RF stage in between them. The amplifier is left to Chapter-3, and the rest of this section can be found from the related appendices.

It is certain that the heart of the coherent demodulator is the carricr synchronization and this subject has been extensively analyzed in the literature. To proced with the investigation of various $C R$ schemes, the target value of rms phase jitter (var $\sqrt{\Phi}$ ) or the tolerated circuit complexity has to be known priori. The rms phase jitter depends severely on the bandwidth efficiency of the modulation scheme, and can be found either graphically ( $\mathrm{P}_{\mathrm{e}}$ versus rms phase jitter), or analytically from the previous works. The types of carrier recovery schemes can be listed as follows.

1. Maximum a posteriori probability (MAP) and maximum likelihoud (ML) estimators of carrier phase. |2,17|
2. Costas loop of carrier phase recovery $|1,2,15,16|$
3. Demod-remod carried phase recovery. $|2,18,19|$
4. Joint recovery of carrier phase and symbol timing recovery. |2|
5. nth order power law carrier phase recovery $|1,2|$
6. Decision feedback PLL. |1|.

Maximum likelihood estimator is employed when the estimated parameter (carrier phase) is unknown but not random. However, if estimated parameter is a randon variable MAP estimator comes into use, and in this case when the random parameter (carrier phase) has a uniform distribution, ML and MAP estimators are equivalent. $|2|$. In the MAP estimator strategy the observation of the incoming PSK signal, $s(t)$, corrupted by, additive channel noise, $n(t)$ (narrowband bandpass process), on the interval $\left[0, T_{S}\right]$ with the pre-knowledge of signal pulse shape $(p(t))$, carrier frequency and precise symbol timing, are
used to estimate the carrier phase, $O(t)=\theta$ (assumed constant in the interral $\left[0, T_{s}\right]$ ), which maximizes the conditional probability $p(0(t) \mid ะ(t)+n(t))$. (Figure-5). However it leads to closed loop implementation with active arm filters, mached to the signal pulse shape, $p(t)$, and requires the symbol synchronization pulses to drive the matched filter, all of which make this strategy difficult to implement.

When the active arm filters are replaced by passive low pass filters, accumulator by analog loop filter, bumped phase oscillator by voltage controlled oscillator (VCO) and hyperbolic tangent (tanh) non1inearity by
$\tanh X \cong \begin{cases}X & X \ll 1 \text { : low SNR approximation } \\ \operatorname{sgn} X & X \gg 1 \text { : high SNR approximation }\end{cases}$
then, one obtains the conventional Costas loop and polarity type Costas loop respectively. |17|. (Figures-7.8) In this case, for a given rate and SNR one can find the optimum filter bandwidth in the sense of minimizing the square rms phase jitter, even, when the symbol synchronization is known, an integrate and dump filter placed on the arms, can still improve the carrier to noise ratio about 4-6 AB depending on data rate. $|15|$ on the other hand conventional quadriphase Costas loop (Figure -6) and small SNR practical realization of MAP estimator loop (figure -11 ) are equivalent stochastically. $|1 \%|$ So we conclude that conventional quadriphase Costas loop and its previously shown equivalent $|17|$, the fourth power loop (figure-9), are low SNR practical realizations of the MAP estimate loop, for QPSK.

The demod-remod tracking loop, joint recovery of carrier phase and
signal timing, and decision feedback plL are left to references listed previously.

The fourt power loop, when excited by QPSK signal, has the phase error variance (square phase jitter) of $|2|$ :

$$
\begin{aligned}
& \operatorname{Var} \phi=\mathrm{B} . \mathrm{T}_{\mathrm{S}} \cdot\left[0.1125+1.4625 \frac{1}{\gamma_{\mathrm{b}}}+24.469 \frac{1}{\gamma_{\mathrm{b}}{ }^{2}}+21094 \frac{1}{\gamma_{\mathrm{b}}{ }^{3}}\right. \\
& \left.+2.531 \frac{1}{\gamma_{b}{ }^{4}}\right] \\
& B=\text { nosie equivalent bandwidth of the bandpass filter (or PIJ) located at } 4 \text { time } \\
& \text { IT carricr frequency }\left(f_{I F}\right):(i n l z)
\end{aligned}
$$

$T_{s}=$ symbol duration
$N_{0}=$ double sided noise spectral density at the input of the CR loop.

$$
\gamma_{\mathrm{b}}=\frac{\mathrm{A}^{2} \mathrm{~T}_{\mathrm{S}}}{2 \mathrm{~N}_{\mathrm{O}}}=\text { QPSK signal, SNR : (see Chapter -2.B.) }
$$

Where it is assumed that Nyquist base band pulse shaping is used, $p(t)=A$ sinc $\left(t / T_{s}\right)$, and $B \ll \frac{1}{T_{S}}$. Clearly the steady state rms phase jitter can be made as small as possible, by reducing the loop bandwidth, almost independently from the SNR. However small bandwidth means; inability to track instabilites in the transmitted carrier, prolonged acquisition time for phase recovery, and in the case of passive band pass filter, unsymetry of band pass filter due to mistuning, which degrades the performance of the CR circuit.


Fig -5 : MAP estimation loop for carrier phase (OPSK)


Fig-6 : Conventional quadriphase Costas loop (OPSK)


Fig -7 ; Large SNR practical realization of MAP estimator loop with parssive arm filters (OPSK)


Fig - 8 : Small SNR practical realization of MAP ẹstimator loon with passive arm filters (QPSK)


Fig - 9 : Fourth power law carrier phase recovery (QPSK)

The symbol timing extraction, for QPSK signal, can be done basically in two ways, directly on the QPSK modulated signal, parallel symbol timing recovery (PSTR) ; $|13|$, or at the baseband, serial symbol timing recovery (SSTR): $|14|$. But both STR techniques employ nonlinear signal processing elements analog (balanced mixer) or discrete (exclusive-OR gate) type, which generate the discrete prectral components at the multiples of symbol rate, $\mathrm{r}_{\mathbf{s}}$. The nonlinear element may be implemented by a differentiator, a full wave rectifier, a threshold crossing circuit, a half bit delay detector, a squarer, a fourth power circuit, exclusive-OR gate, a delay and multiply circuit. However the last two are superior over the rest, in the performance, complexity and cost $|14|$.

The delay and multiply PSTR scheme is faster in aquisition and when the delay element is perfectly calibrated, has 3 dB higher performance compared to exclusive -OR gate SSTR scheme, however the former is more simpler to implement

## Exclusive -OR gate SSTR

 output

> Figure -10 : Exclusive -OR gate SSTR.

The symbol timing clock is recovered from either channcl arm filter output* of the demodulator, which contains filtered, non-retun-zero (NRZ) binary random sequence, corrupted by channel noise. We assume that this
equence is WSS, having mutually uncorrelated equiprobable symbols. The output of the hard limiter resembles a return-zero (RZ) random binary sequence, but it contains transition jitter, due to channel noise and intersymbol-interference (ISI), caused by arm filter. However an experimental evidence is given by the author $|14|$ that, the undesired power of $v(t)$, due to transition jitter, is negligible as compared to that of $R Z$ continuous spectral components close to symbol rate frequency. So the jitter free power spectral density of the signal, at the output of hard limiter, having states ( $0, \mathrm{~A}$ ) is given from appendix. A-4 as:

$$
G_{v v}(f)=\frac{\Lambda^{2}}{4} \cdot T_{s} \operatorname{sinc}^{2} f T_{s}+\frac{\Lambda^{2}}{4} \cdot u_{0}(f)
$$

Where. $T_{s}$ is the symbol duration, as before, and $u_{o}(f)$ is the unit impulse function. It is clear that $G_{V v}(f)$ has no spectral components at the symbol rate frequency. The power spectral density at the output of exclusive-OR gate is given as $|14|$.

$$
\begin{aligned}
G \tilde{v} \tilde{v}(f)= & \frac{2 \Lambda^{2} d^{2}}{T_{s}} \operatorname{sinc}^{2}(f . d)+\frac{\Lambda^{2} \cdot d^{2}}{T_{s}^{2}}\left[u_{o}(f)+2 \sum_{1}^{\infty} \operatorname{sinc}^{2}\left(\frac{m d}{T_{S}}\right)\right. \\
& \left.\cdot u_{o}\left(f-\frac{m}{T_{s}}\right)\right] \\
= & C(f) \quad \\
& +D(f)
\end{aligned}
$$

where ' $\Lambda$ ' is the output high level of the hand limiter, as defined above and

* It is advisable to employ both arms ( $I, Q$ ) of the domodnlator to extract the . symbol timing. This is accomplished simply, by performing the operation of figure -10 (ip to the band-pass filter) on both arms, indopendently and then(wire OR'irg the two pathsbefore they enter to the band pass filter.
'd' is shown in Figure -10 It is obvious that it does contain line spectra, $\mathrm{D}(\mathrm{f})$, at the multiples of symbol rate frequency, $\frac{1}{\mathrm{~T}_{\mathrm{s}}}$.

The value which determines the best operating point, is the ratio of discrete to residual continuous spectral power (defined as SNR), since it is this ratio which causes clock timing jitter at the output of the bandpass filter. If the bandpass filter is narrow enough ( $B \ll 1 / T S^{\prime}$ ), the continuous spectrum of the signal within that bandwidth can be assumed flat, so the continuous spectral power at the output of the bandpass filter is :

$$
C\left(1 / \mathrm{T}_{\mathrm{s}}\right)=B \cdot \frac{2 \Lambda^{2} \mathrm{~d}^{2}}{T_{s}} \cdot \operatorname{sinc}^{2}\left(\mathrm{~d} / \mathrm{T}_{\mathrm{s}}\right)
$$

and the line spectral at the symbol rate frequency is :

$$
D\left(I / T_{s}\right)=\frac{2 \Lambda^{2} d^{2}}{T_{s}^{2}} \cdot \operatorname{sinc}^{2}\left(d / T_{s}\right)
$$

Therefore the signal to noise ratio, as defined previously, is :

$$
(S N R) \triangleq \frac{\Delta\left(1 / T_{S}\right)}{C\left(1 / T_{S}\right)}=\frac{1}{B \cdot T_{S}}=\frac{f_{0}}{B}=Q
$$

Where $Q$ and $f_{o}$ are the quality factor and center frequency of the bandpass filter, respectively.

From the last equation, we conclude that, the delay element, having delay $d, \quad 0<d<T_{S}$, has no effect on the performance, and high $Q$ filter can reduce the clock timing jitter, at the expense of prolanged acquisition
time and inability to track the instabilities of the transmitted clock timing signal.

REMARK :

When bandpass filter is implemented by PLI with phase frequency detector, the phase frequency detector is misdirected by the random signal where some transitions are missing. (see timing diagram of Chapter -3.7.) The LC prefilter with high $Q$ can introduce many transitions, of almost correct phase, each time it is driven by the data transitions of different phase, hence, improves the operation of phase detector.

## 2-A. 6 Demodulator



Figure -11 : Demodulator structure.

Demodulation is performed by passive lowpass filters (2 nd order Burtterworth) followed by zero voltage threshold comparators and latches, driven by STR module; due to high data rate and zero mean bipolar input signals. The disadvantage of passive lowpass filter is that, it introduces ISI, if it doesn't have sufficient bandwidth, however large bandwidth means
more noise power injected at the entry of the decision circuit.

The error performance degradation due to the passive filter and filter caused ISI becomes very complex even for the simple RC filter case*, and this subject is not analyzed, but filter bandwidth is chosen equal to symbol data rate. $|3|$

2 - B. SPECTRUM and SPECTRAL EFFICIENCY

In appendix $A .4$ the spectral characteristics of digitially modulated signals (when the information source is WSS) are given. If we also assume that, rectangular baseband pulse shaping is employed and complex symbols are mutually uncorrelated having zero mean, $m_{I}=0$, and unity variance, $\sigma_{I}^{2}=1$, we get

$$
\begin{aligned}
& p(t)= \begin{cases}A & 0 \leqq t \leqq T_{S} \\
0 & \text { else }\end{cases} \\
& |P(f)|^{2}=A^{2} \cdot T_{s}^{2} \cdot \operatorname{sinc}^{2}\left(f \cdot T_{s}\right)
\end{aligned}
$$

So, equivalent lowpass power spectral density of the quadriphase modulated signal is :

$$
G_{u u}(f)=\frac{\sigma_{I}^{2}}{T_{S}} \cdot|P(f)|^{2}+\frac{\left|m_{I}\right|^{2}}{T_{S}^{2}}|P(0)|^{2} \cdot u_{O}(f)=A^{2} \cdot T_{s} \operatorname{sinc}^{2}\left(f . T_{S}\right)
$$

[^0]and the modulated power'density spectrum :
$$
G_{s s}(f)=\frac{1}{2}\left|G_{u u}\left(f-f_{c}\right)+G_{u u}\left(-f-f_{c}\right)\right|
$$

On the other hand, the well known ISI free theoretical minumum bandwidth (Nyquist bandwidth) of a baseband information sequence, having a rate, $r_{s}$ is:

$$
\mathrm{r}_{\mathrm{min}} \geqq \mathrm{r}_{\mathrm{s}} / 2
$$

where equality holds with a very special pulse shape, sinc pulse. However when the signal is double sideband modulated, it occupies the twice bandwidth at the RF channel, calling this bandwidth transmission bandwidth, $\mathrm{B}_{\mathrm{H}} \mathrm{P}$, we get :

$$
\mathrm{B}_{\mathrm{T}}=2 \mathrm{~B}_{\mathrm{min}} \geqq \mathrm{r}_{\mathrm{s}}=\frac{\mathrm{r}_{\mathrm{b}}}{2}
$$

So the bandwidth efficiency, BWEFF, is :

$$
\text { BWEFF }=\frac{r_{\mathrm{b}}}{\mathrm{~B}_{\mathrm{T}}} \leqq 2 \mathrm{bits} / \mathrm{sec} / \mathrm{Hz} \text {. }
$$

Again equalitity holds only for sinc baseband pulse shaping and it is an upper bound. When $\alpha$ roll of risedemsine pulse shaping is used, we get

$$
\begin{aligned}
& \mathrm{B}_{\mathrm{T}}=(1+\alpha) \mathrm{r}_{\mathrm{S}} \\
& \text { BWEFF }=\frac{2}{1+\alpha} \mathrm{b} / \mathrm{s} / \mathrm{H}_{\mathrm{z}}
\end{aligned}
$$

as a typical achivable efficiency. ( $\alpha \neq 0$ )

2 - C. ERROR PERFORMANCE

The direct error performance calculation of DEQPSK modem is very complex $|1, p p .161,164|,|2, p p .155|$, and it is usually given graphically due to non-elementary functions. However binary phase shift keyed (BPSK) modem performance is extensively analyzed and can be adopted to DFQPSK case, giving considerable design insight.

IF the BPSK signal is corrupted by additive white Gaussian noise (AWGN) and demodulated by a matched filter receiver (or its error performance equivalent Nyquist channel receiver), the bit error probability of this system $|1,2|$ becomes

$$
P_{\mathrm{b}}=\frac{1}{2} \operatorname{erfc} \sqrt{\gamma_{b}}
$$

where $\gamma_{b}=\frac{\varepsilon}{N_{0}}=$ received $S N R$ per bit,

$$
\begin{aligned}
\varepsilon & =\text { Received energy in a single bit time, } \\
N_{O} & =\text { Double sided noise spectral density } \\
\operatorname{erfc}(X) & =\text { complementary error function. }
\end{aligned}
$$

If the BPSK signal has a rectangular baseband pulse shaping, and has a peak amplitude of ' $A$ ' at the input of receiver, from appendix-A. 1 we have;

$$
\begin{aligned}
u(t) & =\left\{\begin{array}{l}
A \\
0
\end{array}\right. \\
\varepsilon & =\frac{A^{2} T b}{2} .
\end{aligned}
$$

When there exists neither crosstalk nor interference between the signals on the I and Q arms of the QPSK demodulator (perfect coherent demodulation), the bit error probability of this modem is identical to bic error probability wi sY̌sK modem $|1|$

$$
P_{b, Q P S K}=\frac{1}{2} \operatorname{erfc} \sqrt{\gamma_{b}}
$$

Since the differential decoding is performed after the signal regeneration, error multiplication by factor of two can occur during decoding. So ideally we have :

$$
\cdot{ }_{b_{3} \text { DEQPSK }}=\operatorname{erfc} \sqrt{\gamma_{b}}
$$

## III. HARDWARE AND HARDWARE DESCRIPTION OF THE SYSTEM

This section includes the circuit realizations and their operational descriptions of the blocks described in chapter -2 ; and some recommendations concerned with the operations and calibrations of those circuits. However, before proceeding to this chapter, we have some remarks to bear in mind.

First, the analog parts of the system were designed and calibrated (such as $50 \Omega$ matched transistor RF amplifier) with the help HP.'s RF equipment set. So, the RF techniques used, for both analog $|4,5|$ and digital $|6|$ circuits, have not mensioned in this thesis.

Second, the system is realized in a modular way, enabling the operation of each module to be tested independently. However, this modular structure has introduced some redundancy for some digital circuits. So, in this chapter, we introduced and described two networks, (only for those reduntant circuits) one being the implemented circuit, and the other, called basic circuit, being the recommended circuit if modulator and demodulator had been conctructed on single cards, respectively.

## 3.1- SERTAL TO PARALLEL CONVERTER

Basic circuit : The serial input stream is passed through a two bit shift register, and serial clock is divided by two, to form the parallel clock. However, due to finite delay of this divider, shift register outputs have to be delayed appropriately, before they are latched by output flipflops, via parallel clock. Assume that, input data strean has a form

$$
(\ldots \ldots ., \mathrm{D}, \mathrm{C}, \mathrm{~B}, \mathrm{~A})
$$

where ' $\Lambda$ ' is the very first data bit sent, then, the output symbol sequence is formed as

$$
\binom{I_{1}}{I_{0}}=\binom{B}{A},\binom{D}{C}, \ldots
$$

which will be useful when converting to serial again, at the demodulator.

Implemented circuit : The implemented circuit differs somewhat. First the serial input sequence and the serial clock are buffered; and the shift register pair is clocked with the falling edge of the serial clock. So, $\mathrm{Tb} / 2$

gate delay $=t_{p d}$

* 10131 ECL D. flip-flop requirements :

Data should be stable $t_{\text {set, up }}{ }^{(1 \mathrm{~ns})}$ soconds
secods delay is generated in between the shift register pair and output lacthes. (See timing diagram.) There is still a third difference, the reset circuit, added for the check of circuit operation during test. 'He very firsthigh state of data will enable the operation of the serial to parallel converter and acts as a kind of synchronizer. Ihe basic circuit should not include this reset circuit.


Timing diagram



- SERIAL TO PARALLEL CONVERTER-
(Tmnlemented circuit.)
3.2 - PARALLEL TO SERIAL CONVERTER.

The basic circuit is very simple in this case. The parallel data outputs ( $\hat{\mathrm{I}}_{1}, \hat{\mathrm{I}}_{0}$ ) are sampled and latched by the serial clock, $\mathrm{CL}_{\mathrm{s}}$, twice in a single symbol time, $T_{S}$. Each time as the symbol clock (also called parailel clock), CLs, makes a positive transition, a new symbol appears at the inputs of the parallel to serial converter, and this symbol has a form*

$$
\binom{\hat{I}_{1}}{\hat{I}_{0}}=\binom{\bar{B}}{\hat{A}},\binom{\bar{D}}{\hat{C}}, \cdots
$$

So, at the high state of the paralle1 clock, least significant bit of the symbol, $\hat{I}_{0}$, is enabled and latched first, then, at the low state, most significant bit, $\hat{I}_{1}$, is enabled and latched. Therefore, the output sequence is reconstructed as the original one, as

$$
(\ldots . \widehat{\mathrm{D}}, \widehat{\mathrm{C}}, \widehat{\mathrm{~B}}, \widehat{\mathrm{~A}})
$$

In the implemented circuit, the divide by two flip-flop, just after the VCO of the STR card, is also copied in this card, which is in the same phase as the original one, and rest is totally the same.


Timing diagram.


## 3.3 - GRAY CODED DIFFERENTIAL ENCODER AND DECODER

Refering to differential decoder circuit, the symbol sequence, $\left\{\tilde{R}_{1} \widetilde{R}_{\alpha}\right\}$, being: the outputs of the decisioncircuits, has not a proper form to operate the differential decoder circuit, since it has state transitions just on the middle of succesive falling edges of the symbol clock, $\mathrm{CL}_{\mathrm{p}}^{*}$. The first D flip-flops convert this sequence into a proper form, $\left\{\mathrm{R}_{1} \mathrm{R}_{\mathrm{o}}\right\}$, and the second D flipflops serve as delay elements. The rest of this circuit and the differential encoder circuit perform the respective Boolen function operations, as described in chapter -2.

However, due to simplicity, it is advisable to use J-K flip-flop realization in the encoder circuit.

[^1]

- GRAY CODED DIFFERENTIAL ENCODER-


4 AND gate $=110104$ ECL IC,
2 D flip-flop=1 10131 ECL IC.
All emitters have $510 \Omega$ bias resistors

* Emitter bias resistors are on the following stage.

-GRAY CODED DIFFERENTIAL DECODED-


## 3.4 - MODULA'TOR AND PONER SUMMER

The modulator is builded around biphase modulator IC, PM 101, whose electrical characteristics are given in IC specifications section. PM 101 modulators are driven by the line receiver IC, with 10 in drive current in either state. The IF oscillator ( 140 Mmz external oscillator) is spilled into two, to drive the inphase (I) and quadriphase (Q) channel phase modulators. The $Q$ channel oscillator is $90^{\circ}$ phase shifted* prior to the entry into the modulator. The most significant bit of the symbol, $\mathrm{I}_{1}$, is fed into the $I$ channel and least significant bit, $I_{0}$, into the $Q$ channel modulators, respectively, which must be remembered when constructing the demodulator. Finally outputs of $I$ and $Q$ channel modulators are resistively summed, to form the composite DEQPSK modulated IF signal.

* The phase shift circuit is a lossless impedance matching network with prescribed phase shift. So it is a minimum 3 element network. The formulas for ' $\Pi$ ' network are

$$
\begin{aligned}
& z_{A}=z_{C}=-j R_{O}\left(\frac{\sin \beta}{1-\cos \beta}\right) \\
& z_{B}=j R_{O} \sin \beta
\end{aligned}
$$

If we define $\beta=+\pi / 2$ we obtain one inductor only and we get

$$
x_{L}=x_{C}=R_{0} .
$$



- MODLILATOR AND SUAEIER STAGE-

Not: Resistor values are in ohm, unless otherwise specified.


Not : Resistor values are in ohm, unless
otherwise specified.

3-5 . IF AMPLIFIER STAGE

This network was already available at the laboratory and duplicated for this modem.

## 3.6 - DEMODULATOR INPUT STAGE

The received DEQPSK modulated signal is divided into three paths (where power division ratios are shown on the circuit diagram), two into $R F$ channel of the double balanced mixers and one into the carrier recovery (CR) circuit. The output of $C R$ circuit is an ECL gate and is insufficient to drive the two LO inputs of the mixers. So, it is fed to the attenuator followed by single amplifier circuit. The attenuator is a 96 dB ' L ' section attenuator, having $180 \Omega$ and $50 \Omega$ impedances at the gate and transistor sides respectively, in order to minimize the loading on the gate. The transistor amplifier output is divided into two, one directly driving the LO input of the inphase (I) channel mixer, and the other, driving the LO input of the quadrature (Q) channel mixer, after it is passed through a $90^{\circ}$ phase shift network.. Outputs of mixers are lowpass filtered, with second order Butterworth filters (called arm filters), having 70 MHz 3 dB bandwidths. The I channel filter output is applied to the symbol timing recovery (STR) circuit, which extracts the symbol timing signal, $\mathrm{CL}_{\mathrm{p}}$. Arm filter outputs are also applied to the decision comparators, an these comparators are enabled by the STR circuit, with the symbol timing signal, $\mathrm{CL}_{\mathrm{p}}$, to form the digital $\mathrm{I}\left(\tilde{R}_{1}\right)$ and $Q\left(\tilde{R}_{0}\right)$ signals.

[^2]Not : Resistor values are in ohm, unless otherwise specified.
$\div$ : See chapter -3.8 .
$5.2 \mathrm{~V}+5.0 \mathrm{~V}$
-

## 3.7 - SYMBOL TIMING RECOVERY (STR) CIRCUIT**

This circuit extracts the data synchronization signal of the modulator input data stream, and requires fine calibration due to high data rate.

The delay element,'d', is implemented simply by cascaded exclusive -OR ECL gates. The LC prefilter and the following comparator is not included in the circuit card, but, ín connection with chapter -2 and the timing diagram below, it is advisable to involve this circuit, in order to improve the operation of the phase detector.

The output of the VCO, being $\mathrm{t}_{\mathrm{d} 5}$ seconds ahead of the parallel clock (CLp), is tuned to 140 MHz and is used as a serial clock, $\mathrm{CL}_{\mathrm{S}}$, to drive the parallel to serial converter circuit and all the circuits external to the DEQPSK demodulator. The outputs of the divide by two flip-flop, $\mathrm{CLp}_{\mathrm{p}}$, and its complement, $\overline{\mathrm{CL}}_{\mathrm{p}}$, are the basic reference synchronization signals extracted at the demodulator. Since the $\mathrm{CL}_{\mathrm{p}}$ signal enables the decision circuit (see timing diagram), it requires fine calibration, in order for the system performance not to degrade. This is accomplished.. simply, by inserting a digital delay element, ' $D_{1}$ ', in between the output of divide by two flip-flop and ' $V$ ' input of phase detector, which effectively removes the signal path length differences of STR circuit and decision circuits.

* This circuit is not complete yet, so it is not inserted into the system.

Figurc-12 : Serial symbol timing recovery scheme, extended block diagram.

Notes : 1) Framed elements are not included in the implemented circuit (see text).
2) $\mathrm{D}_{1} \triangleq \mathrm{td}_{1}+\mathrm{td}_{2}+\mathrm{td}_{3}-\mathrm{td}_{4}$


Timing diagram : İdeal elements and jitter free input signal case Note : the arrow of the ' $\mathrm{D}^{\prime}$ waveform designates the optimum sampl times for decision circuits.


Not : Resistor values are in ohm, unless otherwise specified.

* Emitter bias resistors are on the stages drived by this unit.

2 D flip-flop $=110131$ ECL IC.
3 exclusive-OR gate $=3 / 410113$ ECL IC.

## 3.8 - CARRIER RECOVERY (CR) CIRCUIT.

This circuit extracts the IF carrier (being DEQPSK modulated) of the modulator and requires fine calibration in order for overall performance not to degrade. (See remark.)

The input preamplifier is used for both isolation and gain purpose before driving the fourth power device. 'L' section impedance matching is performed on both input and output, with HP impedance matching set. The fourth power device is a single transistor biased to the cut off region. The output of this transistor is tuned (parallel tank) to 560 MHz , while input is matched ( ${ }^{\prime} \pi$ ' network) at 140 MHz with large signal parameters. For proper operation in the wide frequency range ( $110 \mathrm{MHz}-170 \mathrm{MHz}$ ) it is also neutralized. Output of this stage feeds a bandpass filter located at 560 MHz . (This filter was already available at the laboratory). Finally, an output amplifier is used to bring the signal to a sufficient level $(+10 \mathrm{dBm},+8 \mathrm{dBm})$ to drive the prescaler. It is again a transistor amplifier and its input and output are matched at 560 MHz , with two 'L' sections. The PLL section (whose card was also available) sees a divide by 64 prescaler, operating on the reference signal path, and divide by 16 circuit, operating at the feedback signal path. Therefore, the VCO output is locked to one fourth of the reference signal, i.e. IF frequency ( 140 MHz ) is extracted at the output of loop VCO. The maximum VCO frequency is set to 145 MHz , since otherwise feedback divide loop does not operate properly, due to speed 1imitations of those IC's.

Remark : Due to finite delay of the elements in the CR circuit signal
path, the LO inputs of arm mixers do not have $0^{\circ}$ phase IF carrier signal. This delay, called $D_{2}$, is infact small, but still cause large phase errors due to high $I F$ carrier signal. (Phase error $=2 \pi f_{I F} D_{2}$ ) So, it is recommended to put a phase shift circuit (see figure -13) in order to compensate this phase error. The calibration operation can be done best experimentally, in a very simple way, as follows. Send If carrier signal ( 140 MHz ) to the demodulator input. Observe the output of $I$ channel arm mixer and adjust the phase shift, such that the mixer output contains twice of IF carrier frequency and a DC component only.


Figure - 13 : CR extenciec̉ block diagram.
$D_{2}=t_{c i 1}-t_{d 2}+t_{d 3}$
$\div$ : See text.

 unless otherwise specified. 2 D flip flop $=110131$ ECL IC.

## IV. EVALUATION AND CONCLUSION

We have taken the very first step in the establishment and improvement of a quadriphase modem. The system structure was selected to be DEQPSK and realized in a modular way. All of the modules, except the STR module, have been tested and put together to form the DEQPSK modem.

The calibration of the modulator has been done, and the whole modulator has been made ready to operate on a single card, with the recommendations of chapter -3. But the $90^{\circ}$ phase shift network, on the IF oscillator path, is better to be redesigned with the help of appendix $B-2$, or, if available, a qudrature $\left(90^{\circ}\right)$ hybid can still improve the operation of the modulator.

The same recommendation, for the $90^{\circ}$ phase shift network, also applies to the demodulator's quadratúre arm $90^{\circ}$ phase shift network. Having supplied the data synchronization signals ( $\mathrm{CL}_{\mathrm{p}}, \overline{\mathrm{CL}}_{\mathrm{p}}, \mathrm{CL}_{\mathrm{s}}$ ) from the modulator card, the whole system had been tested only at $8 \mathrm{Mb} / \mathrm{s}$ data rate, due to nonavailability of proper data source, at that time.

The next step to be performed, is to put the STR circuit into operation in conform to the other parts of the demodulator. By this way, once fixing the structure of the demodulator, it is advisable to combine the demodulator,
btt mainly the analog portions of it, in a single card, since otherwise reither fine system calibration, nor full data rate of operation is possible to manage. After all, when both modulator and demodulator being implemented on sing1e cards, the system wil1 become to ready undergo performance test and to use.

## APPENDICES

## ^- -1 : BANDPASS SIGNALS

1. A real valued narrow band-pass signal $s(t)$ in the vicinity of a frequency $f_{c}$ can be expressed as :

$$
\begin{aligned}
s(t) & =n(t) \cos \left(2 \pi f_{c} t+\theta(t)\right) \\
& =x(t) \cos \omega_{c} t-y(t) \sin w_{c} t \\
& =\operatorname{Re}\left\{u(t)_{c} j 2 \pi f_{c} t\right\}
\end{aligned}
$$

where $a(t)$ : envelope of $s(t)$

$$
\begin{aligned}
& f_{c}: \text { earrier of } s(t) \\
& x(t), y(t): \text { quadrature components of } s(t) \\
& u(t): \text { complex envelope of } s(t) \\
& \theta(t): \text { phase of } s(t)
\end{aligned}
$$

and

$$
\begin{array}{ll}
x(t)=a(t) \cos 0(t) & y(t)=a(t) \sin 0(t) \\
u(t)=a(t) e^{j 0(t)}= & x(t)+j y(t)
\end{array}
$$

These components are called the low-pass signals since the frequency contents of them are concentrated at low frequencies with respect to $f_{c}$ due
to narrow band nature of $s(t)$. It is simple to show that
F.T. $\{s(t)\}=S(f)=\frac{1}{2}\left[U\left(f-f_{c}\right)+U^{*}\left(-f-f_{c}\right)\right]$
$\left\{\right.$ Energy of the signal \}$=\varepsilon=\left\langle s^{2}(t)\right\rangle=\int_{-\infty}^{+\infty} d t s^{2}(t)=\frac{1}{2} \int_{-\infty}^{+\infty}|u(t)|^{2} d t+\frac{1}{2}$
$\underset{-\infty}{+\infty} d t|u(t)|^{2} \cos \left(4 \pi f_{c} t+\theta(t)\right)$
$\varepsilon \cong \frac{1}{2} \int_{-\infty}^{+\infty} d t|u(t)|^{2}=\frac{1}{2} \cdot \int_{-\infty}^{+\infty} d t a^{2}(t)$
2. Real time response band-pass filter $h(t)$ (or $H(f)$ ) can be expressed interms of equivalent complex low-pass filter component, $c(t)$, (or $C(f)$ ) as follows;

3. Response of band-pass system to band-pass signal:

Let :

$$
\begin{aligned}
& s(t)=\operatorname{Re}\left\{u(t) e^{j 2 \pi f_{c} t}\right\} \\
& h(t)=2 \operatorname{Re}\left\{c(t) e^{j 2 \pi f_{c} t}\right\}
\end{aligned}
$$

then $\quad R(E)=S(f) \cdot H(E)=\frac{1}{2} \quad\left[U\left(f-f_{C}\right)+U^{*}\left(-f-f_{C}\right)\right] \cdot\left[C\left(f-f_{c}\right)+C^{*}\left(-f-f_{c}\right)\right]$

$$
R(f)=\frac{1}{2}\left[U\left(f-f_{c}\right) \cdot C\left(f-f_{c}\right)+U^{*}\left(-f-f_{c}\right) C^{*}\left(-f-f_{c}\right)\right]
$$

since crossterms vanishes due to narrow band nature.
where

$$
R(f) \triangleq \frac{1}{2} \cdot\left[V\left(f-f_{c}\right)+V^{*}\left(-f-f_{c}\right)\right]
$$

$$
V(f)=U(f) \cdot C(f)
$$

## Rewriting

$$
v(t)=u(t) * c(t) ; V(f)=\left\{(f) \cdot C(f) \quad \text { and } r(t)=\operatorname{Re}\left\{v(t) e^{j 2 \pi f c t}\right\}\right.
$$

Bandpass and Lowpass Representations


So that transformation from band-pass to low-pass (or vice versa) can be done at any point on the block diagram and the rest can be analyzed with that representation.

## A - 2 : BANDPASS STATIONARY STOCHASTIC PROCESS REPRESENTATION

Suppose $s(t)$ is a sample function ofaW.S.S. stochastic process with power spectral density (p.s.d) of $G_{s i s}(f)$ located in the vinicity of fe The stochastic process $a(t)$ is said to be narrow band band-pass process if the width of $G_{S S}(f)$ is much smaller than the carrier $f_{c}$. In that case, the sample function $s(t)$ has equivalent low-pass representation given in app. A-l. The autocorrelation (AC) function of $s(t)$ is :

$$
\begin{aligned}
R_{S S}(t, \zeta)= & E\left\{s^{*}(t) s(t+\zeta)\right\} \\
= & E\left\{[ x ( t ) \operatorname { c o s } 2 \pi f _ { c } t - y ( t ) \operatorname { s i n } 2 \pi f _ { c } t ] \cdot \left[x(t+\zeta) \cos 2 \pi f_{c}(t+\zeta)\right.\right. \\
& \left.\left.-y(t+\zeta) \sin 2 \pi f_{c}(t+\zeta)\right]\right\}
\end{aligned}
$$

expending and remembering that $s(t)$ is W.S.S.

$$
R_{S S}(t+\zeta, t)=R_{S S}(\zeta)
$$

and setting the timedependent coefficients to zero we get $\mathrm{R}_{\mathrm{ss}}(5)$ and some relations ;

$$
\begin{aligned}
\mathrm{R}_{\mathrm{as}}\left(r_{2}\right)= & \left.R_{x x}\left(r_{0}\right) \cdot \infty s 2 \pi f_{\mathbf{c}} \zeta-R_{y x}\left(\zeta_{2}\right) \cdot \sin 2 \pi f_{\mathrm{c}}\right\} \\
& \mathrm{R}_{\mathrm{xx}}\left(r_{0}\right)=R_{y y y}(\zeta) \\
& \mathrm{R}_{\mathrm{xy}}\left(\zeta_{3}\right)=-\mathrm{R}_{\mathrm{yx}}\left(\zeta_{\zeta}\right)
\end{aligned}
$$

indicating that $\Lambda C$ functions of quadruture components are interrelated. Now we can define $\Lambda C$ function of equivalent low-pass process as follows

$$
\begin{aligned}
& u(t)=x(t)+: j y(t) \\
& R_{u(1)}\left(r_{0}\right)=\frac{1}{2} \cdot E\left\{u^{*}(t) u(t+\zeta)\right\}
\end{aligned}
$$

So that, using above interelation we get :

$$
\mathrm{R}_{\mathrm{iut}}(\zeta)=\mathrm{R}_{\mathrm{xx}}(\zeta)+j \mathrm{R}_{\mathrm{yx}}(\zeta)
$$

hence: $R_{S S}(\zeta)=\operatorname{Re}\left\{R_{U u}(\zeta) e^{j 2 \pi f_{c}{ }^{\xi}}\right\}$
informing that the $\Lambda C$ function of band-pass stochastic process is completely determined from the $A C$ function of equivalent low-pass process, $u(t)$. Finally tab ing the Fourier transform and noting that for any stationary complex process, $G_{u u}(f)$ is real function of frequency (since $R_{u u}(\zeta)=R_{u u}\left(-\zeta_{0}\right)$ )
$G_{s s}(f)=\frac{1}{2}\left[G_{u u}\left(f-f_{c}\right)+G_{u u}\left(-f-f_{c}\right)\right]$

# A - 3 : M-ARY PSK SIGNAL REPRESENTATION IN TERMS OF EQUIVALENT LOW PASS FORM. 

Digital phase modulation of a carrier results, when the binary digits from the information sequence, $\left\{a_{n}\right\}$, are mapped into a set of discrete phases of the carrier. An M-ary PSK signal is generated by mapping blocks of $k=\log _{2} M$ binary digits of the sequence, $\left\{a_{n}\right\}$, into one of $M$ corresponding phases :

$$
\theta_{\mathrm{m}}=2 \pi(\mathrm{~m}-1) / \mathrm{M} \quad \mathrm{~m}=1, \mathrm{M} .
$$

Resulting equivalent low pass signal :

$$
u(t)=\sum_{n} I_{n} p\left(t-\frac{n}{r_{s}}\right)
$$

where

$$
\begin{aligned}
r_{s} & =\text { symbol rate }=\frac{1}{T_{s}} \\
p(t) & =\text { baseband pulse shape defined in the interval }\left[0, I_{s}\right] \\
I_{n} & =e^{j \theta_{i n}}
\end{aligned}
$$

So, QPSK or DEQPSK* modulated signal can be represented in ternis of equivalent lowpass from as :

$$
u(t)=\sum_{n} I_{n} p\left(t-\frac{n}{r_{s}}\right)
$$

* The statistics of $\left\{I_{n}\right\}$ are modified by the differential encoder, which inturn, modifies the power spectrum density of the DEQPSK modulated signal.
and $I_{n}$ takes one of four possible values, say $\left( \pm \frac{1}{\sqrt{2}} \pm j \frac{1}{\sqrt{2}}\right)$ or $( \pm 1, \pm j)$.

Equivalent low pass form of (DE) QPSK signal, $u(t)$, can also be expressed in a form close to quadrature amplitude modulation (QAM) scheme as follows

$$
\begin{aligned}
& u(t)=\sum_{n} I_{n} p\left(t-\frac{n}{r_{s}}\right)=\sum_{n}\left(I_{n r}+j I_{n_{q}}\right) p\left(t-\frac{n}{r_{s}}\right) \\
& s(t)=\sum_{n} I_{n r} p\left(t-n / r_{s}\right) \cos 2 \pi f_{c} t-\sum I_{n q} p\left(t-n / r_{s}\right) \sin 2 \pi f_{c} t
\end{aligned}
$$

where $\left\{I_{n r}\right\}$ and $\left\{I_{n q}\right\}$ are both complex binary sequences having the property

$$
\left|I_{n r}\right|^{2}=\left|I_{n r}\right|^{2}
$$

Thus, (DE) QPSK modulated signal can te regarded as two BPSK modulated signals operating in quadrature, if $\left\{\mathrm{I}_{\mathrm{n}_{\mathrm{r}}}\right\}=\{ \pm 1\}$ is a real and $\left\{\mathrm{I}_{\mathrm{n}_{\mathrm{q}}}\right\}=\{ \pm \mathrm{j}\}$ is an imaginary binary sequences respectively.

$I_{n}$ domain
$X$ : elements of $\left\{I_{n r}\right\}$
0 : elements of $\left\{I_{n q}\right\}$

## A-4: SPECTRAL CHARACTERISTICS OF DIGITALY MODULATED SIGNALS

Remembering appendix $\dot{\Lambda}-2$, it is sufficient to the determine the autocorrelation (AC) function and power spectum density (p.s.d.) function of the equivalent low-ress prccess, $u(t)$, in order to determine the $A C$ function of the sample function, $s(t)$, as defined in app. A-1. Starting with

$$
u(t)=\sum_{n} I_{n} p\left(t-n T_{S}\right) ; T_{S}=\frac{1}{r_{S}}
$$

$I_{n}$; is the $n t h$ real or complex valued information symbol
$p(t)$; is the baseband pulse shape, real or complex valued, defined in the interval $\left[0, T_{S}\right]$.

We assume that the sequence of information symbols $\left\{I_{n}\right\}$ is W.S.S with

$$
\begin{aligned}
& E\left\{I_{n}\right\}=m_{I} \\
& \frac{1}{2} E\left\{\dot{I}_{n}^{*} I_{n+m}\right\}=R_{I I}(m)
\end{aligned}
$$

so that with the help of app. A. 2

$$
\begin{aligned}
R_{u u}^{\cdots}(t+\zeta, t) & =-\frac{1}{2} E\left\{u^{*}(t) u(t+\zeta)\right\}=\frac{1}{2} \sum_{n, m} E\left\{I_{n}^{*} I_{m}\right\}_{p}^{*}\left(t-n T_{S}\right) p\left(t-m T_{S}+\zeta\right) \\
& =\sum_{m, n} R_{I I}(m-n) p^{*}\left(t-n T_{S}\right) p\left(t+\zeta-m^{\prime} T_{S}\right) \\
& =\sum_{m} R_{I I}(m) \sum_{n} p^{*}\left(t-n T_{S}\right) \cdot p\left(t+\zeta-n T_{S}-m T_{S}\right)
\end{aligned}
$$

$\because$ The inner summation is periodic in $t$ variable, with period $T_{s}$, so is $R_{u u}(t+\zeta, t)$

$$
R_{u u}\left(t+\zeta+T_{s} ; t+T_{s}\right) R_{u u}(t+\zeta, t):
$$

Also $E\{u(t)\}=m_{I} \cdot \Sigma p\left(t-n T_{s}\right)$ is too periodic with period $T s$. Therefore $u(t)$ is a cyclostationary process. The $\Lambda C$ function ofacyclostationary process is found by time averaging $R_{u u}(t+\zeta, t)$ in order to eliminate $t$ variable :

$$
\begin{aligned}
R_{u u}(\zeta) & =\frac{1}{T_{s}} \int_{-T_{s} / 2}^{T_{s} / 2} d t R_{u u}(t+\zeta, t)=\Sigma R_{I I}(m) \cdot \frac{1}{T_{s}} \int_{-T_{s} / 2-n T_{s}}^{T_{s} / 2-n T_{s}} d t \cdot p(t) p\left(t+\zeta-m T_{s}\right) \\
& =R R_{I I}(m) \frac{1}{T_{s}} \int_{-\infty}^{+\infty} d t p^{*}(t) \cdot p\left(t+\zeta-m T_{s}\right)
\end{aligned}
$$

Since $p(t)$ is a deterministic energy signal $\left(0<\int_{\infty}^{\infty}|p(t)|^{2} d t<\infty\right)$ its $A C$ function given as :

$$
R_{p p}\left(r_{\zeta}\right)=\langle p(t), p(t+\zeta)\rangle=\int_{-\infty}^{+\infty} d t p^{*}(t) p(t+\zeta)
$$

Hence $R_{u U}(\tau)=\frac{1}{T_{S}} \sum_{m} R_{I I}(m) \cdot R_{P p}\left(\zeta-m T_{S}\right)$

Finally the average p.s.d. function is :

$$
\begin{aligned}
G_{u U}(r) & =\frac{1}{T_{s}} \int_{-\infty}^{+\infty} d \zeta\left[\sum_{m} R_{I I}(m) R_{p p}\left(r_{s}-m^{\prime} L_{s}\right) \cdot e^{-j 2 \pi f r_{L}}\right] \\
& =\frac{1}{T_{s}} \sum_{m} R_{I I}(m) \int_{-\infty}^{+\infty} d_{\zeta} R_{p p}\left(\zeta_{\zeta}-m^{T} T_{s}\right) e^{-j 2 \pi £ \zeta}
\end{aligned}
$$

$$
=\frac{1}{r_{\mathrm{s}}} \cdot \sum_{\mathrm{m}} \mathrm{R}_{\mathrm{II}}(\mathrm{~m}) e^{-\mathrm{j} 2 \pi f m \mathrm{~T}_{\mathrm{s}}} \int_{-\infty}^{-\infty} \mathrm{S} \int \mathrm{R}_{\mathrm{Pp}}(\zeta) \mathrm{e}^{-\mathrm{j} 2 \pi \mathrm{f} \zeta}
$$

So: $\quad G_{u u}(f)=\frac{1}{T_{s}}|P(f)|^{2} G_{I I}(f)$
where $p(f)=$ FT. $\{p(t)\}$,

$$
G_{I I}(f) \triangleq \underset{m}{\Sigma} R_{I I}(m) e^{-j 2 \pi f m T_{s}} .
$$

It is interesting to note that $G_{\text {II }}(f)$ is the exponential fourier (extention) series with the $\mathrm{R}_{\mathrm{II}}(\mathrm{m})$ as : $:$ Fourier coefficients. Hence

$$
\mathrm{R}_{\mathrm{II}}(\mathrm{~m})=\mathrm{T}_{\mathrm{s}} \int_{-1^{\prime}{ }_{2} \mathrm{~T}_{\mathrm{s}}}^{1 / 2 \mathrm{~T}_{\mathrm{s}}} \mathrm{~s}_{\mathrm{ff}} \mathrm{G}_{\mathrm{II}}(\mathrm{f}) \mathrm{e}^{j 2 \pi f m \mathrm{~T}_{\mathrm{s}}}
$$

Let us consider the case, for which the information symbols in the sequence are complex and mutually uncorrelated. Therefore

$$
\begin{aligned}
& E\left\{I_{n}\right\}=m_{I} \quad ; \quad E\left\{I_{n}^{*}\right\}=m_{I}^{*} \\
& \sigma_{I}^{2}=E\left\{\left|I_{n}-E\left\{I_{n}\right\}\right|^{2}\right\}=E\left\{\left|I_{n}\right|^{2}\right\}-\left|m_{I}\right|^{2} \\
& E\left\{I_{n}^{*} I_{n+m}\right\}= \begin{cases}E\left\{\left|I_{n}\right|^{2}\right\} & m=0 \\
\left.E\left\{I_{n}^{*}\right\}_{: E} E I_{n+m}\right\} & m \neq 0\end{cases} \\
& R_{I I}(m)=E\left\{I_{n}^{*} I_{n+m}\right\}= \begin{cases}\sigma_{I}^{2}+\left|m_{I}\right|^{2} & m=0 \\
\left|m_{I}\right|^{2} & m \neq 0\end{cases}
\end{aligned}
$$

So $\quad G_{I I}(f)=v_{I}^{2}+\left|m_{I}\right|^{2} \quad \sum_{m} e^{-i 2 \pi f m_{T}}$

$$
=\sigma_{I}^{2}+\frac{\left|m_{I}\right|^{2}}{T_{s}} \sum_{m} u_{o}\left(f-m_{T_{s}}^{m}\right) ;{ }_{o}(f) \text { is the unit impulse function }
$$

Finally

$$
G_{u u}(f)=\frac{\sigma_{I}^{2}}{T_{s}} \cdot|p(f)|^{2}+\frac{\left|m_{I}\right|^{2}}{T_{s}^{2}} \sum_{m}\left|P\left(\frac{m}{T_{s}}\right)\right|^{2} \cdot \mathrm{H}_{\mathrm{s}}\left(f-\frac{m}{T_{s}}\right)
$$

## B - I. PLL, BRIEF THEORY,

We shall consider the operation of the PLL in its linear range, so that, signals have small perturbations around the nominal values, loop parameters may be considered constant and simple s-domain (or z-domain) analysis can lead to simple but powerful design equations. let us start with the block diagram, shown.


Where, $G_{L P}(s)$ is the loop filter (active or passive), $K_{V}$ (rad/sec/volts) is the voltage controlled oscillator (VCO) frequency gain, $W_{n}(s)$ VGO noise in the vicinity of nominal VCO output frequency $\left(f_{0}\right)$, and $K_{Y}$ (volts/radian) is the phase detector gain. Phase detector is modelled as to pass only the low frequency error signal spectrum (spectrum around DC component of the error signal), so, the rest of the error signal spectrum (around all possible harmonics of the reference frequency), which constitute the undesired portion, is included externally as

$$
v_{R M} x(t)=V_{R M} \cos m w_{R t}
$$

where m is used todesignate the dominating harmonic.

The undesired portion of the error signal should be small enough for good spectral purity. Because, they narrow band frequency modulate (NBFM) the nominal oultput frequency, fo, to produce sidebands at the multiples
of the reference frequency, in the vicinity of fo. (see figure $\mathrm{B}-1.1$ )


$$
\begin{aligned}
& V_{O}=\text { output peak amplitude of VCO. } \\
& \theta(t)=\beta_{m} \text { sin }^{\text {mw }}{ }^{t} \\
& \beta \mathrm{~m}=\frac{f_{d}}{m f_{R}} ; f d=K_{v} \cdot V_{R M}
\end{aligned}
$$

a) VCO signal flow
$\mathrm{V}_{\mathrm{RM}}$

b) VCO model to the reference harmonics

$$
\begin{aligned}
& \mathrm{f}_{\mathrm{o}}-\mathrm{mf}_{\mathrm{R}} \\
& J_{n}(X) \cong \frac{1}{2^{n} n!} x^{n} ; X \ll 1
\end{aligned}
$$

c) Single sided frequency spectrum.

The input voltage, $V_{R M}$, into the $V C O$, sets the frequency deviation, $f_{d}$, according to the formula

$$
f_{d}=k_{v} \cdot v_{R M}
$$

Considering only the first sideband (NBFM approximation) the sideband amplitude to the center frequency amplitude ratio (in dB usually) is a design parameter given by

| $m$ th reference harmonic first | sideband amplitude | $\left(\mathrm{V}_{\mathrm{o}} / 2\right) \mathrm{J}_{1}(\beta \mathrm{~m})$ |
| :---: | :---: | :---: |
| $m$ th reference harmonic center | frequency amplitude | $\left(\mathrm{V}_{0} / 2\right) \mathrm{J}_{\mathrm{O}}(\mathrm{\beta m})$ |
|  |  | $\frac{1}{2} \beta_{\mathrm{m}}$ |
|  |  | $1 \cdot \mathrm{fd}$ |
|  |  | $2 \cdot m f_{R}$ |

Ideally, for balanced mixer and exclusive -OR gate types of phase detectors, error signal has no component around the first harmonic of the reference frequency. $|8, p p .106|$ The strongest component of the undesired portion of the error signal is concentrated around the second harmonic of the reference frequency. However, for D flip-flop type of phase detectors*, the strongest component is concentrated around the first harmonic, and the maximum amplitude of this component, $\mathrm{V}_{\mathrm{R} 1}$, is simply the Fourier extension fundamental cocfficient

* Phase frequency detector is also a D flip-flop type phase detector, having fast acquisition aiding logic and larger input phase range $\left(-360^{\circ}\right.$ to +360$) .|8|$
of a square wave, when its duty cycle is $\zeta=T_{0} / 2,|8, p p .106|$.

$$
V_{R 1}=\left(V_{D D}-V_{S S}\right)\left(\frac{2}{\pi}\right) \text { volts }
$$

where $\left(V_{D D}-V_{S S}\right)$ is the peak to peak output swing of the phase detector.

Now, let's drive the transfer functions with respect to inputs, $w_{R}(s)$ $V_{R M} \cdot X(s)$ and $w_{n}(s)$.

Loop gain $=G H(s)=\frac{K_{\varphi} \cdot K_{V}}{N \cdot s} \cdot G_{L P}(s)$

Closed loop gain $=\frac{\text { forward gain }}{1+\text { loop gain }}=\frac{1}{\text { feedback gain }} \cdot \frac{\text { loop gain }}{1+\text { loop gain }}=\frac{1}{H_{i}(s)}$.

$$
\mathrm{GH}(\mathrm{~s})
$$

$1+\mathrm{GH}(\mathrm{s})$

Closed loop gain to the referente frequency input :

$$
\frac{\mathrm{w}_{\mathrm{O}}(\mathrm{~s})}{\mathrm{W}_{\mathrm{R}}(\mathrm{~s})}=\mathrm{N} \cdot\left(\frac{\mathrm{GH}(\mathrm{~s})}{1+\mathrm{GH}(\mathrm{~s})}\right)
$$

Closed loop gain to the VCO noise :

$$
\frac{\mathrm{w}_{0}(\mathrm{~s})}{\mathrm{w}_{\mathrm{n}}(\mathrm{~s})}=\frac{1}{1+\mathrm{GH}(\mathrm{~s})}=1-\frac{\mathrm{GH}(\mathrm{~s})}{1+\mathrm{GH}(\mathrm{~s})}
$$

Closed loop gain to the undesired portion of the error signal generated by the
phase detector :


The transfer function, $\mathrm{GH}(\mathrm{s}) / 1+\mathrm{GH}(\mathrm{s})$, is the basic design parameter to be optimized, with respect to wide pull in and hold in range, fast seting time and narrow bardvidtil. The second equation, which relates the output frequency to the VCO noise, is made as smallas possible with a low noise oscillator and sufficient . loop bandwidth, such that, the VCO noise (in the vicinity of $f_{0}$ ) falls into the loop bandwidth. (See the equation above, when $\mathrm{GH}(\mathrm{s}) /[1+\mathrm{GH}(\mathrm{s})] \cong 1$ ) The last equation informs us that, spectral purity is achived only with $\mathrm{G}_{\mathrm{LP}}(\mathrm{s})$, since, at the reference frequency harmonics of the error signa1 high pass behavior of the $1 /[1+G H(s)]$ term does not introduce any attenuation. However, those frequencies fall into the cut off band of the loop filter, $\mathrm{G}_{\mathrm{LP}}(\mathrm{s})$. Numerically, assuming $\left[1+G H\left(j m w_{R}\right)\right] \cong 1$, and employing a $D$ flip-flop type of phase detector, we get the expression for the required sideband suppression as follows :

Using phasor representation :

$$
\text { we get } \begin{aligned}
& V_{R 1} \cdot \cos _{R} t \quad V_{R 1} \angle 0^{o} ; x\left(j w_{R}\right)=1 \angle 0^{o} \\
& \mid
\end{aligned}
$$

But

is agiven quantity. So we get the necessary condition required by the loop filter for a given sideband suppression, $\beta_{1 / 2}$, as

$$
\left|G_{L P}\left(j w_{R}\right)\right| \leqq \frac{w_{d}}{V_{R 1} \cdot K_{v}}=\frac{2 w_{R} \cdot\left(\beta_{1 / 2}\right)}{\left(v_{D D}-v_{S S}\right)\left(\frac{2}{\pi}-\right) \cdot K_{v}}
$$

where $V_{R 1}=\left(V_{D D}-V_{S S}\right)\left(\frac{2}{\pi}\right)$ and $w_{d}$ is the frequency deviation of NBFM, as both defined previously. It is clear that required attenuation of the filter increases proportionally to the VCO gain. For instance, voltage controlled crystal oscillator having a very low gain ( $\mathrm{K}_{\mathbf{v}}$ ), has also very pure output at the cost of small tuning range.

The type of the system is defined as the multiplicity of a pole at the origin, namely ' $n$ ' in the general expression of the loop gain function, given as

$$
\mathrm{GH}(\mathrm{~s})=\mathrm{G}_{\mathrm{O}} \cdot \frac{\left.\prod_{\mathrm{k}} \prod_{\mathrm{k}} \mathrm{~s}+1\right)}{\mathrm{s}^{\mathrm{n}} \prod_{\mathrm{i}}\left(\mathrm{~T}_{\mathrm{i}} \mathrm{~s}+1\right)}
$$

Also, the order of the system is defined as the highest power in the denominator of $\mathrm{GH}(\mathrm{s})$. Type-1 systems have been extensively analyzed in the past, and it is shown that $|8|$, the lock in range, pull in range and hold in range*

* A locked loop will remain lock over the hold in range.
 Suppose, the loop VCO is mistuned (for example, in the absence of reference signal) prior to locking operation. The loop may skip many cycles, then ceases cycle skipping and pulls into lock, if the VCO mistuning frequency remains in the pull in (also called the frequency accuisition) range. Otherwise, if the VCO mistuning frequency is beyond the pull in range, the loop may skip, cycles indefinitelly. However, if the VCO mistuning frequency remains in the lock in (also called seize. frequency) range, the loop pulls into lock exponentially, without any cycle skipping $|8|$

In the definitions above, 'may' is used to indicate the worst case conditions of the initial phase.
all depend proportionally on the velocity constant, $K_{v}$ where

$$
\begin{aligned}
K_{V}= & \lim s . G H(s) \\
& s \rightarrow 0
\end{aligned}
$$

Hence, all these 3 quantities must also be included in the PLL design, since $K_{v}$ assumes a finite value for type-1 systems. Since for type-2 or higher order system, the velocity constant becomes infinite, these 3 quantities also become infinite (actually they are limited by the unsymmetry of the phase detector, offset voltage of the phase detector and active components in the loop, tuning range of $V C O$, etc), so, they need not be considered in the PLL design.

The type-2 third order organization is the most used one. However, if the reference frequency is close to the loop bandwidth, then extra atenuation is supplied by another pole, when type-2 fourth order organization is employed. The type-2 second order system however, has no reference filtering at all, but simple and extensively analyzed. Now we will give the normalized* root locus . plots and brief analysis of the most commonly used PLL systems; third order and fourth order type-2 systems.
*
The closed loop transfer function involves a second order factor, of the form $\left.w_{n}^{2} /\left(s^{2}+2\right\} w_{n} s+w_{n}^{2}\right)$, which, by the design, dominates over the system behavior, hence sets approximately the loop bandwidth, setting time and damping coefficient. So, the transfer functions are normalized with respect to the $w_{n}$, to simplify the design


$$
\begin{aligned}
& \mathrm{GH}(\mathrm{~s})=\mathrm{K} \frac{(\mathrm{~s}+\mathrm{z})}{\mathrm{s}^{2}(\mathrm{~s}+\mathrm{p})} \\
& \mathrm{G}_{\mathrm{f}}(\mathrm{~s})=\frac{\mathrm{GH}(\mathrm{~s})}{1+\mathrm{GH}(\mathrm{~s})}=\mathrm{K} \frac{\mathrm{~s}+\mathrm{z}^{\prime}}{\left(\mathrm{s}^{2}+2 \zeta \mathrm{~s}+1\right)\left(\mathrm{s}+\mathrm{p}^{\prime}\right)}
\end{aligned}
$$

where primed symbols denote the closed loop parameters. If we choose $\mathrm{p}^{\prime}$ and $z^{\prime}$ very close to each other, their individual effects, on the closed loop transfer function, $\mathrm{G}_{\mathrm{f}}(\mathrm{s})$, cancel out, and closed loop system behaves like a second order system having a transfer function

$$
\mathrm{G}_{\mathrm{f}}(\mathrm{~s})=\frac{\mathrm{K}^{\prime}}{\left(\mathrm{s}^{2}+25 \mathrm{~s}+1\right)}
$$

So, in this case, loop behavior is readly found from the well known theory of the second order systems, and the problem turns out to be the determination of the value of the open 100 parameters from a given closed loop transfer function. We can find the values of the open loop parmeters,
simply, by the coefficient matching technique and can get one design algorithm as follows

1. Choose $\left(p^{\prime} / z^{\prime}\right)$ ratio. By design, closed loop (́p) and zero (́z) are made as close as possible, such as $:\left({ }_{p} / \mathbf{z}\right)=1.02$
2. Choose any two of undamped natural frequency $\left(w_{n}\right)$, damping factor $(\zeta)$ or settling time ( $t_{s}$ ).
3. Find the third parameter from the equation :

$$
w_{n} \cdot t_{s} \cdot \zeta= \begin{cases}4 & \text { for } \% 2 \text { final vaiue error } \\ 3 & \text { for } \% 5 \text { final value error }\end{cases}
$$

4. Use the equations below, to find the values of the open loop paremeters ( $\mathrm{p}, \mathrm{z}, \mathrm{K}$ )
a). $\quad k=k^{\prime}=\left(p^{\prime} / z^{\prime}\right)$
b). $\mathrm{p}^{\prime}=\frac{\mathrm{K}^{\prime}-1}{2 \xi}$
c). $z=z^{\prime}=\left(p^{\prime} / K^{\prime}\right)$
d). $p=2 \xi+p^{\prime}$
5. Denormalize the open loop transfer function with respect to $w_{n}$.
(This step may be skipped to obtain the normalized system design.)

$$
\mathrm{GH}(\mathrm{~s})=\mathrm{K} \cdot \frac{\left(\mathrm{~s} / \mathrm{w}_{\mathrm{n}}+\mathrm{z}\right)}{\left(\mathrm{s} / \mathrm{w}_{\mathrm{n}}\right)^{2}\left(\mathrm{~s} / \mathrm{w}_{\mathrm{n}}+p\right)}
$$

$\Rightarrow K \longrightarrow K \cdot w_{n}^{2}$
$\ddot{z} \longrightarrow{ }^{z} \cdot w_{n}$

$$
\mathrm{p} \longrightarrow \mathrm{p} \cdot \mathrm{w}_{\mathrm{n}}
$$

6. Realize the system, where $G H(s)=\frac{K_{\varphi} \cdot K_{v}}{N . s} \cdot G_{L P}(s)$ as given previously. A proper loop filter can be given as

$$
G_{L P}(s)=-\frac{1}{2 R_{1} C_{2}} \cdot \frac{\left(1+s / w_{2}\right)}{s\left(1+s / w_{1}\right)}
$$

$$
w_{1}=\frac{2}{\mathrm{R}_{1} \mathrm{C}_{1}}
$$

$$
\mathrm{w}_{2}=\frac{1}{\mathrm{R}_{2} \mathrm{C}_{2}}
$$



Fourth order type-2 system.


Loop gain, $\mathrm{GH}(\mathrm{s})$, and $\frac{\mathrm{GH}(\mathrm{s})}{1+\mathrm{GH}(\mathrm{s})}=\mathrm{G}_{\mathrm{f}}(\mathrm{s})$ are defined as

$$
\begin{aligned}
& \mathrm{GH}(s)=\mathrm{K} \cdot \frac{(\mathrm{~s}+\mathrm{a})}{\mathrm{s}^{2}(\mathrm{~s}+\mathrm{b})(\mathrm{s}+\mathrm{c})} \\
& \mathrm{G}_{\mathrm{F}}(\mathrm{~s})=\frac{\mathrm{GH}(\mathrm{~s})}{1+\mathrm{GH}(\mathrm{~s})}=K^{\prime} \frac{\left(s+a^{\prime}\right)}{\left(s^{2}+2 \zeta s+1\right)\left(s+b^{\prime}\right)\left(s+c^{\prime}\right)}
\end{aligned}
$$

where primed symbols denote the closed loop parameters. By choosing the closed loop zero ( $\mathrm{a}^{\prime}$ ) and the closed loop pole (b) (see root locus plot) very close to each other, their individual effects, on the closed loop transfer function, cancel out. So, closed loop system behaves like to third order system, having transfer function :

$$
\mathrm{G}_{\mathrm{f}}(\mathrm{~s})=\mathrm{K}^{\prime} \cdot \frac{1}{\left(\mathrm{~s}^{2}+2 \zeta \mathrm{~s}+1\right)\left(\mathrm{s}+\hat{c}^{\prime}\right)}
$$

The operation of this system is usually optimized with respect to the rejection of the reference harmonics, generated by phase the detector, and in this case, one design algorithm is given as follows.

1. Choose $w_{n}, \zeta$, closed loop pole (ć) and (b́/á) ratio.

By design (b/á) ratio is made as close to unity as possibie and ć with can be choosen, such that, the closed loop transfer function, $G_{f}(s)$, performs a prescribed third order filter function. (Sometimes the value of $c$ needs to corrected.)
2. Use equations below to find the values of the open . loop parameters. ( $K, a, b, c$.
a). $K=K^{\prime}=\left(b^{\prime} / a ́\right) . c^{\prime}$
b). $b^{\prime}=\frac{k^{\prime}-c^{\prime}}{2 \xi c^{\prime}+1}=\frac{\left(b^{\prime} / a^{\prime}\right)-1}{2 \xi c^{\prime}+1} \cdot c^{\prime}$
c). $a \cdot=a^{\prime}=\frac{b^{\prime}}{\left(b^{\prime} / a^{\prime}\right)}$
d). $\quad b \cdot c=1+b^{\prime} . c^{\prime}+2 \xi\left(b^{\prime}+c^{\prime}\right)$
$b+c=2 \xi+b^{\prime}+c^{\prime}$
3. Denormalize the open loop transfer function with respect to $\mathrm{w}_{\mathrm{n}}$. (This step may be skipped to obtain the normalized system design).

$$
G H(s)=K \cdot \frac{\left(s / w_{n}+a\right)}{\left(s / w_{n}\right)^{2}\left(s / w_{n}+b\right)\left(s / w_{n}+c\right)}
$$

$\Longrightarrow \quad \mathrm{K}<-\mathrm{K} \cdot \mathrm{w}_{\mathrm{n}}^{3}$
$a \longleftarrow a \cdot w_{n}$
$\mathrm{b} \longleftarrow \mathrm{b} . \mathrm{w}_{\mathrm{n}}$
$c \leftarrow c \quad w_{n}$
4. Realize the system, where $G H(s)=\frac{K_{\varphi} \cdot K_{V}}{N . s_{L P}}(s)$ as given previously. Two proper loop filters are given as:

$$
\mathrm{G}_{\mathrm{LP}}(\mathrm{~s})=-\frac{1}{2 \mathrm{R}_{1}\left(\mathrm{C}_{2}+\mathrm{C}_{3}\right)} \cdot \frac{\left(1+\mathrm{s} / \mathrm{w}_{2}\right)}{\mathrm{s}\left(1+\mathrm{s} / \mathrm{w}_{1}\right)\left(1+\mathrm{s} / \mathrm{w}_{3}\right)} \quad \cdot \mathrm{w}_{1}=\frac{2}{\mathrm{R}_{1} \mathrm{C}_{1}} \quad \mathrm{w}_{2}=\frac{1}{\mathrm{R}_{2} \mathrm{C}_{2}} \quad \mathrm{w}_{3}=\frac{1}{\left(\mathrm{C}_{2} \| \mathrm{C}_{3}\right) \mathrm{R}_{2}} \quad \mathrm{C}_{2} \| \mathrm{C}_{3}=\frac{\mathrm{C}_{2} \cdot \mathrm{C}_{3}}{\mathrm{C}_{2}+\mathrm{C}_{3}}
$$


$G_{L P}(s)=-\frac{1}{2 R_{1} C_{2}} \cdot \frac{R_{4}}{R_{3}+R_{4}} \cdot \frac{\left(1+s / w_{2}\right)}{s\left(1+s / w_{1}\right)\left(1+s / w_{3}\right)}$
$w_{1}=\frac{2}{R_{1} C_{1}} ; \quad w_{2}=\frac{1}{R_{2} C_{2}} ; w_{3}=\frac{1}{\left(R_{3} \| R_{4}\right) C_{3}} \quad R_{3} \| R_{4}=\frac{R_{3} \cdot R_{4}}{R_{3}+R_{4}}$

As a final step, one overall design algorithm can be given as follows
1). Start with closed loop parameters
2). Determine the values of the open loop parameters
3). Find phase and gain margins
4). Find the loop filter transfer function
5.) Check if the sideband to carrier suppression is satisfied.

If any of the above conditions fails, then
1). Change the order of the system
2). Change the type of the system
3). Replace the elements of PLL by others (such as VCO ( $\mathrm{K}_{\mathrm{V}}$ ), phase detector ( $\mathrm{K}_{\mu}$ ), N )
4). Change overall design strategy.

## B - 2. WIDE-BAND PHASE SPILITTING NETWORKS

The design of a single, realizable, constant phase shift network over a prescribed frequency band is almost impossible, but two networks can make this problem solved. One way of producing a constant phase difference is possible, if one has phase shift networks, such that their phase shifts $\left(\beta_{1}, \beta_{2}\right)$ varies as the logarithm of frequency, in the prescribed band** Mathematically

$$
\beta_{1}=C+\log f \quad \beta_{2}=C+\log K_{f}
$$

$\beta=\beta_{2}-\beta_{1}=\log K=$ constant.

However, the networks should also have constant amplitude in that band. This second limitation usually restricts the final networks to the lattice types, since the finite ladder networks, having any phase shift, have also amplitude variations.

Now, let's focus carefully on the difference phase function defined as

$$
y(w)=\tan \left[\frac{1}{2} \beta(w)\right] ; \beta(w)=\beta_{2}(w)-\beta_{1}(w)
$$

Since, the difference phase function is odd (the difference of odd functions is also odd), the approximation problem turns out to be the approximation of a constant via odd rational functions. On the other hand, the difference phase function does not need to satisfy all the properties of Foster's reactance theorem. That is, it should be an odd rational function of frequency, which

* Such networks are investigated under the heading: 'Logarithmic phase response filters'. J.D. Rhodes,'Theory of electrical filters',John willey and Sons, 1976.
is zero or infinite at zero and infinite frequencies, its zeroes and poles need not alternate or occur at real frequencies, and, the degree of denominator and numerator can differ widely. Since, at zero and infinite frequencies, the difference phase function is either zero or infinite, approximation has a band-pass nature and has a form

$$
\begin{aligned}
& \therefore w_{L}=\sqrt{k} \\
& w_{H}=1 / \sqrt{k}
\end{aligned}
$$

in the vicinity of $w=1$. Also, since the difference phase function is to be constant, no zeroes or poles are allowed in the approximation band. The last statement also implies that, the difference phase function is better not to have any real pole or zero, except at zero and infinite frequencies, since any real pole or zero, not necessarly being in the approximation band, would introduce further deviation from a constant. By the same reasoning, zeroes or poles at zero and infinite frequencies should be of first order, so degree of numerator and denonimator should differ at most by one.

Making use of all the properties above and letting $y(w)$ be a symetric function in the logarithmic frequency scale, in the vicinity of $w=1$, we get (for any complexity, n) $|23|$

$$
y_{1}(w)=w \quad y_{2}(w)=k \frac{w}{1+w^{2}} \quad y_{3}(w)=w \cdot \frac{a+w^{2}}{1+a w^{2}}
$$

$$
y_{4}(w)=k \frac{w\left(1+w^{2}\right)}{\left(1+a w^{2}\right)\left(1+w^{2} / a\right)} y_{5}(w)=w \frac{\left(a+w^{2}\right)\left(b+w^{2}\right)}{\left(1+a w^{2}\right)\left(1+b w^{2}\right)} \cdots
$$

leaving the coefficients to be determined.

In the maximally flat approximation case, complete analytical solutions are exist for all orders of $n$.

$N$ th order maximally flat approximation :
or

$$
y_{n}(w)=\operatorname{tanhntanh}^{-1} w=\frac{(1+w)^{n}-(1-w)^{n}}{(1+w)^{n}+(1-w)^{n}}
$$

$$
\frac{1-y_{n}(w)}{1+y_{n}(w)}=\left(\frac{1-w}{1+w}\right)^{n}
$$

Expanding some of them,

$$
\begin{aligned}
& y_{1}(w)=w \quad y_{2}(w)=\frac{2 w}{1+w^{2}} \quad y_{3}(w)=\frac{w\left(3+w^{2}\right)}{1+3 w^{2}} \quad y_{4}(w)=\frac{4 w\left(1+w^{2}\right)}{1+6 w^{2}+w^{4}} \\
& y_{5}(w)=\frac{w\left(w^{4}+10 w^{2}+5\right)}{1+10 w^{2}+5 w^{4}} \quad y_{6}(w)=\frac{2 w\left(3+10 w^{2}+3 w^{4}\right)}{1+15 w^{2}+15 w^{4}+w^{6}}
\end{aligned}
$$

If we define the limits of frequency band as before, phase error around nominal
value, $\beta_{0}$, as $\delta_{m}$, and setting $\beta_{0}=90^{\circ}$, we get

$$
\beta(w)=\beta_{2}(w)-\beta_{1}(w) \quad ; \sqrt{k} \leqq w \leqq \frac{1}{\sqrt{k}}
$$

$$
y(w)=\tan \left[\frac{1}{2} \beta(w)\right] ; \quad \beta\left(w=\sqrt{k}^{ \pm 1}\right)=\beta_{0}-\delta_{m}
$$

$$
\left.y_{\min } \triangleq y(w)\right|_{w=(\sqrt{k})^{ \pm 1}=\tan \frac{1}{2}\left(\beta_{0}-\delta_{m}\right)=\frac{\left.\tan \epsilon_{\beta} / 2\right)-\tan (\delta m / 2)}{1+\tan \left(\beta_{0} / 2\right) \cdot \tan (\delta m / 2)}, ~} ^{1+1}
$$

Finally:

$$
y_{\min }=\frac{1-\tan (\delta m / 2)}{1+\tan (\delta m / 2)} ; \text { or, } \quad \tan (\delta m / 2)=\frac{1-y_{\min }}{1+y_{\min }}
$$

Hence, for any given two quantities the third one can be found from.

$$
\tanh ^{-1} y_{\min }=n \tanh ^{-1} \sqrt{k}
$$

In the equiripple Tchebycheff approximation case, simple algebric solutions are obtained only for nonprime values of $n$, otherwise algebric theory becomes difficult and in this case, eliptic function theory has to be used. Even, when the algebric theory is simple to apply, tables has to be used and this subject is left to |23|.


Determination of factorized network functions from a given general
phase expression, $y(w)=\tan [\beta(\mathrm{w}) / 2]:$

Since, $y(w)=\tan (\beta / 2)$, is an odd rational function of $w$, it can be expressed as

$$
y(w)=\tan (\beta / 2)=\frac{w N\left(-w^{2}\right)}{M\left(-w^{2}\right)} *
$$

Hence

$$
\left.(\beta / 2)=\arg \left\{M\left(-w^{2}\right)+j w N^{2}\right)\right\}
$$

For the network shown, the final phase difference function can be expressed in terms of phase functions of network 1 and network 2 as

$$
\begin{aligned}
& -\left(\beta_{1} / 2\right)=\arg \left[M_{1}\left(-w^{2}\right)-j w N_{1}\left(-w^{2}\right)\right] \\
& (\beta / 2)=\left(\beta_{2}-\beta_{1}\right) / 2=\arg \left\{\left[M_{2}\left(-w^{2}\right)+j w N_{2}\left(-w^{2}\right)\right] \cdot\left[M_{1}\left(-w^{2}\right)-j w N_{1}\left(-w^{2}\right)\right]\right\}
\end{aligned}
$$

so, we have

$$
M\left(-w^{2}\right)+j w N\left(-w^{2}\right) \triangleq\left[M_{2}\left(-w^{2}\right)+j w N_{2}\left(-w^{2}\right)\right] \cdot\left[M_{1}\left(-w^{2}\right)-j w N_{1}\left(-w^{2}\right)\right]
$$

When $y(w)$ is prescribed, $M\left(-w^{2}\right)+j w N\left(-w^{2}\right)$ is readiy found. The promlem then, is to factor it into product of two polynomials (last expression), such that corresponding phase characteristics $\mathrm{wN}_{2} / \mathrm{M}_{2}, \mathrm{wN}_{1} / \mathrm{m}_{1}$ are physical.

* Recalling the properties of the all-pass filter transfer function, $H(s)$ such a definition is more realistic, since

$$
\begin{aligned}
H(s) & =\frac{p(-s)}{p(s)} \cdot p(s)=M\left(s^{2}\right)+s \cdot N\left(s^{2}\right) \\
\text { so } \quad H(j w) & =\frac{M\left(-w^{2}\right)-j w N\left(-w^{2}\right)}{M\left(-w^{2}\right)+j w N\left(-w^{2}\right)}
\end{aligned}
$$

A theorem states that $|20| ; \mathrm{w}, \mathrm{N} / \mathrm{M}$ is realizeable as the impedance of two terminal network whenever $N$ and $M$ are even polynomials in s with real coefficients, such that $M\left(s^{2}\right)+s N\left(s^{2}\right)$ has no root on the right half $s$ plane.

From the theorem and evenness property of the polynomials ( $M, N$ ), it follows that $\frac{\tilde{N}^{\tilde{N}}\left(\mathrm{~s}^{2}\right)}{\tilde{M}\left(\mathrm{~s}^{2}\right)}$ is also an impedance function of a physical network, whenever $\hat{M}\left(s^{2}\right)-s \tilde{N}\left(s^{2}\right)=\tilde{M}\left(\left(-s^{2}\right)\right)-\tilde{\sim N}\left(\left(-s^{2}\right)\right)$ has no roots on the left half $s$ plane.

The factorization procedure is then as follows:
1). Replace $w$ by ( $s / j$ ). in the given phase expression

$$
y(w)=\frac{w N\left(-w^{2}\right)}{M\left(-w^{2}\right)} \Longrightarrow M\left(-w^{2}\right)+\left.j w N\left(-w^{2}\right)\right|_{w=s / j}=M\left(s^{2}\right)+s N\left(s^{2}\right) \triangleq p(s)
$$

where $p(s)$ has real coefficients, since $M\left(s^{2}\right)$ and $N\left(s^{2}\right)$ have.
2). Determine all the roots of $p(s)$. For maximally flat case, roots are simply found from the expression $s_{k}=-\tan \left[\frac{\pi}{n} \cdot\left(\frac{1}{4}+k\right)\right] ; k=0,1, \ldots, n-1 \quad n=\underset{\text { mation. }}{\text { order }}$ of the appraxi-
3). Assign all the positive real part roots to the factor

$$
M_{1}\left(s^{2}\right)-s N_{1}\left(s^{2}\right)
$$

and all the negative real part roots to the factor $\mathrm{M}_{2}\left(\mathrm{~s}^{2}\right)+\mathrm{sN}_{2}\left(\mathrm{~s}^{2}\right)$
4). Realize both network independently as tandem connected first order or second order lattice networks.

Notes:1). For the first network, actual roots are found just reversing the sign of the associated roots.
2). For single negative real part root, $-p(p>0)$ we have

$$
H(s)=\frac{1-s / p}{1+s / p} \triangleq \frac{1-a s}{1+a s} \quad-\tan \beta / 2=\frac{w}{p} \triangleq a w ; a \triangleq \frac{1}{p}
$$

For negative real part complex root pair, $-\alpha \pm \beta \quad(\alpha, \beta>0)$

$$
\begin{aligned}
& H(s)=\frac{(s-\alpha+j \beta)(s-\alpha-j \beta)}{(s+\alpha-j \beta)(s+\alpha+j \beta)}=\frac{s^{2}\left(\frac{1}{\alpha^{2}+\beta^{2}}\right)-s\left(\frac{2^{2}}{\alpha^{2}+\beta^{2}}\right)+1}{s^{2}\left(\frac{1}{\alpha^{2}+\beta^{2}}\right)+s\left(\frac{2 \alpha}{\alpha^{2}+\beta^{2}}\right)+1} \triangleq \frac{1-a s+b_{s}^{2}}{1+a s+s^{2}} \\
& \cdots \\
& -\tan \beta / 2=\frac{2 \alpha w}{\alpha^{2}+\beta^{2}-w^{2}}=\frac{\left(\frac{2 \alpha}{\alpha^{2}+\dot{\beta}^{2}}\right) w}{1-w^{2} /\left(\alpha^{2}+\beta^{2}\right)} \triangleq \frac{a w}{1-b w} ; b \triangleq \frac{1}{\alpha^{2}+\beta^{2}}, a \Delta=2 \alpha \cdot b
\end{aligned}
$$

A given example will clarify the theory and will be used in system. ${ }_{\mathrm{n}} \mathrm{A}_{2}$; This simplest structure has still satisfactory performance, for instance, its $5^{\circ}$ phase error band at $f_{0}=140 \mathrm{Mlz}$ is $113 \mathrm{MHz}-173 \mathrm{Mlz}=$ 60 MHz .
$\tan (\beta / 2)=y_{2}(w)=\frac{2 w}{1+w^{2}}$

Design steps are :

1) $\left.N\left(-w^{2}\right)=2\right\} \quad \mathrm{p}(\mathrm{s})=\mathrm{M}\left(\mathrm{s}^{2}\right)+\mathrm{sN}\left(\mathrm{s}^{2}\right)=-\left(\mathrm{s}^{2}-2 \mathrm{~s}-1\right)$

$$
M\left(-w^{2}\right)=H w^{2}
$$

2) $\mathrm{S}_{1,2}=-\tan \left[\frac{\pi}{2}\left(\frac{1}{4}+\mathrm{k}\right)\right] \mathrm{k}=0,1 \Longrightarrow \mathrm{~S}_{2}=(\sqrt{2}-1) \hat{\theta}-\frac{1}{\mathrm{a}_{2}}$

$$
s_{1}=(\sqrt{2}+1) \triangleq \frac{1}{a_{1}}
$$

3 ,4) $\quad H_{1}(s)=\frac{1-a_{1} s}{1-a_{2} s} \quad H_{2}=\frac{1-a_{2} s}{1-a_{2} s}$
5) Realization :


$$
L_{1}=C_{1}=a_{1}=\frac{1}{\sqrt{2+1}} \quad . \quad I_{2}=C_{2}=a_{2}=\frac{1}{\sqrt{2-1}}
$$

QUICK REVIEW OF LATTICE NETWORKS

General, symetric lattice :

$\mathrm{z}_{1} \cdot \mathrm{z}_{2}=1$
$\tan (\gamma / 2)=\eta_{1}=\frac{1}{Z_{2}} ; \frac{V_{1}(s)}{V_{2}(s)}=c^{\gamma(s)} ; \gamma(s)=\alpha(s)+j \beta(s) \triangleq j \beta(s)$

$$
\tan (\beta / 2)=\frac{Z_{1}}{j}=\frac{1}{j Z_{2}}
$$

First order section :


$$
\mathrm{C}_{1}=\mathrm{L}_{1}=\mathrm{a}
$$

Second order section :


$$
H(s)=\frac{1-a s+b s^{2}}{1+a s+b s^{2}}
$$

$$
\tan (\beta / 2)=\frac{a w}{1-b w^{2}}=\frac{w_{1}}{1-w^{2} L_{1} C_{1}}=\frac{w C_{2}}{1-w^{2} L_{2} C_{2}}
$$

$$
\mathrm{L}_{1}=\mathrm{C}_{2}=\mathrm{a}
$$

$$
L_{2}=C_{1}=\frac{b}{a}
$$

Equivalent circuits of second order section $\quad C_{1} / 2$

$$
\left(\frac{a^{2}}{b}\right) \geq 1
$$

$0<\left(\frac{a^{2}}{b}\right)<1$


$$
C_{4}=\frac{1}{2}\left(C_{1}-C_{2}\right)=\frac{b}{2 a}\left(1-\frac{a^{2}}{b}\right) \quad c_{3}=\frac{2 C_{1} \cdot c_{2}}{c_{1}-C_{2}}=\frac{2 a}{1-a^{2} / b}
$$

Two first order section to one second order transformation.

$$
\begin{gathered}
H_{1}=\frac{1-a_{1} s}{1+a_{1} s} ; H_{2}=\frac{1-a_{2} s}{1+a_{2} s} ; H(s)=\frac{1-a s+b s^{2}}{1-a s+b s^{2}} \\
H \triangleq H_{1} \cdot H_{2} \\
H=\frac{1-\left(a_{1}+a_{2}\right) s+a_{1} \cdot a_{2} s^{2}}{1+\left(a_{1}+a_{2}\right) s+a_{1} \cdot a_{2} s^{2}} \\
\Longrightarrow a=a_{1}+a_{2} \\
b=a_{1}+a_{2}
\end{gathered}
$$

Useful half lattice networks $|22| ; H(s)=k \cdot \frac{1-a s+s^{2}}{2}=\frac{V_{o(s)}}{1}$

$k=\frac{1}{2}$.
$L_{1}=C_{2}=\frac{1}{a}$
$L_{2}=C_{1}=a$
$1+a s+s$
$\mathrm{R}_{1} \quad \mathrm{C}_{1}$$\quad \mathrm{~V}_{\mathrm{IN}}(\mathrm{s})$
+Vin

$a \doteq\left(\frac{R_{2}}{R_{1}}-2\right)=\left(\frac{1}{R_{2}}+2\right)$
$\mathrm{R}_{1} \mathrm{C}_{1}=\mathrm{R}_{2} \mathrm{C}_{2}=1$
$k=\frac{a-2}{a+2}$
$c_{1}=a^{2}-4$
$C_{2}=a-2$

B-III, RESISTIVE POWER SUMMERS AND SPILITTERS.


The design formulas for symetric ( $\mathrm{R}_{\mathrm{I}_{1}}=\mathrm{R}_{\mathrm{I}_{2}}=1$ ) ' T ' network attenuator having attenuation, $\alpha$

$$
\alpha=\ln \left(\frac{\mathrm{v}_{1}}{\mathrm{v}_{\mathrm{o}}}\right)=\ell \cdot \mathrm{mn} ; \frac{\mathrm{v}_{\mathrm{I}}}{\mathrm{v}_{\mathrm{o}}} \triangleq \mathrm{n} ; \mathrm{n}=\text { integer } \geqq 2
$$

are

$$
\begin{aligned}
& R_{3}=R_{1}=\frac{\cosh \alpha-1}{\sinh \alpha}=\left(\frac{n-1}{n+1}\right) \\
& R_{2}=\frac{1}{\sinh \alpha}=\frac{2 n}{(h-1)(n+1)}=\frac{R_{1}+1}{n-1}
\end{aligned}
$$

So, we see that, $R_{2}$ is a ( $n-1$ ) parallel connected $R_{1}$ resistor having termination into $1 \Omega$.

Hence for any two different port*
and when $\mathrm{N}=2$, we have

Unused port must be terminated into $1 \Omega$.


For $n=3$

$$
\begin{aligned}
& \frac{P_{\text {out }}}{P_{\text {in }}}=\frac{1}{n^{2}}=\frac{1}{9} \\
& R_{1}=\frac{n-1}{n+1}=\frac{1}{2}
\end{aligned}
$$
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## PLUG-TN DOUBIE BALANCED MXERS

MLLF-3, $20 \mathrm{kHz}-65 \mathrm{MHz}$
MLF-3, $200 \mathrm{kHz}-200 \mathrm{MHz}$
MHF-3, 5 MHz .500 MHZ

- 20 kHz to 500 MHz Coverage
- High Isolation


## Operating Characteristics



Aclams Russef ANZAC. . . fre qualitative difference

This unit has been designty woed or execed the following environmental viteria:


Sporific device testing Io thest and onher envirommantal fess is avalable at additional cont.

## Typical Performance





RFIF ISOLATION



80 Cambridge Stroet, Burlington, Mass. On803
(617)273-3333 TWX 711 ) $332 \cdot(1253$


BIPHASE

## MODULATOR

## $10-750 \mathrm{MHz}$

Phase Deviation $1^{\circ}$ Typical

- TO-8 Case


## Typical Performance

(From $-55^{\circ} \mathrm{C}$ to $+85^{\circ} \mathrm{C}$ )

| Frequency Pange: | 10.750 MHz |
| :---: | :---: |
| Insertion Loss: |  |
| 10.500 MHz | 3.0 dB Max |
| $10-750 \mathrm{MHz}$ | 3.5 dB Max |
| VSWR: |  |
| 50.500 MHz | 1.3:1 Max |
| 10.750 MHz | 1.6:1 Max |
| Amplitude Balance: | 0.2 dB Max |
| Phase Deviation: |  |
| 10.500 MHz | $2^{\circ} \mathrm{Max}$ |
| 10.750 MHz | $3^{3}$ max |

## Operating Characteristics

| Impedance: | 50 Ohms Nominal |
| :--- | ---: |
| RF Input Level: | +17 dEm Max |
| Carrier Suppression: | 35 dB Typ |
| (100 MHz AF, 1 MHz Modulation) |  |

## Control Input:

| Logic 1 | +10 mA Drive Current |
| :--- | :--- |
| Logic 0 | -10 mA Drive Cürrent |


| PHASE | LOGIC STATE |  |
| :---: | :---: | :---: |
| STATE | 01 | $D 2$ |
| $0^{\circ}$ | 1 | 0 |
| $+180^{\circ}$ | 0 | 1 |

- All specifications apply with 50 ohm source and load mpedance and mpuis $\mathrm{m}-3 \mathrm{~d} \mathrm{~d} \mathrm{~m}$.


## Adums Russell ANZAC. . .the gualitative difference

This unit has been designed to meet or exceed the test requirements of MII.STll.ssish, Method 5008 for hybrid microcircuits modified as follows:

| Stabilization Bake | Conditison 14 |
| :---: | :---: |
| Temperature Cycle | Condition $1 /$ |
| Burn in | 45, ${ }^{\text {c }}$ |
| Sual. Pine | $6 \times 10^{\prime}$ alm scisec. |

Specific device testing to these and other envirommental tests is nvailuhle at additional cost.

## Typical Performance


transmission l.oss a pilase


80 Cambridge Street, Burtington, Mass. of 80

## Schematic



Mechanical Data



FINISH: CASE-GOLD ELECTFIOPLATED PER MIL-G.45204 TYPE 1. CLASS 1
COVEH-NICHEL, OFADEA
LEADS: WELDARLE AND SOLDERAELE PEA
MLLSTD.1276日 CLASE:

Ordering Information

| YAODEL NO. | P, HRT NO. | unit pIIce (1.5 UinTS) |
| :---: | :---: | :---: |
| PRJ-101 | 9039 | \$100 |
| Delivory is from sitock. |  |  |
|  | , ' |  |
| , | ; |  |
| $(617) 273-333\}$ | TVA | (1) 30 |

## U 250 B



## Monolithisch Integrierte Schaltung Monolithic Integrated Circuit

## Anwendung: 1-GHz-Frequenzteiler für Frequenzsynthese in FS-Tunern

 Application: $\quad 1 \mathrm{GHz}$ frequency divider for frequency synthesizers in TV-tuners| Besondere Merkmale: | Features: |
| :--- | :--- |
| - Hohe Eingangsempfindlichkeit | - High input sensitivity |
| - Grober nutzbarer Frequenzbereich | Large operation frequency range |
| - Ubersteverungsfester Eingang | Large signal compatibility |
| - Hohe dynamische Stabilität | - High dynamic stability |
| Geringer Leistungsbedarf | Low power dissipation |
| Grober Versorgungsspannungsbereich | Wide supply voltage range |
| Geringer Schaltungsaufwand | - Few external components |

## Vorläufige technische Daten - Preliminary specifications

## Abmessungen in mm

Dimensions in mm


$=-\quad 1$

1 Eingangs-Symmetrie-Einstellung
Input balance adustment
3. Differentialeingänge mit interner Vorspannung Differential inputs with internal bias voltage
4+5 Masse, Bezugspunkt
6+7 Differentialausgänge
Differential outputs
$8 \quad U_{S}$

## Bemerkungen:

Um Schwingneigungen des Teilers ohne Eingangssignal sicher zu unterdrücken, wird der Breitbandverstärker auf geringfügige Unsymmetrie eingestellt. (Widerstand zwischen Pin 1 und $U_{S}$ ).
Der IC ist für eine Betriebsspannung von $U_{S}=$ $5 \vee$ optimiert, die Empfindlichkeit ändert sich aber im gesamten Betriebsspannungsbereich nur unwesentlich. Es ist jedoch eventuell erforderlich, bei $U_{\mathrm{S}} \leqq 4.5 \mathrm{~V}$ den Widerstand $R_{1}$ zu verkleinern.

## Notes:

To avoid oscillation of the frequency divider without input signal, the wide band preamplifier is adjusted to a slight unbalanced bias (resistor between Pin 1 and $U_{S}$ ).

The IC is optimised for supply voltage of $U_{S}=$ 5 V . The sensitivity changes slightly throughout the supply voltage range.

It may be useful in case of $U_{S} \leq 4.5 \mathrm{~V}$ to reduce resistor $R_{f}$.

## Absolute Grenzdaten Absolute maximum ratings

Bezugspunkt Pìn $4+5$
Reference point $4+5$
Versorgungsspannung
Supply voltage
Eingangsspannungsbereich $\operatorname{Pin} 2,3 \quad U_{\mathrm{i}} \quad \mathrm{O}_{\mathrm{I}} . . U_{\mathbf{S}} \quad \mathrm{V}$ nout voltage range

Verlustleistung

| ower dissipation |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $t_{\text {amb }}=55^{\circ} \mathrm{C}$ | $\because$ |  | $P_{\text {tot }}$ | $\mathbf{6 0 0}$ | mW |
| $t_{\text {amb }}=70^{\circ} \mathrm{C}$ | $\ddots$ |  | $P_{\text {tot }}$ | 550 | mW |

Pin $8 \quad U_{S}$
$\operatorname{Pin} 2,3 \quad U_{i}$
${ }^{0 . .} U_{S}$

550

| Sperrschichttemperatur. <br> Junction temperature | $t_{\mathrm{j}}$ | 125 |
| :--- | :---: | :---: |
| Umgebungstemperaturbereich <br> Ambient temperature range | $\boldsymbol{t}_{\mathrm{amb}}$ | $0 . .85$ |
| Lagerungstemperaturbereich | $\boldsymbol{t}_{\text {stg }}$ |  |

Lagerungstemperaturbereich
${ }^{\boldsymbol{t}} \mathbf{s t g}$
$-25 . .+125$

## Wärmewiderstand <br> Thermal resistance

Sperrschicht-Umgebung
${ }^{-} R_{\text {thJA }}$
Min. Typ. Max.

Junction ambient

## Elektrische KenngröBen

Electrical characteristics

$$
U_{\mathrm{S}}=5 \mathrm{~V}, t_{\mathrm{amb}}=25^{\circ} \mathrm{C} . \begin{aligned}
& \text { Bezugspunkt Pin } 4+5, \text { Fig. } \\
& \text { Reference point Pin } 4+5
\end{aligned}
$$

| Versorgungsspannungsbereich | Pin 8 | $U_{S}$ | 4,0 | 5,0 | 6,0 |
| :--- | :--- | :--- | :--- | :--- | :--- |

Supply voltage range

| Versorgungsstrom | Pin 8 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Supply current |  |  |  | 50 |  |
| $U_{S}=4 \mathrm{~V}$ |  | 15 |  | 65 |  |
| $U_{S}=5 \mathrm{~V}$. |  | ${ }^{1} \mathrm{~S}$ |  | 85 |  |
| $U_{S}=6 \mathrm{~V}$ |  | ${ }^{1} \mathrm{~S}$ |  |  |  |
| Eingangsempfindlichkeit |  |  |  |  |  |
| Input sensitivity $R_{\mathrm{G}}=50 \Omega$ | Pin 2 | $U_{i}$ |  | 5 | 10 |
| Übersteuerungsfestigkeit |  |  |  |  |  |
| Large signal compatibility $R_{\mathrm{G}}=50 \Omega$ | Pin 2 | $U_{\mathrm{i}}$ | 500 |  |  |
| Frequenzbereich Frequency range |  | $f$ | 10 |  | 1000 |
| Differentielle Ausgangsspannung |  | $U_{q d}$ |  | 1,5 |  |

Differential output voltage






## U 264 B

Anwendungsbeisplel:
Vor dem Teiler wird eine Frequenzweiche für VHF/UHF und ein Dämpfungsglied zur resonanzfreien Anpassung geschaltet.
Empfindlichkeit und Filtercharakteristik siehe Fig. 5...8.


## Application note:

In front of the divider IC a frequency selecting VHFIUHF filter and an attenuator for non resonant input matching is located.
For sensitivity and filter characteristic, see Fig. 5... 8.

## Monolithisch integrierte Schaltung Monolithic integrated circult <br> N-Kanal-Si-Gate-Technologie N -Channel-Si-Gate-Technology

Niederohmiges Schalterpaar für leistungsloses Umschalten von Signalquelle bis 10 MHz
Application: Low ohmic pair of powerless controlled switches for signal sources up to 10

## Besondere Merkmale:

- Widerstand im ${ }_{n}$ Ein"-Zustand $\leq 5 \Omega$
- Kleine Kapazitäten

Integrierte Schutzeinrichtung für die Steverelektroden

- Leistungslose Ansteuerung


## Features:

- On-state resistance $\leq 5 \Omega$
- Low capacitances
- Protected gates
- Wattless control

Vorläufige technische Daten. Preliminary specifications

## Abmessungen

Dimensions


## SP9685

## ULTRA FAST COMPARATOR

The SP9685 is an ultra－fast comparator manufactured with a high performance bipolar process which makes possible very short propagation delays（ 2.2 ns typ．）． The circuit has differential inputs and complementary outputs fully compatible with ECL logic levels．The output current capability is adequate for driving $50 \Omega$ terminated transmission lines．The high resolution available makes the device ideally suited to analogue－ to－digital signal processing applications．
A latch function is provided to allow the comparator to be used in a sample－hold mode．When the latch enable input is ECL high，the comparator functions normally．When the latch enable is driven low，the outputs are forced to an unambiguous ECL logic state dependent on the input conditions at the time of the latch input transition．If the latch function is not used， the latch enable may be connected to ground．
The device is pin compatible with the AM685 but operates from conventional +5 V and -5.2 V rails．

## FEATURES

（ Propagation Delay $2.2 n s$ typ．
－Latch Set－up Time 1 ns max．
图 Complementary ECL Outputs
图 $50 \Omega$ Line Driving Capability
图 Excellent Common Mode Rejection
娄 Pin Compatible with AM685－But Faster

## QUICK REFERENCE DATA

Supply voltages $+5 \mathrm{~V},-5.2 \mathrm{~V}$
図 Operating temperature range $-30^{\circ} \mathrm{C}$ to $+85^{\circ} \mathrm{C}$

## ABSOLUTE MAXIMUM RATINGS

| Positive supply voltage | 6 V |  |
| :--- | ---: | ---: |
| Negative supply voltage | -6 V |  |
| Output current | 30 mA |  |
| Input voltage | $\pm 5 \mathrm{~V}$ |  |
| Differential input voltage | $\pm 5 \mathrm{~V}$ |  |
| Power dissipation | 300 mW |  |
| Storage | $-55^{\circ} \mathrm{C}$ to | $+150^{\circ} \mathrm{C}$ |

Lead temperature（soldering 60 sec ） $300^{\circ} \mathrm{C}$


On metal package，pin 5 is connected to case．On DIP pin 8 is connected to case

Fig． 1 Pin connections


The outputs are open emitters，therefore external pulldown resistors are required．These resistors may be in the range of $50-200 \Omega$ connected to -2.0 Vor $200-2000 \Omega$ connected to -5.2 V
Tamb $=25^{\circ} \mathrm{C}$
$\mathrm{Vcc}=+5.0 \mathrm{~V} \pm .25 \mathrm{~V}$
$\mathrm{V}_{\mathrm{EE}}=-5.2 \mathrm{~V} \pm .25 \mathrm{~V}$
$\mathrm{RL}=50 \Omega$

| Characteristic | Value |  |  | Units | Conditions |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Min. | Typ. | Max. |  |  |
| Input offset voltage Input bias current Input offset current Supply currents Icc lee <br> Total power dissipation <br> Min. latch set-up time <br> Input to $\mathbf{Q}$ output delay <br> Input to $\overline{\mathrm{Q}}$ output delay <br> Latch to Q delay <br> Latch to $\overline{\mathrm{O}}$ delay <br> Min. latch pulse width <br> Min. hold time <br> Common mode range <br> Input capacitance <br> Input resistance <br> Output logic levels <br> Output High <br> Output Low <br> Common mode rejection ratio <br> Supply voltage rejection ratio | -5 | 10 | $\begin{aligned} & +5 \\ & 20 \\ & 5 \end{aligned}$ |  | Rs $<100 \Omega$ |
|  |  |  |  |  |  |
|  |  |  |  | $\mu \mathrm{A}$ |  |
|  |  | 19 | 23 | mA |  |
|  |  |  | 34 | mA |  |
|  |  | 210 | 300 | mW |  |
|  |  | 0.5 | 1 | ns |  |
|  |  | 2.2 | 3 | ns |  |
|  |  | 2.2 | 3 | ns | 100 mV pulse |
|  |  | 2.5 | 3 | ns | $\int 10 \mathrm{mV}$ overdrive |
|  |  | 2.5 | 3 | ns |  |
|  |  | 2 | 3 | ns |  |
|  |  |  | 1. | ns |  |
|  | $\begin{aligned} & -2.5 \\ & 60 \end{aligned}$ | 3 | +2.5 | $\begin{aligned} & \mathrm{V} \\ & \mathrm{pF} \end{aligned}$ |  |
|  |  |  |  |  |  |
|  |  |  |  | k $\Omega$ |  |
|  |  |  |  |  |  |
|  | -. 96 |  | $-.81$ | $v$ | At nominal supply |
|  | -1.85 |  | -1.65 |  | voltages, see Fig. 4 |
|  |  |  |  | ${ }_{\text {dB }}^{\text {dB }}$ |  |
|  |  |  |  |  |  |



Fig. 3 Timing diagram

## OPERATING NOTES

## Timing diagram

The timing diagram, Figure 3, shows in graphic form a sequence of events in the SP9685. It should not be interpreted as 'typical' in that several parameters are. multi-valued and the worst case conditions are illustrated. The top line shows two latch enable pulses, high for 'compare', and low for latch. The first pulse is used to highlight the 'compare' function, where part of the input action takes place in the compare mode. The leading edge of the input signal, here illustrated as a large amplitude, small overdrive pulse switches
the comparator over after a time tpd. Output Q and transitions are essentially similar in timing. The inp signal must occur at a time $t_{s}$ before the latch fallin edge, and must be maintained for a time th after th latch falling edge, in order to be acquired. After $t_{h}$, th output ignores the input status until the latch is aga strobed. A minimum latch pulse with $t_{p w(E)}$ is require for the strobe operation, and the output transitior occur after a time $t_{p d(E)}$.
Definition of terms
Vos Input offset voltage - The potential differenc required between the input terminals to obta zero output potential difference.
los Input offset current - The difference betwe
zero potential difference between the outputs.
Switching terms (refer to Fig. 3)
$\mathrm{t}_{\mathrm{pd}+}$. Input to output high delay - The propagation delay measured from the time the input signal crosses the input offset voltage to the $50 \%$ point of an output LOW to HIGH transition.
$t_{\text {pd }}$. Input to output low delay - The propagation delay measured from the time the input signal crosses the input offset voltage to the 50\% point of an output HIGH to LOW transition.
$t_{p d+(E)}$ Latch enable to output high delay - The propagation delay measured from the $50 \%$ point of the latch enable signal LOW to HIGH transition to the $50 \%$ point of an output LOW to HIGH transition.
$t_{p d-(E)}$ Latch enable to output low delay - The propagation delay measured from the $50 \%$ point of the latch enable signal LOW to HIGH transistion to the $50 \%$ point of an output HIGH to LOW transition.
ts Minimum set-up time - The minimum time before the negative transition of the latch enable signal that an input signal change must be present in order to be acquired and held at the outputs.
$t_{h}$. The minimum time after the negative transition of the latch enable signal that the input signal must remain unchanged in order to be acquired and held at the outputs.
$t_{p w(E)}$ Minimum latch enable pulse width-The minimum time that the latch enable signal must be HIGH in order to acquire and hold an input signal change.
Vcm Input voltage range - The range of input voltages for which the offset and propagation delay specifications are valid.
CMRR Common mode rejection ratio - The ratio of the input voltage range to the peak-to-peak change in input offset voltage over this range.

## Latched and unlatched gain

The gain of a high speed, high gain comparator is difficult to measure, because of input noise and the possibility of oscillations when in the linear region. For a full ECL output level swing, the unlatched input shift required is approximately 1 mV . In the latched mode, the feedback action in effect enhances the gain and the limitation between the noise/oscillation level; under these conditions the usable resolution is $100 \mu \mathrm{~V}$, although this is only achieved by careful circuit design and layout.

## Interconnection techniques

High speed components in general need special precautions in circuit board design to achieve optimum system performance. The SP 9685, with around 50 dB gain at 200 MHz , should be provided with a ground plane having a low inductance ground return. All lead lengths should be as short as possible, and RF decoupling capacitors should be mounted close to the supply pins. In most applications, it will be found to be necessary to solder the device directly into the circuit board. The output lines should be designed as microstrip transmission lines backed by the ground plane with a characteristic impedance between $50 \Omega$ and $150 \Omega$. Terminations to -2 V , or Thevenin equivalents, should be used.

A simple test circuit is shown in Figure 4. The operating sequence is:

1. Power up and apply input and latch signals. Input 100 mV square wave, latch ECL levels. Connect monitoring scope(s).
2. Select 'offset null'.
3. Adjust offset null potentiometer for an output which switches evenly between states on clock pulses.
4. Measure input/output and latch/output delays at 5 mV offset, 10 mV offset and 25 mV offset.


Fig. 4 SP9685 test circuit


Fig. 5 Open loop gain as a function of frequency


Fig. 6 Response to a 100 MHz sine wave


Fig. 8 Propagation delay. input to output as a function overdrive


Fig. 10 Set-up time as a function of input overdrive.


Fig. 7 Propagation delay, latch to output as a function of overdrive


Fig. 9 Set-up time as a function of temperature


Fig. 11 Propagation delav, input to output as a function of temperature


Fig. 12 Propagation delay, latch to output as a function of temperature


Fig. 14 Input bias currents as a function of temperature


Fig. 16 Output levels as a function of temperature


Fig. 13 Output rise and fall times as a function of temperatul


Fig. 15 Supply current as a function of temperature


Fig. 17 Response to various input signal levels

$t=5 \mathrm{~ns} / \mathrm{DIV}$

Fig. 18 Common mode pulse response

## PACKAGE DETAILS

Dimensions are shown thus: mm (in)



[^0]:    * H. Stark and F.Z. Tuteur, "Modern Electrical Communications," Prontice-IIall,1979.

[^1]:    * See also chapters 3-6, and 3-7.

[^2]:    * See footnote of chapter 3-4.

