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SPREAD-SPECTRUM COMMUNICATION SYSTEM

ABSTRACT

Spread-spectrum communicatiens, with its inherent
“interference attenuation capability; has over the years be-
come an increasingly popular feehnique for use in many
different systems. Applications range from antijam systems,
to code~division multiple access systems, to system designed
to combat multipath. It is tne intention of this thesis to
provide a fntorial treatment of the theory of spread-spectrum
communications includiné a computer‘aided ~analysis on Direct-
Sequence and Ffequency—Hopping systems. Results of the jamming
rejection algorithms for estimating and suppressing narrow-
band interference in DS and FH systems are presented.
Techniques for determining the coefficients of a linear
interference suppression filter (which are based on linear
prediction and conventional spectral analysis methods),

are described.



YAYGIN SPEKTRUMLU HABERLESME SisTEML

OZET

Yafgln spektrumlu haberlesmé;'karlslml dnleme, gizli-
lik, giirtiltd gideriliciligi ve ayni bandi goklu kullanim
- gibi 6zellikleri sayesindé, son yillarda birbirinden farkla
birgok sistemlerde kullaﬁllan gayet popﬁler bir teknik
haline gelmistir. Ozellikle askeri.haberlegﬁede birgok
uygulamasi bulﬁnan bu éistemin kullanim alanzi, karlsflfma
dnleyici sistemlerden, kod-b&lmeli goklu kullanimlara ve
¢ok yollu yayilmadan kaynaklanan girigimleri yoketmek igin
olﬁsturulan sistemlere kadar uzanir. Bu tezin amaci, dodrudan
kodlamali ve frekans atlamali teknikleri kullanarak yapilan
yaygin spektrumlu sistemlerin bilgisayar benzetimiyle birlik-
te vaygin spektrumlu haberiesme sisteminin teorisini bir
biitiin halinde sunmaktir:. Karigimi 6nleyici 6zelligini
gelistirmek makéadlyla, dogrudan-kodlamali ve frekans—v
atlamala tekniklerde,'dar—bandll karistirmaya ve genig-bandlai
glirliltiiyli tahmin edici ve bastirica algoritmalarin sonuglara
verilmigtir. Bu arada, doérusél 6ng6rﬁ vé klasik frekans
bandi analiz metotlaraina dayanan kérlgtlrmayl bastiraica

slizgeg hesaplari yapllmls,'sisteminvverimliliQi hesaplanmagtair.



Fig.
Fig.
Fng
Fig.
Fig.
Fig.
Fig.

Fig.

Figqg.
Fig.
Fig.

Fig.

LIST OF FIGURES

Model.of_spread—spectrgm communications system.
Typical proces; gain curve.

A PN chip.

Data bit and chipping sequence;
Direct-seéuencé spread—spéctrum system.

Simple shift register generator (SSRG)
Four-stage LFSR and its state cycies.

Four-stage maximal length LFSR and its state

cycles.

DS spread-spectrum communications System model.
An examplé of a FH pattern.

FH spread—spectrumlsystem._

Illustration of contigudusvversus overlapping

channels showing gain in channels per unit

Pages

15
15
25
25
34
34
37

37

49
62
62

70



"Fig.
Fig.

Fig.

Fig.
Fig.
Fig.
'Fig.
Eig.
Fig.

Fig.

4.4.

4.5.

4.6.

Pages

bandwidth :

(a). Contigpous channel‘spécing.

(b) . Overlapping channel<spacing;

Repeatér-type interferenqe diagram. | 70
FH spread—specérum system model. o 79
Power spectrum»of FH signals : '_ - 79
(a) . Ideal traﬁsmit#ed éignal.

(b); Receivedrsignal.l

(c) . Output of filter.
' Power spectrum of -transmitted DS signals. 92
Power spectrum of réCeived DS signals. ’ 93

Input and output data values for DS system.: 94

Filter output for order eight. 95
Power spectrum of/filtered DS signal. 96
Error spectrum. : 97
Data vélues for DS system. 98

(a). Input data values (ideal)

(b) . Output data values | i



Pages

Fig. 5.8. FH code»sequencelvalues. - ' ' | 99
Fig. 5.9. Transmitted FH signal spgctnum. | _ 100
Fig. 5.10. Power'spectrum of FH signal with noise.. ' 101
Fig. 5.11. FH daﬁa values | 102

(a). inpuﬁ

(b) . output
Fig. 5.12. Received FH signal spectrum;. : | 103
Fig. 5.13. Filter output for order eight. - 104

Fig. 5.14. Power spectrum of suppressed FH signal. - 105



vii

Pages
LIST OF TABLES
Table. 2.1. Spread—spectrum Process Gain. , 21
Table. 3.1. Code sequence lenths for various registers 49

using 1 Mbps code rate.



AI

CDMA
DFT
DS
D(t)

FH

FM

FFT

JSR

0 (1] (1] (1] (1] (1] (1) (1] (1) (1] (1] (1] (1) (1] (1) (1) (1) (1] e (1] L 1] (1) (1)

LIST OF SYMBOLS®

Anti-interference

Anti-jamming

Amplitude of the interferehce
Amplitude Modulation
Additive whiteugaussian-hoise
Bandwidth of the jammed part
Bandwidth expansion factor
Code division multiple access

Discrete-fourier-transform

Direct-sequence

Data sequence
Frequency-hopping

Frequency of the interference
Frequency Modulation

Fast fourier transform

Processing Gain

- Jamming-to-signal ratio

Losées implementation

Number of chips per information bit.
Linear feedback shift register
Jamming margin

Jammer power

Average power of error

Pseudo-noise

Cwviii



PSK

P(t)

Rdata

code

SNR

Signal power
Phase shift keying
Code sequence
Information rate
Code rate
Repetitlon rate

Signal-to-noise ratio

 Spread-spectrum

Simple Shift Régister Generator
Bit interval of an information signal
Chip interval of a PN signal

Time-hopping

‘Bandwidth of transmitted signal

ix



TABLE OF CONTENTS

ACKNOWLEDGEMENTS : : i

ABSTRACT | | | ’ | ii
bZEi - | - o idi
LIST OF FIGURES | - . | S dv
.ﬂIST OF TABLES ' S ‘ vii
LIST OF SYMBOLS | - viii
CHAPTER I. INTRODUCTION 1
CHAPTER II. THEORY OF SPREAD SPECTRUM COMMUNICATIONS 3
2.1. INTRODUCTION TO SPREAD SPECTRUM 3
2.2. SPREAD SPECTRUM SIGNALS FOF DIGITAL 6
COMMUNICATIONS

2.2.1. fModéi of sp;r;ead spectrum system '8
2,2.2. Processing gain and jammi-ng marginll
2.2.3. Why spread spectrum? | 16
CHAPTER III. DIRECT-SEQUENCE (DS).SPREAD.SPECTRUM SYSTEM 23

3.1. AN INTRODUCTION TO DIRECT-SEQUENCE 23

SYSTEMS



3.1.1.

3.1.2'

Characteristics of direct-sequ-

ence systems.

a. Principles and advantages of

DS‘syStems
b. DS process gain
c. Bit rate .and code length
Psghdo-random'sequehce aspects.

a. Introduction to pseudo-random

sequences.

b. Pseudo-random generators.

3.2. DIRECTfSEQUENCE WITH INTERFERENCE

3.2.1.

3.2‘2.

Interference rejection

Algorithms for estimating and

‘suppressing of narrow-band inter-

ference

a. Nonparametric spectral estima-

tion.
b. Parametric spectral estimation
Performance criteria

a., Signal-to-noise ratio without

filter.

Pages

26

26

29
30

3
33

35
39
41

42

43

44
48

51



b.

Signal-to-noise ratio with

filter.

CHAPTER IV. FREQUENCY-HOPPING (FH) SPREAD SPECTRUM SYSTEMS

4.1, AN INTRODUCTION TO FH SIGNALS

4.1.1. Characteristics of FH signals

d.

b.

Model of FH system

Process gain of FH system

4.1.2. FH rate and number of frequencies

Ca.

b.

Slow FH

Fast FH

4;2; FH WITH INTERFERENCE

4.2.1. Resistahce to jamming in FH systems

4.2.2, Digital whitening techniques for

FH

of

communications in the presence

interference

Wide-band noise and Narrow-band

interference

Performance of FH signals in

interference.

Pages
53

59
59
60
61
64
67
72
73
74
75

77

77

80



Pages

CHAPTER V. COMPUTER AIDED ANALYSIS OF SPREAD-SPECTRUM v 83
COMMUNICATIONS .,
5.1. DIRECT-SEQUENCE SYSTEMS 83
5.1.1. Transmitting and receiving of DS 83
‘signals
a. Ideal signal despreading : 86
b. Naxr0w—banfinterfefénqe and - 86

Wide-band noise

c. Performance criteria for DS 88
system.

5.2. fREQUENCY-HOPPING SYSTEMS | 89
5.2.1. Transmitter pért of FH system | 89
5.2.2. Receiver part of FH system | 90
5.3. COMPUTER PROGRAM FOR SPREAD séECTRUM 106

ANALYSIS
CHAPTER VI. CONCLUSION | 116
APPENDIX A. LEVINSON-DURBIN ALGORITHM | 120
 BIBLIOGRAPHY - . 126

REFERENCES NOT CITED ’ 128



I. INTRODUCTION

'Spread—spectrum systems have been developed since
about the mid-1950's. This group of modulation techniques
is characterized by having modulated sighal spectra that
do not resemble anythiﬁg usedvbefore, in that they deliberf

vately employ.large bandwiths to send small amounts of
information. The initial applications have been to military
antijamming tactical communications, to guidance systems,
to experimental antimultipath systems and to other applica-
tions. A.definition of spread-spectrum that adequately

refleccs the characteristics of this technique is as follows :

Spread-spectruﬁ is a means of transmission in‘which
the signal occupies a bandwidth in excess of the minimum
necessary bandwidth to send rhe_information'; the band spread
is accomplished by means of a code which:is independent of

'the data, and a synchronized reception with the code at the

receiver is used for despreading and subsequent data recovery.

Through the properties of their coded modulation.
‘'spread-spectrum systems can provide multiple access, low
interference to other systems, message privacy, interference

rejection and more. Spreading is accomplished by using



Direct-Sequence, Frequency-Hobbing, Time—Hopping methods

and hybrid combinations of these techhiques.

In the second section, it is desired to ?rovide a
tutorial treatment of the theory of spread—spectrum communi-
cations. A combination of advantages not available in any

other way of communicating are also given in.this sectioh.

In section III, the theory of direct—sequence spread
spectrum systems is explained using £he ideal and jammed
communications; Digital whitening techniques for'improving
DS systeﬁ performance in the presence of narrow-band in-
terference are presented using the linear predlctlon algorlthm.
Power spectrum relatlons and performance crlterﬁiof DS sys—‘
tem with broad-band noise and narrow-band interference are

also evaluated in this section.

. It is the intention of section IV. to ﬁrovide the
theoritical explanations of FH svstems including the
dlscu551on on the dlgltal whltenlng technlques and performance
criteria. Effects of broad-band and narrow-band jamming is

examined using the same rules as in DS systems.

In section V, it.ié desired to provide a computer
‘aided analysis of spread-spect:um syétém using DS and
 FH techniques. Power spectrums of.the communication signals
‘with and without interference, are examined, plotting the
input and output values of:message signal. Performance

'criteria of the system is obtained using the SNR valuesiof

ideal and jammed signals.



1, THEORY OF SPREAD SPECTRUM COMNUNICATIONS

2,1. INTRODUCTION TO SPREAD SPECTRUM

A spectrum is a fiequéncy domain represéntation of a
signal. Any signal can be described in the time domain or
frequency domain, and transforms are available for conversion
of deécriptive functions from one domain to the other and |
back again. Fourier transform, in which the relationship
between the time and frequency domains is defined by the
integral pair
4j2nft‘

CF(E) = SO £(t) e

- 00

dt S (2.1)

which transfdrms a known function of time to a function of
frequency, and
J20ft af ; (2.2)'

£(t) = SO F(f) e

=00

which performs the inverse operation.

Fourier transforms do not exist for some function

because they require the existence of the integral



Therefore discontinuous signals must be transformed by use
of the laplace integral

ey .

L(s) = [ £(t) ¢St
0

at (2.4)

Even as an oscilloscope is a window in the time
domain for observin§ signal Qaveforms, so is a spectrum
analyzer a window in the frequehcy domain. Many‘powerA'f
spectrums in this- thesis are obtained by ad&ing.thé'squared
values of.imaginary and real parts of the output of the |
Fast Foﬁrier Transfo;ms. This power level is then plotted
‘using some logarithmic plot programs. All spectral referréd

to are power spectra.

‘Literally, a spread séeqtrum system is one in which
the transmitted signal is spread over a wide frequency band,
much widér, in fact, then the minimum bandwidth required
‘to transmit the information being sent. A voice signal, for
example, can be sent, with amplitude modulation in a bandwidth
only twice that of the inférmation itself. Other forms of
modulation, such as Low deviation FM‘ofbsingle sideband AM,
“also permit information to be traﬁsmitted in a bandwidth'
cdm@aréble to the bandwidth of the information itself. A
spread spectrum system, on the other hand, often takes a

baseband signal with a bandwidth of only a few kiloHertz,



and distributes it over a band that may be many megaHertz
wide. This is occomplished by moéulating the information

tobe sent with a wideband encoding signal.

Spread spectrum systems have been developed since
about the mid. 1950's., The initial applications have been
to military antijamming tactical communications,'tq quidance
systems, to experimental antimultipath systems, and to othér
applications. A definition of spfead spectrum that adequately

reflects the charactéristics of-this-technique is asfollows :

hSpread spectrum is a means. of transmission in which
the signal occupies a bandwidth in excess of the minimum
necessary to send the infofmation'; the band spread is
acgomplished by means of a code which is independent of the
data, and a synchronized reception with the code at the

- receiver is used for despreading and subsequent data recovery."

Spreading the spectrum is the crucial point in this
system. Several of the techniques are "direct-sequence"
modulatioﬁ in which a fast pseudorandomly generated sequence
causes phase.transitions in the carrier containing data,
"frequency hopping", in which the carrier is caused to shift
frequency in a pseudorandom Way,»and "time hopping", where in
‘bursts of signal are initiated at pseudorandom times. Hybrid

combinations of these techniques are frequently used.

Although the current applications for spread spectrum
icontinﬁe to be primarily for military communications, there

is a gfowing, interest in the use of this .technique for mobile



radio networks, timing and positioning systems; some specialized
_applications in satellites, etc. While the use of spread
spectrum naturally means.that each txansmission utilizes a
large amount of spectrum, tﬁis may be éompensated for by the
interference reduction capability inherent~in.the use of |
spread-spectrum techniques, so that a considerable number of
users might share the same spectral band. There are no easy
answers to the question of whether spread spectrum is better
or worse than conventional ﬁethods for such muitiuser
channels. However, the one iésue that is clear is that
spread spéctrum affords anopportﬁnity tdvgive a desired
signal a power advantage over ﬁany types of interference,

including most intentional interference.
.2.2. SPREAD SPECTRUM 'SIGNALS FOR DIGITAL COMMUNICATIONS

Spread spéctrum signals\used for the transmission
of the digital infdrmation are distinguished by the charac-
teristic that'their b;ndWidth W is much greater than the
information rate R in bits per second, That is, the bandwidth

expansion factor

o
R

Be:

(2.5)
for a spread spectrum signal is much greater than unity. The

large redundanéy inherent in spread 5pectrum signals is

reqﬁired to overcome the several levels of interference



‘that are encountéred in the transmission of digital informa—,
 tion over SOme radio and satellite%channels. Since coded
waveforms are also Characterized by a bandwidth expansion

" factor that is greater than unify and since coding is an
efficient method for intxoducing redundanéy it follows that
coding is én important element in the design of spread

- spectrum signals. (lj. A second important element employed :
~in the design of spread spectrum signals is~pseudo-randomneés,
which makes‘the.signals éppear similar'to random noise and
difficult tb demodulate by recéivers 6ther than the intended
ones. This element is intimately related with the application

or purposé of such signals.

A Spréad spectrum system is one in which the transmitted
.signal is épread over.a wide'freqﬁenéyband, much wider, in
fact, than the minimum bandwidth reéuired to transmit the
inforhation\being sent. A voiceksignallbfor example, can
be sent, with aﬁplitude modulation in a bondwidth only twice
that of the informatidﬁ itself. Oother forms of modulation
such as low deviation frequency modulation or single sideband
amplitude modulation, also permit infbrmation to be transmit=
ted in a bandwidth comparable to the bandwidth of the

information itself.

A spread spectrum'system, oh the‘other hand, often
' takes a baseband signal with a bandwidth of only a few
kilohertz, and aistributes it over a band that may be many
megahertz. This is accomplished by modulating with the

information to be sent and with a wideband encoding signal.



It is common in spread spectrum éygtems to find transmitted
RF signal bandwidths that are as much as lO4 times the
~bandwidth of the information being sent. Some spread
spectrum systems have employed RF bandwidths 105 orlO‘6

vvtimes their information bandwidth.
2.2.1. MODEL OF SPREAD SPECTRUM COMMUNICATION SYSTEM

The block diagram shown in fig .2.1 illustrates the
basic elements of a spread spectrum digital communications
system with a binary information seqﬁence at its input at
the transmitting end and at its outpﬁt at the receiving
end (2). Thé chahhel encoder ahd decoder and the modﬁlator

and demodulator are basic:elements of the system.

In addition to these elements, we have two identical
pseudOrandom pattern_generatbrs,ybne whichiinterfaces with'
the modulator at the transmitting end and the second which
interfaces with the demodulator at the receiving end. The
: .generators_generate a péeudo-random or pseudo-noise (PN}
binary valued sequence which is impressed on thektransmitted
signal at the modulator‘and removed from the received signal

at the demodulator.

Synchronization of the PN sequence generated at the‘
receiver with the PN sequence contained in the incoming
feéeived signal is required in order to démodulate the
received signal. Initially, prior to the trénsmission of
1nformatlon, synchronization may be achleved by transmlttlng

a fixed pseudo-random bit pattern Wthh the receiver will



recognize in the presence of interference with a high
probability. After time synchronization of the generators

is established, the transmission of information may commence.

. Interference is introduced in the transmission of
the information—bearing'signal through'the-qhannel. The
characteristics of the interference dépend td a large,extent
on its origin. It may be categorized as being either broadband
or narrowband relative to-the bandwidth of the information
bearing signal, and either con£inuous in time or'pulsed in
time. For example, a jamming éignal may consistfof'one.or
more sinusoids in the bandwidth used to transmit the, informa-
tion. The frequencies of the sinqsoids may remain fixed or
they~may>¢ﬁange with time according to some fule. Asva
second example, the inferfétence génerated in CDMA by ofher |
ﬁsers of thé'channel may be either broadband'of:narrowband
dependipg on the type of spread\spectrum signal‘that is

employed to achieve multiple access.

Our treatmént of spread spectrum signals will facus
on the performancé of the‘digital communications system in
thebpresence of narrdw—band interference., (3). Two types of
' modulation are considered, Phase shift keying,(PSK) and
- Frequency shift keying (FSK) . PSK is appro§riate in applica-
tions where'phase coherence betweeﬁ the transmitted-signal
'ahd the received signal can be maintained over a tiﬁe
interval that is relatively long compared to the reciprocal
of the transmitted signal bandwidth. On the other had, FS3,

modulation is appropriate in applications where such phase
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coherence can not be maintained due to timevariant effect
on the communications links. This may be the case in a -
communications link between two high-speed aircraft or

between a high-speed aircraft aﬁd a ground terminal.

Spreading the spectrum is the crucial point in this-
system. The types of modulation in the spread spectrum

are 3 -

a) Modulation of a carrier by a digital code sequence whose
bit rate is much higher than the information signal
bandwidth. Such systems are called "DIRECT SEQUENCE" (DS)

modulated systems.

b) Carriér frequency'shifﬁing in discrete increments in a
:pattern‘dictated Ey a code seéuence. These are called .
- "FREQUENCY-HOPPERS". (FH). The transmitter jumps from
frequency fo frequency with in some predetermined set ;
the order of frequency usage is determihed by a code

' sequence.

¢c) Pulsed-FM or "CHIRP" modulation in which a carrier‘swept

‘over a wideband during a given pulse interval.

Closely akin to the frequency.hoppérstre,ftime
~hopping" and "timé—frequency hopping" systems whose chief
distinguishing feature is that their time of transmission

is governed,by a code sequence. Hybrid combinations of these

‘techniques are frequently used.
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2.2,2. PROCESSING GAIN AND JAMMING MARGIN

Interference rejection) selective addressing and
codedivision multiplexing occur as a result of the spectrum
spreading.and consequent despreading necessary to the
~operation of a spread spectrum receiver. In a particﬁlaf'
system, the ratio of tﬁe spread or transmitted bandwidth
- to the rate ef the information sent is called the "Process
Gain" of that system. A epread_spectrum eystem'develops its
procees gain in a sequential signal bandwidth spreadihg
and despreading eperation; The ﬁransmit part of the process
may be a_cconipli'shed with any ‘one of. the band-spreading
modulation methods. Despreading is accomplished by correlating
* the received spread spectrum signal with a similar local
reference signal. When the two siénais are matched, the
desired signal collapsesbtovits‘original bandWidth before
s?reading, whereas any unmatched input_is spread by the
~ local reference to its bandwidth of more. A filter then
rejects all but the desired narrowband sighal,.that is,

« given a desired signal and its interference, a spread spectrum
receiver enhances the signal while suppfessing the effects

of all other inputs.

In spread spectrum processors the process gain
‘available may be estimated by the rule of thumb :

Process Gain = G_ = ' (2.6)
- p R T
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where the RF bandwidth (W) is the bandwidth of the transmitted
spread spectrum signal and the information rate (R) is the
data rate in the information baseband channel. For a system

in which the transmitted signal bandwidth is 20 MHz. and |
the information rate is 10 k bits/s, process gain would be

approximately 33 dB..

) o -t .

G = -9 - _EEEQZ = 2000 | (2.7)
1% R 1x10 - =

G. = 10 log 2000 = 33 dB - | - (2.8)

Tﬁis system would offer a 33 dB improvement in the
signal to noise (SNR) ratio between its receivers RF inputs
and its narrowband baseband output; Table.ZJ.comparesbthe
process Gain that can be expected from variousltypes of

spread-spectrum systems.

This explanatiqn doesnot mean, however, that a
brocessor can pefform when faced with on interfering signal
having a power level larger than the desired signal by the
amount 6f the available prgcess_gain. Another term,-"Jamming |
- Margin", which expreéses the capability 6fxa system to

perform in such hostile environments, must be introduced.

Jamming margin is determined by a system's process
galn, acceptable output signal-to-noise ratio, and implemen-
tatlon losses. This margin, sometlmes called Antljammlng

margin (AJ), is the amount of 1nterference that a recelver
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can withétand while operating and produéing an acceptable

oﬁtput signal-no-noise ratio. For the above system, which.

has a.33FdB proceés géin,~if the minimum acceptable output
~ signal-to-noise ratio is 10 dB andvimplementatioh losses

are 2 dB, then the jamming margin is 21 dB.
M, = Jamming Margin = G, = (Lsys + (s/N)out.) (2.9)
My = G - (I#SNR) = 33-(10+2) = 33-12 = 21 dB (2.10)

~A 21 dB jamming Margih could permit a receiver toA
operate in an environment in which its desired signél is
121 times’samaller thén‘the interference at its output.
Expresséd another way on interfering,transmitter can:havéA
121 times more power output than the desired signal’s

transmitter before it affects the receiver's operation.

In'general, spread .spectrum processing offers the -
most flexible means of providing unwanted signal rejeétion
because it is not necessary to design for rejection of
any particular kind of interferende and geometric consi-

: 'deratidns are not normally'impdrtant. Spread spectrum
vprocessing does not, however, offer the-highest process gain -
or undesired signal rejection for every situation. The |
alternatives mentioned before may be_éombined with spread
spectrum techniques to producé a com?atible system with the
advantages of spread spectrum and other signal-to-noise

improving methods.
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The "Jamming Threshold" of a particular system is
of interest in determining.how wellvthat system will opefate
in the presence of interference. Consider the following
processox medel with signél and noise inputs (The noise

inputs include interference)

 signal input

] (SNR) 75— 6, [—»(SNR) p = (SNR) 4 X Gy

noise o

For the region of interest S « N, .Converting to decibele,.

we have ;

(SNR)

ot (dB) = (5NR) ;,(@B) + G (aB) - zan
but,
(SNR) 1n (dB) =.'—(JSR).-H(dB) o | (2.12_)
Therefore
(SNR)o#t(dB) = Gé(dB) ~ (JSR) (d1’3)< | o (2.13)

For the region above the Jamming threshold, where the threshold :

for a particular system is that level for which (see fig 2.2)

[c; (aB) - (JSR)dB] - [Gp(dB) - '(JSR)dB] = 14dB (2.14)
P measured
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G, = (SNR)output - (SNR) input | (2.15)
The cause of thresholding lies in such things as
tracking loss, nonlinearities, and thresholding of the
postcorrelation detector. No system can be designed without
a jamming threshold, but with care the threshold point cah
‘be placed beyond the normal operating region. All poesible,
thresholding sources would tend to degrade at the same point,
for when one part of the system operates at interference
levels beyond the others the overall system performance

does not improve.
2.2.3. WHY SPREAD SPECTRUM ?

In recent years, a new class of communications
systems has grown up around a modulation technique that
eomes under the general classification of "spread spectrum".
This gfoup of modulation techniques is characterized by
having modulated signal spectra that donot resemble anything
used before, in that they deliberately em?loy large bendwidtﬁs
to send small amounts of information in general, to be
classified as spread—spectrum Variety, the system must meet

two criteria.

_a) The transmitted bandwidth is much greater than the

bandwidth of the information being sent.

b) Some function other than the information being transmitted

is employed to determine the resultant transmitted signal

bandwidth.
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It is common in spread spectrum systems to find
transmitted RF signal bandwidths that are as much as 104
times the bandwidth of the information being sent. Some

spread-spectrum systems have employed RF bandwidths lO5 or

106 times their information'bandwidth.

Why would a communications engineer in his right

- mind even consider employing such signals‘in a practical
system? Because the process of spreading the signal bandwith,
and then collapsing:it_through coherent correlation with a
local reference contained in the receiver offers a ccmpinatioh

of advantages not available in any other way of communicating.

The first reaction common among those encountered
spread spectrum techniques is "Why bother". The answers are
varied and seldom the same. In a world beset by too little
RF spectrum to satisfy the over-grow1ng demands of military,
commerc1al, and private users the guestion "Why spread
spectrum" must certainly be considered valid, for spread
spectrum systems have almost as many reasons for being as
they have users (4). Some of the properties that may be

kcited are the following :
a) Interference rejection capability .

Spread spectrum systems prcvide an interference
rejection capability that can not'be‘matcﬁed inbany otheri
Way. Both deliberate and unintentiohal interference are
rejected by a spread- spectrum receiver, up to some

maxlmum wthh is ‘known as the “Jammlng Margin" for that
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receiver. This jamming margin is also a function of the

code sequenée rate or the number of frequency channels

available.
b. Message Privacy

Message privacy is inherent in spread-spectrum
signals because of their coded transmission format. Ofcourse;
the degree of privacy, or security, is é function of the
dodes used. Spread-spectrum have been constructed to empléy
every kind of code from the relatively simple lihear
maximals to the trualy sécure nonlinear encryption types.
Proper design of the system can provide for substitution
as reéuiﬁed when higher or lower level message security is

desired.
- €. Selective addressing

Selective addressing is possible through use of the
modulating code sequences to recognize a particular signal.
Assignment of a particular code to a given'receiver would
allow it to be contacted only by a transmitter which is
using that code to modulate its signal. With different
codes assigned to all of the receivers ina network, a
transmitter can select any one receiver for communication
by simply transmitting that receiver's code only that réceiverj

will receive the message.
. d. Code-division multiplexing

Code~division multiplexing is similar,. in that a
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number of transmitters and receivers can operate on the

same frequency at the same'time by employing different

codes. Either continuous transmission or time division is
facilitated, since synchronization inherent to transmission
and reception of spread-spectrum signals provides an excellent

time base for on and off timing.

e. Low density

Low-density transmitted signals'are advantageous for
'prevention of interference to other systems as well as for
providing low probability of intercept. The lowédensity of
spread—spectrum.signals»is an inherent property which

exists because of the bandwidth expansion. In a Direct
sequence system, for instance where the spectrum spreading
code ié at a 20 M bits/s. rate, the transmitted output is

at least 24 MHz. wide (at the 3 dB points) and the transmit-
ter's‘power is spread overlﬁhis bandwidth. In that 24 MH=z.
band, a 10 W transmitter would average a power density of
approximately 4.16 mW/Hz. To a narrowband receiver with a

50 kHz bandwidth, this 10 W sighal would have less effect
than a 200 mW transmitter of anything less than 50 kHz
bandwidth. In addition, a spread spectrﬁm output signal
appears to be incoherent and is thefefore often less object-

ionable than a narrow-band signal.
f). High-resolution range measurement

Spread spectrum signals of the direct sequence type
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excel in their capability to provide high resolution range
measurement. Again, this property is due to the higb—speed
codes used for modulation. Since synchroniiation of a

spread spectrum receiver depends on the receiver matching
its code reference to the signal it receives to within

one bit (typically, a spread spectrum:receiver's'code will
be matched to the incoming signal's code to within one

tenth to one hundredth of a bit), then the inherent resélution
capability of the signal is better than the range which
corresponds to a bit period. Given that,same system with a
20 Mbits/s. code, the range between transmitter anq receiver
can easily be measured to within 50 ns, or 50 ft, and little
difficulty is found in narrowing the resolution to 5 ft or
less. A spread spectfum ranging system that provides 50 ft
basic resolution capability at 10 miles will also provide
‘that same resolution-capability at 100 miles or 500 miles.
DS raﬁging techniques have been more than proven on deep
space probes, whéxe they provide accurate tracking for

space probes millions of milles away, In addition, spread-
‘spectrum rangipé has been employed in high performance
aircraft where accurate t:acking has been demonstrated at

. 30-mil ranges with 2-w transmitter power.

To be sure, there are disadvantages, but these are
‘often outweighed by.the advantages (5). Two prime

disadvantages may be listed for spread-spectrum systems :
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- a) They employ more bandwidth than a more "conventionally

modulated” system using AM or ﬁM,

b) They are more complex in that thay must include code
sequence dgenerators, correlatdrs, code .tracking loops,
chirp or phase-coded matched filters, or other subsystems

not necessarily needed in the more conventional system.

The major systems questions associated with the
design of a spread—speéﬁrum systém are : How is ?erformanée
measured ? What kind of coded sequences are used ? How much
‘jamming/inﬁerferehce protection is achievable ?. What is the
performance of any useréair.in an enVironment where there
are many .spread spectrum users (code division multiple access)?
To what extent does sbread spectrum reduce the effects of

multipath ?

[N

It is the aim.of this thesis‘to answers sbme of these
questions‘uSing some computer programs. Especially on the
subject of interference/jamming and performance, some |
algorithms are developped and results of these programs
ére applied to the Direct-Sequence and Freguency-Hopping

systems.
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[11. DIRECT-SEQUENCE (DS) SPREAD SPECTRUM SYSTEMS

3.1. AN INTRODUCTION TO DS SIGNALS

In the model shown in Fig. 3.1, we assume that ﬁhe
information rate at the input to the encoder is R bitS/é.
and the avaiiable channel bandwidth is W Hz. The modulation
is assumed to be binary PSK. In order to utilize the entire
availablé.channel bandwidth, the phase of the cérrier is
shifted'pseudo—tandomiy according to the pattern from the
PN generator at a rate W times/s. The reciprocal of W, denoted
as Tc,_defines the durétion of é rectangular'pulse which
is shown in Fig. 3.1l. This rectaﬁgular pulse is called a
chip and its time duration T, is called the chip interval.
This pulse is-the‘basic element in a PN spread spectrum

signal.

1f we define T : 1/R to be the duration of a rectan-
gular. pulse corresponding to the transmission time of an

-information bit, the bandwidth expansion factor W/R may be

" expressed as

w_o.
R T

B =

b . - (3.1)
e o , :
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In praetical systems the ratio Tb/Tc is an integer,
L, = T /T, o - (3.2)

which is the number of‘chips per information bit. That is;
L, is the numbef'of phase shifts that occnr in the transmitted
'signal during the bit duration Tb = 1/R.

Suppose that the eneoder takes k information bits
- at a time and generates a binary linear (n,k) block code.
The time duration available. for transmitting the n code
elements is (ka)_seconds. The number of chips that occur
in this time interval is (kLc).bHenceAwe‘may select the
bleck length of the code'ae n = kL,. If the encoder generates
a binary convolutional code of rate k/n, the number of chips

in the time interval ka is also n = kLc.

A simple illustration of these ideas using random

binary sequences will be used to bring out some of these
points. Consider the transmission of a single bit d(t) with
energy E, of dnration T Eeeondsf This signal is one-dimensional
as shown in Fig 3.2. and Fig 3.3.; the transmitter
multiplies the data bit d(t) by a binary :1 "chipping

sequence" p(t) chosen randomly at rate n chips/s. for a
4£otal of nTc chips/bit. The dimensionality of the signal

d(t)p(t) is then (nTc). The received signal is

r(ti = d(t) p(t) +« J(t) . 0«< t < T ©(3.3)
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ignoring, for the time being; thermal noise.

The receiver, as shown in Fig 3.2., performs the
despreading operation

A T -
U= g r(t) p(t) dt (3.4)

The integrand can be expanded as

r(t)p(t) = d(t) p2(t) + J(t)p(t)

(3.5)

d(t) + J(t)p(t)

It

and. hence the data bit appears in the presence of a code
modulated jammer. J(t) may be an addltlve white gaussian

noise or narrow-band interference.
3.1.1. CHARACTERISTICS OF DS SYSTEMS
a) Principles and advantagés of ‘DS .System

DS. Modulation is just exactly the modulation of a
carrier by a code sequence. In.the general case the format
may be AM, FM, or any'other amplitude orrangle modulation
form. The basic form of ‘direct sequence form is that produ—

\ced by a simple, blphase—modulated (PSK) carrier. The main

A

lobe bandwidth of the signal is twice the clock rate of the.
code sequence ‘used as a modulatlng signal. That is, if the

code sequence being used as a modulating waveform has a
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5-Mbps operating rate, the main lobe bandwidth will be

10 MHz and each sidelobe will be 5 MHz wide.

In our computer programsﬂ the code sequence being

used has a 1 Mbps operating rate so .2 MHz bandwidth is

thained;

Typically, the .DS biphase modulator has the form

shown in Fig 3.3. A balanced mixer whose inputs are a code

sequence and an RF carrier operates as the biphase modulatof

(6). The carrier is transmitted with one phase when the code

sequence is a "one" and a 1800 phase shift when the code

sequence is a "zero" or "minus one" as in our programs.

It is worthy of note that, althoughAother'modulation v

forms such as PAM (pulse amplitude modulation) and FSK (fre-

quency shift keying) could be used, biphase balanced mo-

dulation is the most common in DS systems (7). This is

true for several reasons :

Cii.

iii,

iv.

The suppressedrcarrier'éroduCed is difficult to detect

without resorting to somewhat sophisticated methods.

More power is awailable for sending useful information
because the transmitter power is used to send only the

code-produced signal.

The signal has a constant enve10pe level so that transmltted

power eff1c1ency is max1mlzed for the badwidth used.

The biphase modulator, an extremely simple device, consist
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of only one pair of transformers and a few diodes.

The simplified block diagram in Fig. 3.3. illustrates
a typical DS communications system. It shows that the DS
system is similar to a cqnventionél AM or FM communications
system with code modulétiqn overlaid on the carrier. In
actual practice the carrier is not usually modulated by
~ baseband information. The baséband infqrmation is‘digitized

and added. to the code sequence.

After being amplified a received signal is multiplied
by a reference with the same code and, assuming that the
transmitter's code and receiver's code are synchron&us, the
carrier inversions transmitted are removed and the original
carrier restored. This narrow-band restbred carrier can then
flow througﬁ a band-pass filter designed to pass only the

carrier. .

Undésired signals are also treated in the same process‘
of multiplicatioh by tﬁe receiver's reference that maps. the
received DS signal into the original carrier bandwidth. Any
inéoming signal»not synchronous with the receiver's coded
reference is spread to a bandwidth equal to its own bandwidth

plus the bardwidth of the reference.

N Because an unsynchronized input signal is mapped into
" a bandwidth at least as wide as the receiver's reference,
the bandpass filter can reject almost all the power of an

undesired signal. This is the mechanism by which process
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gain is ;ealized in a DS systém ; that is, the receivefv
transforms synchronous input sign&ls from the dode-modulated
bandwidth to the baseband modulated bandwidth. At the same
time nonsynchronous inpuE signals are spread at'least over

the code-modulated bandwidth.

b) Ds Process'Gain

Process Gain in a direct sequence system is a function
‘of the bandwidth of the signal transmitted compared with
the bit rate of the infotmati§n. The gain in question is
a signal-to-noise impfovement resulting from the RF-to-

information band width tradeoff.

The ‘usual assumptioh taken is-that the bandwidth
is.that of the méin lobe of the DS spectrum, which is twice
the'band&idth-spreadiné code ciockvrate. Therefore for
our system having a 1 Mbps code clock rate, and a 1 kbps
informétion‘rate the process gain would be |

6 .
PG = —3—1—0—7 = 2x10° = 33 aB

1x10

- Let consider forra moment the limitations that exist
with respect to expanding the bandwidth ratio arbitrarily
so that process gain may be increased indefinitely. (Unfortu-
;ately physical limitations prevent this increase.) Only

two parameters are -available to adjust process gain. (8).

i. Bandwidth depends on the code rate used. If we wish
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to have an RF bandwidth 100 MHz wide, the code cloc].c
rate would be 50 Mbps. On this basis, how wide is it
practical to make the system RF bandwidth? At present,
integrated circuits are available which allow limited

 code generation atf:ates up to 200 or even 300 Mbps.
Is fhere a profit in going higher, or for that matter,
using this bit rate? Consider higher bit rétes : doubling
the present state of,tpe art code fateskﬁould increase
proceés gain by only 3 dB, which is at best a modest gain |

~ when compared to the effort required to abuble the operating

speed of present circuits.

ii. Another‘conSideration is that as codeArates_go higher,
operaﬁing errors mqét go lower in inverse proportion. To
be operationallyvﬁseful,<a code generator should be‘able
to operate for hours or evendays without error. On the
other hand, high speed logic circuits tend toward noise
sensitivity and are more susceptible to error. Finally,
we can say that higﬁ—speed digital circuits consume large

amounts of current and their power dissipation is high.

Equipment implementation, and pfopagation constraints, tend
‘.to'limit the code rates used for band spreading. For the
near future it appears that code rates of 50 to 100 Mbps are

the highest that are practical for general use.

Déta rate reduction to improve process gain is limited

in its extent by the willingness of a user to slow his
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infermation transfer and by the overall stablllty of the
transmission link. Once data rate is slowed to the tens
of bits—per-second area or lower such things as local
oscillator phase noise or instability in the propagatlon

medlum become 51gn1f1cant and can cause errors.

Now, if we consider systems with code rate limited
at 100 Mbps and data rate limited at 10 bps, we see that

for practical systems process gain is limited at about

It is realized that future systems will transmit data at

gigabit rates.

RF bandwidth in DS systems directly affects system
capabilities. Several approaehes‘are useful in choosing the
proper bandwidth in a signal-hiding application ; the interest
is in reducing the power transmitted percycle of bandw1dth,
and w1de bandwidths are used. When max1mum processgain for

interference rejection is desired, BW again should be large.

c) Bit rate and code length.

Code bit rates in spread spectrum systems affect their

systems in many ways. The most obvious is in a direct-se-

quence system, in which the transmission bandwidth is a

direct function of the code bit rate. (i.e. Main lobe bandwidth

is twice the code bit rate.) Code repetition rate is also a

-,



function of bit rate ; that is, code repetition rate is

simply

r - _Clock Rate in bits per second
c = .
Code length in bits

(3.6)

This repetition rate determines the line spacing in the
RF output spectrum and is an important consideration in a

system design.

/ One criterion for selecting code repetition rate is
 that the period of the code must exceed the length of any
lbmission in which it.is‘to,be_used. In most aircrafé, for
instahce;‘an eight~hour code period would exceed the flight
capability. Table 3.1 list the various code lengﬁhs for a

1 Mbps bit rate. Other considerations that bear on the
choice of code‘rate and length\are thé relationship of the
repetitidn rate to the information baseband and use of the

system for ranging. -

It is advisable that a DS systems code repetition
rate be adjusted by choosing a satisfactory code length
so that it will not be in the information band. Otherwise,
unnecessary noise will be passeq‘inﬁé the information
demodulators, especially under &;ﬁmée conditions (9).
In our computer programs Code clock Rate is 1 Mbps ;

and information rate is 1 kbps. After selecting a given code

'length, 8191 bits, we select a 13-stage shift register
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generator from the table. Using these values we can calculate
the Repetition rate of our system. |
Code rate 1x10°

R, = = = 122.085 bps. = (3.7)
Code length 8191 :

- Repetition rate can be adjusted by choosing code léngth,
for code rate must be chosen to give a particular RF band-

‘width (2 MHz) in this system.
3.1.2. PSEUDO-RANDOM SEQUENCE ASPECTS .
a) Introduction to PN sequences

The importance of the code sequence to a spread
spectrum communications»is difficult to overemphasize, for
the type of code uséd, its 1ength, and its bit rate'set
bounds on tﬁe capability of.the system that can be changéd '

only by changing the code.

 To be sure that'the poiht is understood, a spread
spectrum system'is not a secure system unless the codes
used are cryptographically secure, and although they are

useful in_spréad spectrum systems linear codes are not

secure (9).

The PN sequences that are used for the spreading in

any system must meet the two critical criteria of :

i. Denying any information about future sequence k-tuples

to the unintended party.
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ii. Permitting practical implementation, including convenint

code changes.

Denying future information is probably the foremost

- criteria, if future sequence values are not totaly uncertain,.
the unintended party should not be able tb»reduce the intended
system processing gain, at least in antijam systems.lThis
means that the PN code period must exceed thé time between
_code changes, and the code must ndt be "cfackable" in the

_encryption sense.

A fundamental issue iﬁ spread spectrum is how the
spreading technique affords protection against interfering
signals with finite power. The underlying principle is that
of distributing a relatively low dimensional data signal in
a high dimensional environment so that a jammer with a
‘fixed amount of total power is obliged to either spread
that fixed pdwer over all the coordinates, thereby iﬁducing
just a little interfe;encé in each cobdrdinate, or else place
all of the power into a small subspace, leaving the remainder

of the space interference free.
b) PN Sequence generators

A purely random sequence'éan be used to spread the
'~signa1Aspectrum. Unfortunately, in order to despread the -
vsignal, the receiver needs a repli¢a of the transmitted.
seqﬁence. In practice, therefore, we generate PN sequences

‘50 that the following properties are satisfied.
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i. They are easy to'generaﬁe
ii. They have long periodsf
iii. They have randomness property
iv. They are difficult to reconstruct from a short segment.

Linear feedback shift registers (LFSR) sequences
posses properties i and ii most of property iii, but not
property iv. .One canonical form of a binary LFSR known as

a simple shift register generator (SSRG) is shown in Fig. 3.4

The shift register consists of binary storage elements (boxes)

which transfer their contents to the right after each clock
pulse. The contents of the register are linearly combined
‘with the binary coefficients a, and are féedback to the first
stage. The binary code sequence C, then clearly satisfies

the recursion

r
C.= I 3. Ch a. =1 (3.8)

The periodic sycle‘cf the states depends on the initial
state and on the eoefficients a,. For example, the four-
stage LFSR generator shown in Fig.3.5; has four possible

_cycles as shown. The all zeros is always a cycle for any .

LFSR.

For spread spectrum we are looking for maximal length

.cycies, that is, cycles of period (2r—l) (all binary r-tubles
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- except all-zeros). An example is shown for a-four'stage
register in Fig. 3.6, The sequence output is 100011110101100
(period 24—1) = 15) if the initial contents of the register
are 1000. It is always possible to choose the feedback:

coefficients so as to achieve maximal length.

Maximal codes are, by definition, the longest codes
- that can be generated by a given shift register or a delay
element of a given length. Properties held by all maximal

code sequences are briefly these :

i. There is a balance of zeros and ones. The number of
ones in a sequence equals'the number of\zeros with in
one priod. For a 1023 bit rate there are 512 ones and 512

Zeros.

ii. The statistical distribution of ones and zeors is well
defined and always the same. Relative positions ¢f their
runs vary from code sequence to code sequence but the

number of eachrun length doesnot.

iii. Autocorrelation of a maximal linear code is such that
for all values of phase shift the correlation value is

(-1), in which correlation varies linearly from the

(-1) value to (25-1).

iv. A Modulo-2 addition of a maximal linear code with a
phase shifted replica of itself results in another

replica with a phase shift different from either of the

originals..




v. Every possible state, or r-tuple, of a given r-stage
generator exists at some time dﬁring the generation of
a complete code cycle. Each state exists for one and only
one clock bit. The exception is that all-zeros state does

not normally occur and cannot be allowed to occur.

2 3.2, DS WITH INTERFERENCE

Interference is introduced in the transmission of the
information-bearing signal th:ougﬁ the channel.‘The characte-
ristics of the interference depend to a large extent on its
origin. It may be categorized as being either bfoadband or
narrowband relative to.the bandwidth of the information-
bearing signal, and either continuous in time or pulsed in

time. For example a Jamming signal may consist of one or

more sinusoids in the bandwidth used to transmit the informa-
tion. The frequencies of the sinusoids may femain fixéd or

. they may change with time according to somekrule. As a second
example, the interference’geﬁerated in CDMA by other users

of the channel may be either boradband or narrowband depending/
on the type of spread spectrum signal that is employéd to-

achieve mﬁltiple access. If it is broadband, it may be

characterized as an equivalent additive white gaussion noise.

Probably the single most important application of

spread spectrum techniques is that of resistance to intentional
interference or jamming. The two most common types of jamming -
signals analyzed are single frequency sine waves (tones) and

broad-band noise. The simplest case to analyze is that of -
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broad-band noise jamming. If the jamming signal is modelled
as a zero-mean wide sense stationafy gaussian noise process
with a flat power spectral density over the bandwidth of
interest, then for a given fixed power (P;) available to
the Jamming signal, the power spectral density of the

jamming signal must be reduced as the bandwidth that the

jammer occupies is increased.

For a DS system, if we assume that the jamming
signal occupies the total RF Eandwidth, typically taken to
be twice the chip rate, then the despread jammer will occupy
an even greater bandwidth and will appear to the final
integrate-and-dump detection filter as approximately a

white noise process.

A fundémental issue inAspread spectrum is how this
techniéue affords protection against interference signals
with finite power. The underlYing principle is that of
distributing a relativelywlow dimensional data signal in
"a high dimensional environment so that a jammer with a
fixed amount of total power is obliged to either spread
that fixed power’ovér all the coodinates, (place all éf the -

power into a small subspace), leaving the remainder of the

space interference free.

A brief discussion of a classical problem of signal
detection in noise should clarify the emphasis on finite
interference power. The standart problem of digital transmis- -

sion in the presence of thermal noise is one where both
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transmitter and receiver know the set of M signalling
waveforms {Si(t), 0 <t<T, 1< 1 < M} . The transmitter
selects one of the waveforms every T seconds to provide

a data rate of log, M/T bits/s. If for example sj(t) is

sent, the receiver observes
r(t) = 85(t) + n,(¢)  (3.9)

where nw(t) is additive, white gaussion noise.

Since the desired signal can be "collabsed" by
correlating the signal at the receiver with the known code,
the desired signal is protected against a jammer in the
sense thét it has an effective power advantage relative to
the jémmer. This ?owér advantage‘ié often proportional to
the ratio of the dimensionality of the space of code
sequences to that of the data signal. It is necessary, of
coursé, to hide the pattern by which the data are spread.
This is usually done with a PN sequence which has desired
randomness properties and which is available to the
coéperating transmitter and receiver, but denied to other

undesirable users of the common spectrum.

3.2.1., INTERFERENCE REJECTION

Spread spectrum, Direct sequence, or PN modulation
is employed in digital communication system to reduce the
effects of interference due to other users and intentional

jamming. When the interference is narrow-band the
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crosscorrelation of the received. signal with the réélica

of the PN code sequence reduces the level of the interference
by sPreading it across the frequency bandvgccupied by the

PN signal. Thus thevinterference is rendereé equivalen£ to

a lower level noise with a relatively flat spectrum;
Simultaneously, the_crdss-correlation‘operation collaéses

the desired signal to the bandwidth oCcupied by the information

signal prior to spreading,

The‘interferehce immunify.of a DS system corrupted
by narrow-band interference can Be.further improved by
filtering the signal prior to cross correlation, where-the
objective,is to reduce the level of the 1interfe£ence at
the expense of introducing some distortion on the desired
'signal. This filtering can be accomplished by exploiting
the wideband spectral.characteristics of the desired PN
signal and the narrow-band characteristic of the interference.

is easily recognized and estimated (11) .

- 3.2.2. ALGORITHMS FOR ESTIMATING AND SUPPRESSION OF

NARROWBAND'INTERFERENCE

The algorithms may be classified into two general
categories. The algorithms in the first catégdry employ the
Fast Fourder Transform (FFT) algorithm for performing a
'SPeCtral analysis from which an éppropriate transversal
filter is specified. These algorithms are termed nonparametrié,
since no prior knowledge of the characteristics of the

interference is assumed in forming the estimate. The
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algorithms in the second category are based on linear predic-
tion and may'be termed parametric. That's, the interference
is modelled as having been generated by passing white noise

through an all pole filter.
a) Nonparametric spectral estimation

‘The basis for this method is that the power density
.spectrum of the PN sequence is reiatively flat while the
spectrum of the narrowband interference is highly peaked.

The first‘step‘in this method is to éstimate the power
épectral density of the received signal. The spectral estimate
can be obtained by any one of the well-known spectral analysis

techniques, (i.e. Welch method) (10).

Once the power spectral density‘of the received sighal
is estimated, the interference suppression filter can be
designed. A transversal filter is an appropriate filter
structure for this application, since we desire to use a
filter that contains nbtches in the frequehcy,range occupied

by the interference.

In effect, the filte: characteristic attemptes to
‘approximate an invefse filter to the power spectral density.
That is, the interference suppression filter attémpts to
suppress the spectrum of the incoming signal. Thus, the filter
will have a large attenuation ih the frequency range occupied/
by the interference and a relatively small attemuatia1els¢-

where. A relatively simple method for designing the transversal
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filter is to select its DFT to be the reciprocal of the
square root of the power.spectral density at equally spaced

frequencies.
b) Parametric spectral estimation or linear prediction.

In constrast to the-nonparametric'spectral analysis
method, the following method for estimatihg the narrbw—band
interference is based on‘ﬁodeling‘the interference as white
noise passed through an all-pole filtef that is, instead of
using the received signal to estimate the spectrum directly,
the signal is used to estimate the pole positions. This
estimation is accompiished by means of linear prediction. An
estimate of the po¥er spectral density is easily obtained
from the all-pole model. The interference suppression filter
is simply a transversal filter having zero positions that
coincide with the estimated pole positions. Thus, the spectrum
of the éignal at the output of the transversal filter is

rendered white.

In order to develop the mathematical formulation for

the all-pole model, we begin with the received éignal,
r(t) = s(t) + i(t) + n(t) - (3.10)

.where s(t) is the information bearing signal, i(t) denotes
the narrow-band interference, and n(t) is assumed to be a
sample function of a white gaussian noise process. For

convenience, we assume that r(t) is sampled at the chip
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rate of the PN sequence. Thus r(k) can be expressed as
r(k) = s(k) + i(k) + n(k) k 21,2, ... (3.11)

We assume that s(k), i(k), and n(k) are mutually uncorrelated.
An estimate of the interference i(t) is formed from r(k);
Assume for the moment that the statistics of i(t) are known

‘and are stationary.

Then we can predict i(k) from r(k-1), r(k-2), ...,

r(k-~m). That is

r(k-2) (3.12)

where {a } are the coefficients. of the linear predictor.
The coefficients are determined by minimizing the mean

square érror between r(k) and i(k), which is defined

€ (m)

E(r(k) - i(k)) 2

agr(k—lq 2 (3.13)

E (r(k) -
1

m
z
L=

minimization of €(m) with respect to the predictor coefficients
{ag} can be easily accomplished by involving the orthogonslity
principle in mean square estimation. This leads to the set of

linear equations (10)..
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m : ’
L agp(k-2) = p(k) k=1,2, ... m (3.14)
=1 T

where
(k) = E(c(mr(k m)) | (3.15)

is the autocorrelation function of the received signal xr (k).
The above equations p(k)-are usually called the Yule-walker

equations. They can be written in matrix form as

where Rm is the mxm autocorrelation matrix, ay is the vector
of filter coefficients and bm is a vector of outocorrelation
coefficients p(k). The matrix Rm is a Toeplitz'matrix, which

is efficiently inverted by use of the levinson Durbin Algorithms

The solution of the Yule-Walker equations for the
coefficients a of the prediction filter requires knowledée
of the outocorrelation function p(k). In practice, the outo-
correlation functioﬁ of i(k) and, hence, r(k) is unknown and
it may also be slowly varYing intime. Cohsequently, one must
consider methods for obtaining the pfedictor coefficients
‘directly from the received signal.r(k). This may be occomplished
' in a number of ways. In this investigatibn, three.differeht )

methods can be mainly considered
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i. Direct application of the levinson Algorithm.

The first method is simply based on the direct
estimation of p(k) from the block of N samples. The
estimate of p(k) is A

N-k

‘P(k) = I r(n)r(n+k) k=0,1, ... ,m (3.16)
n:O

the estimate B(k)-may'then«be substituted in the Yule-
Walker equations in place of p(k) and the levinson-~Durbin
algorithm can be used to solve the equations efficiently.
The levinson Durbin algorithm, describéd in’AppeAdiva,
Ais uéed‘in our computer programs for obtaining the filter

coefficients.
ii. Burg Algorithm
iii. Least Squares Algorithm

The good estimétion of the predictor coefficients
can be-obtained with as few samples as twice the number of
predictor coefficienfs. The levinson algorithm appears to
require a few more samples. We expect the least squares
algorithm to be comparable to the Burg algorithm in its
performance and its sample size reﬁuirements. We did not -

- perform a thrchhv study of the samplé_size requirements

for obtaining good estimates, however.

Once the prediction ccefficients are determined,
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the eétimate ;(k)vof the inteference, is subsfructed from
r(k) and the difference signal is brocessed further in order
to extract the digital information. Thus the equivalent
‘transversal filter for suppressing the interference is

described by the transfer function

o o
A(Z) =1- I a 57k ' ©(3.17)
_ _ k=1 &

where Z'-l denotes a unit of délay. The corresponding ail-p¢le

model for the interference signal is

1

A, (2)
3.2.3. PERFORMANCE CRITERIA ON INTERFERENCE SUPPRESSION

- A model of the spread spectrum communication system
is shown in Fig. 3.7. The information signal U(t) is assumed
to be binary PSK with stbol values U = *1. The SS modulation
is accomplished by PN signaling with signaling element or
"chips" given by P = 1. The interferenée is modelled as a
~sum of fixed amplitude and fixed frequency tones with random

phases.

The received wideband signal is then sampled once per chip

" and can be represented as (10).

r(k) = s(k) + i(k) + n(k)
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PN SE€EQuUENCE ) S®)
CORRELATOR
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———-d PN Stenal ! CHRANNEL )
: GEVERATOR :
li(b)fn(f} , - P~ Sa(¢)
L FiLTER ERVERCE]
ols& CORRELATOR
INTERRERENCE

Fig. 3.7 Spread spectrum communication system

model
Regisgter Sequence Length
T . 127
8 255
9 | 511
10 . 1023
11 2047
12 4095
13 ......;.....;.‘819l
14 ‘ 131071
15 : 524287

16 3 8388607

Table.3.l.Code sequence ‘1lengths
for various registers, 1 Mbps Rate
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.oxr

m }
x * Zl Cm cos(ZHfmkAt+¢m) +‘nk (3.18)
m=

r(k) = UP

where U is the information signal to be transmitted, Py is

the modulated PN sequence, C

o’ fm and Qm are the amplitude,

frequency and phase of the narrow-bénd interference, At is
- the sampling interval and ny is the zero mean white Gaussian

noise with a wvariance G2. In narrow-band gaussian interference,

Q
n

(2P (£ )Af) 1/2

(3.19)
f = mAf

where P(fm)‘is the power spectrum at frequency f and Af is
thé frequency speration between two neighboring frequencies.
In Fig. 5.7. the received signal is processed in a conven-
tional SS receiver to yield the output Sl(t)»and in an SS
receiver using digital filter prior to correlation to

produce the output Sz(t).

A measure of the performance improvement due to
filtering can then be obtained by comparing the Signal-to-
Noise ratios of the outputs S, (t) and S, (t). The signal-to-
poise ratio (SNRi) of the output Si(i:1,2) shown in Fig.

3.7. can be defined by
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| 2 -
SNR; = Elsgd i=1,2 | (3.20)
Var{si]

It can be shown that (W), the ratio of SNR, to SNR;

gives us the performance criteria of the system.

W = —SNRp ' (3.21)
SNR,

a) THEORETICAL SNR PERFORMANCE IN A CONIENTIONAL

S8 SYSTEM (SNRleITHOUT FILTER)

The sampled wideband received signal can be represented

by
R = UP + g
where
dQy = ik + oy (3.22)

and

m
m§1 Cm Cos(ZHfmkAt +-®m)

If the signal is correlated with the known PN code, the

correlator output, Sl' can be expressed
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L L o
z P, =UL+ I 1P + nP (3.23)
oy R ko1 Kk T Tk

S1 =

where L is the number of chibs per information symbol and
the PN code chips P, = +1. In order to simplify the analysis,

an ensemble of independent PN‘systems is assumed where

. 1 ... k=g '
E(P,P ) = §k - = (3.24).
o - \0 ... otherwise

The SNR of the correlator output can now be computed from the

mean nad variance of Sl' The mean of S is given by,
E(S;) = UL o (3.25)

Since E(qk) = 0 as a result of the unifbrmly distributed

random phase o and the zero mean noise n The variance

k.
of Sl is 'given by |

2, .2
v(s) = E(s?) - L

where U = *1.

- 2 | (3.26)
V(S,) = I El(q) | | .26
1" " o1 7k |

since ik and n, are independent and zero mean
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) | (3.27)

where G2 is the noise power and Gi is the interference power.

then

‘and

r'(i<)

2 .2
Gi - E(lk)
1 T2 | ,
= — I c . (3.28)
2 m:l .
m -
V(S;) =L I —l;-ci + 1.G2 (3.29)
n=1 2 A
- B%(sy) g
SNR, = ——21¢ _ (3.30)
. v(s;) mo3 2 2 '
I —=—Co +G
m=1 2
SNR, - L
m oy 2 2
I ——Co+G
m=l 2

b) THEORETICAL SNR PERFORMANCE IN SS SYSTEM USING

WHITENING FILTER (SNR WITH FILTER)

2

An estimate of {i(t)} interference is formed from

m

1) = I ayr(k-g) (3.31)

2=1
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where (al)'are the coefficients of the linear predictor.
After the prediction coefficients (éz) are estimated from

the whitening algorithms, an error signal is formed as

r(k) - 2(k)

W
i

m
rk) - I azr(k-l)

=1 (3.32)

The error signal is correlated with the PN code to prbdu;é.

the output signal Sz.'

(up ) (3.33)

gPg \WWrPr_g * 9y

where

r(k-2) = UP(k=-2) + g(k-2)
the mean of S, is obtained as in SNR; calculations
E(S,) = UL _ - (3.34)

Since aj = 1 and E(g-%2) = 0 the variance of S, is
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2 2
(3.35)
2
- IZ + Il - L
where
L M L M -
I, = I r I  a,a.E(P,P.)E(q,_ q._ .)
1 k=1 2=0 i=1 j=0 o k ol k =]
and ) : . (3.36)
L M L M
I, = I z X I a,a.E(P,P.P P, .)
27 k=1 2=0 i=1 j=0 * 3 K iTk-17i-]
Evaluation of I, requires the idehtity
- 1 ™ 2 | 2
E qk—lqk-i = — I Chn Cos'ZHfm(J—z)At + G Sj_z
2 m=l
and _
. 1, ) K:l
- E(P,P,) =68, , = , (3.37)
k"% k=% 0, otherwise
using these two identities in equation Il’
m m m ' m
I, == I Iaga, I C.cCos 2Mf (i-2)At + LG I aj
2 2=09=0 * I m=1 < 2=1
(3.38)

The power spectrum of the optimum filter is given by
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P(£) = N t .
m . :
I 5 aze"’:] 2Hfm52,Atl 2
=0
(3.39)
- . PNAt
m m ,
pX L a,a, Cos(2If_(2-1i)At)
2=0 2=0 ok m
2
1 Cm
where p(fm) = = —
2 Af

Substituting these two equations of P(fm) in equation I,

o 2 5 ,
I, = LP AtAfM + LG® I a | (3.40)

Evaluating I, requires the identity

E P,P:P, P, . = 2>, 95>0,1i=% (3.41)

k™ """k~ Ti-j 62—j,~

o ., otherwise

using this identity in equation Iy given

m
I,=0°+1 & a; - (3.42)
p=1 | )
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combining I,, and Il in equation V(Sz} = I2 + Il - L

" then

m

2 2
v(s,) = L(1+G )nflﬁ’ + LR At AE M (3.43)
Ez(Sz)
SNR, = ————
v(sz)
52,2
) 2. ™ 5
L(1+G") I az + LPNAtAfM
=1 :
L )
SNR, = . . (3.44)
2, ™ 2
(1+G") I az + MPNAtAf
=1

The ratio of SNR2 to SNRl (Performance) is finally given by

M
—l— z Ci + G2 . .
W = 2 o (3.45)
2. ™ 5
(1+G%) I a‘ + MP_AfAt
o=1 ¢ N

where Py is the average Power of the error signal and this

'pan be computed from these equations.

2

N,N)

(3.46)
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(3.46)
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IV. FREQUENCY HOPPING SPREAD SPECTRUM SYSTEMS
4.1. AN INTRODUCTION TO FH SIGNALS

The simplest form of FH results from frequency shift
keying (FSK) a carrier with the binary message and then hop-
ping this carrier over a wide range of frequencies in
accordance with some bseudo-random frequency pattern. The
transmitter jumps from frequency to freqﬁency within some
predetermined set. The o;der of frequency‘usage is deterﬁined
by a code sequence. This same‘pseudo—random hobping pattern
‘must be generated at the receiver in synchronism with the
- received signal in order to desbread it to a normal binary

FSK signal.

Frequency Hopping modulation is more accurately
termed "Multi?le frequency,bcode selectéd, frequency shift
keying" (2) simple FSK most often uses only two frequencies ;
for exam?le £y is sent tovsignify a "MARK", £, is to signify
a "SPACE". Frequency'hpppers, on the other hand, often have
thousands of frequencies available. The number of fréquencieé‘
and the rate of hOpping from frequency to frequency in any
frequency hopper is governed by the.requirements placed on

it for a particular use.

The wide-band frequency spectrum desired is generated
in a different manner in a FH system. It does just what its
“name implies. That is, it "hops" from frequency to frequency

over a wide-band. The specific order in which frequencies



are occupied is a function of a code sequence, -and the rate
of hopping from one frequency to anothér is a :function of

the rate at which information is to be sent. -
4.1.1. CHARACTERISTICS OF FH SYSTEM

A FH system or "Frequency.Hopper“ consists basically
of a code generator and a frequency synthesizer capable of
responding to the coded outputs from the code generator. A
. great deal of effort has;been expanded inydeveloping rapid-A

response frequency synthesizers for sbread spectrum systems.

Ideally, the instantaneous frequency hobper output
is a single fregquency. Practically, however, the system user
must be satisfied with an output spectrum which is a composite
of the desired frequencies, sidebands generated by hopping

and spurious frequencies generated as by-broducts.

~ Over a period of time the ideal frequency hopping
spectrﬁm would be perfectiy rectangular, with‘transmissions
distributed evenly in every available frequency channel.
The transmitter should also be designed to transmit to a
degree as close as practical, the same amount of power in

every channel.

As in a DS system, any signal that is not a replica
of the local reference is spread by multiplication with the
- local reference. Bandwidth of an undesired signal after

multiplication with the local reference is again equal to



the coVariancé of the two signals, fdf example, a continuous
wave (CW) signal appearing at therFH receiver's input would

be identical to the local reference when translated to the

IF frequency. A siénal with the same bandwidth as the local
reference would have twice the reference bandwidth at the

IF} The IF following the correlator, then can reject all of

the undesired signal power that lies outside its bandwidth.
Because this IF bandwidth is only a fraction of the bandwidth.
of the local reference, we can see that almost all the undesired
signais power is rejected, whé:e'as a desired signal in

cenhanced by being correlated with the local reference.

In the preceding section on DS systems we saw that.
a DS system‘s operation is identical from the stand point
of undesired signal réjection and remaéping the desired signal.
From this general viewpoint DS and FH.sYstems are identical ;

they are different, however, in the details of their operation.
a. Model of FH Spread Spectrum System

In a FH spread spectrum communications system the
available channel bandwidth is subdivided into a large number
of contiguous frequehcy slots. In anyvsignaling interval,

" the transmitted signai occupies one or more of the available
frequency slots. The selection of the'fréquency slots in
each signaling interval is made ?séudorandomly according to
'the outéut from a PN generator. Figure 4@1. illustfates a
particular frequency—hoﬁéed éattern in the time-frequency

plane
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Fig 4.2 Model of an FH spread spectrum system
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A block diagram of the trénsmitter and receiver
for a FH spread sﬁectrum system is shown in Figure 4.2.
The modulation is usually binary FSK, for example, if binary
FSK is employed,»the modulator seiécts one of two frequencies
corresponding to the transmission of eithei alora-1
' The resulting FSK signal is translated in frequency by an
amount that is determined'by the ouﬁput sequence from. the
PN generator which, in turn, is used to select a frequency
‘that is synthesized by the- frequency synthesizer; This
frequency is mixed with the output of the modulator and the
resuitant frequency translated signal is transmitted over

the channel.

At the receiver, we have an identical PN.generator,
synchronized with the received signal, which ié used to
control the output of the frequeﬁcy synthesizer. Thus the'PN
fréquency translation introduced at the transmitter is removed
at the,réceiver by mixing the synthesizer output with the

received signal (12).

The resultant signal is demodulated by means of an
FSK demodulator. A signal for maintaining synchronism of the
PN generator with the frequency-translated received signal

is usually extracted from the received signal.

.Although PSK modulation gives better performance than
FSK in an Additive White Gaussion Noise - (AWGN) channel, it is
difficult to maintain phase coherence in the synthesis of the

fréquéncies used in the hOpping pattern and, also, in the =
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propagation of the signal over the channel as the signal
is hopped from one frequency to another over a wide bandwidth.
Consequently FSK modulation with noncoherent detection is

usually embloYed with FH spread spectrum signals.

FH spread spectrum éignals,are.used primarily in
digital communications that requiré-antijamming protection
and in Code-division multiple access (CDMA)where‘many/users

share a common bandwidth. ' In most cases, a FH signal is
preferred over a PN spreadrspéctrum signal because of the
- stringent synchronization requirements inherent in PN SS .

signals. In a PN systém, timing and synchronization must be
2
. : , W
On the other hand, in an FH system, the chip interval is the

established to within a fraction of the chip interval Tc = .
time spent in transmitting a signal in a particular frequency
slot of bandwidth B < W, But this interval is approximately
l/B,‘which is much larger than 1/W. Hence the timing require-

ments in'a FH system are not as stringent as in a PN system.
b. Process Gain of FH System.

The kind of spread spectrum technique, illustrated
by the use of a PN seéuence, produces an instantaneous
‘spreading of the transmitted bandwidth. It may be that the
resultant processing gain is still nottenough to overcome
the effects of some kinds of'jammemts._It would be possiblé
to use even narrower chip widths (and thus wider bandwidth

and more chips per bit), but there is a bractical limit to
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this imposed by the capabilities of the physical devices used

to generate spread spectrum signals.

Process gain for the FH system is the same as that

for the DS system, that is (13)

CBW

_Rdata

Process Gain = Gb =

s
-An alternative method of fbrcing the jammer‘sighal to cover

a wider spectrum is to randomly hob the transmitfed frequency
of the data (information) symbol on a symbol-by-symbol basis.
This spreads the spectrum sequentially rather than instan-
~taneously. Assﬁming that the jammer will decide to spread its
‘energy over the entire_frequency—hqpﬁed spectrum, the

potentially available processing gain is then gives by (1)

Processing Gain = 10(log Hopped BW/Data Rate)

(LanrithmiC)

However the jammer may decide to concentrate on just
a few of the hop?ed frequencies, aesuming that it is more
effective to attempt to cause errors in only some of the
information bits. In this case, the effective processing gain
realized by the receiver would be less than that given by
ﬁﬁis equation. If the information bit or symbol is also‘
spread by means of PN coding, then theiﬁse of both FH and

PN codes provides a ﬁrocessing_gain‘given by
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Processing Gain = 10 log(chip Rate/data Rate)
(Logarithmic) L

+ 10 log(BW/R )

data
A‘system that uses both techniques is referred to as a
hybrid. This spread sbectrum systems are useful when a single
technique such as PN coding doesnot.provide an adaéuate SNR

margin,

In our FH spfead spectrum system which is used in
the comﬁuter programs, theke are 32 code bits per one informa-

tion symbol and

Rdata = info:mafion Rate = 10 kbits/s

BW - Hopped Bandwidth = 2%320000 = 0.64 MHz
then

Processing Gain =.F§£9929— - 64

10000

Gp = 10 -log 64 = 18 dB.
Jamming margin is determined by a system's process
gain,'acéeptable output SNR and implementation losses. This

margiﬁ, sometimes called anti-jamming (AJ) margin, is the
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amount .of interference that a receiver can withstand while
operating~and producing an acceptable output SNR. For our
system which has 18 dB Proceés.gain, 10 4B outbut SNR and

2 dB losses, then the jamming margin is

G - (Limp. + SNRg

Jamming Margin P

ut)

Jamming Margin = 18 - (2 + 10) = 6 dB.

4.1.2 FH RATE AND NUMBER OF FREQUENCIES

The minumum frequency switching rate usable in a
frequency hopping system is determined by a number of

parameters';
i)‘The type of-informotion being‘sent ahd its rate.
ii) The amount of redundéncy used, if any.

iii) Distance to the nearest potential interferer.

Information in a FH system may be transmitted in a
way available to other systems. Usﬁally, however, some form
of digital signal is.ﬁsed, whether the information is a
digitized analog signal or aéta. Assume fof the present that
some digital fate is brescribed and thaf frequency hopping
has been chosen as the transmission ﬁedium. How, then, is ﬁhe

FH or chip rate chosen?



A FH system must have a large number of frequ—‘

encies usable on’demand. ?he’number required is dependent
on system erroreratef; for instance, a library of 1000
frequencies could’nrovide'good oberation when interference

or other noise is evenly distributed ar every available
frequency;‘For equal distribution of noise in every channel
the noise power required.to block.comnunications would
approach 1000 times desired signal,nower (in other words, .
- jamming margln would be 30 dB) UnleSS some form of redundancy.
that allows for bit decisions based on more than one frequency
is used, however, a single narrowband interferer would cause
- an error rate of lx10F3, which isvgenerally,unacceptable for
digital data.-Fer a simple‘FH'system without any form of
transmitred data redundancy the expected error rate is just
J/N, where Jdequals the number of interferers with power
. greater than or equal to s;gnal\pewer and N equals the number

of frequencies available to the system.

The practicality ef inereasing redundancy'to improve
bitAerror rate depends on system parameters. It'is obvious
that the more chips sent for a bit, the lower the bit error
rate. The hopping rate required'and rhe Bandwidth increase
vin direct proportion. If either the bandwidth allocated or the
'frequency capability of the frequency synthesizer is limited,
then some trade off must be made between sending a larger
number chips per bit and reducing the number of frequencies

available..
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As an>example, assume that a éata source at 1 kbps
is to be transmitted and that a 10 MHz band-width is allowable.
.1 kb data requires that frequency‘hobping be at least 1 khps,
so that the'maih lobe of the dehobped carrier spectrum is
2 kHZ wide. Therefore,. .if no overlab is allowed, 10 MHz/2 kHZ

‘= 5000 frequency hobping channels are available.

It has been assumed for the FH'systems that con-

- tiguous frequency‘spacing is used'; that is, the dehopped
‘signal abpearing at the receiver is not allowed to overlap
from one channel into another. This is not strictly a true
picture-in many systems, depending on the receiver used,
transmit spacing can be such that significant'ovetlep occurs.
This overlap greatly reducee the bandwidth required for the
transmittea spread spectrﬁm signal. Fige4_3. illustrates
everlapping channels and the bandWidth savings. Between
figures 4.3.a and 4.3.b there is a doubling of_channels in
the same bandwidth. Overlabbing is such that the center of

one channel falls at a null for the adjacent channels.

One other signifiéant coﬁsideration regarding chip
rate is the effect of signals_whiCh are received at the same
frequency as the desired signal but are.different in phase.
" These signals are due to muitipath or, evenworse, deliberate
interference. In most cases the multiéatﬁ signal arriving at
a receiver is much smalier than the desired and is therefore
‘net of great consequence. The deliberatebihterferer who receives
a signal from the FH eransmitter, amélifies it, modulates

with noise can be extremely effective with transmitter power
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channels showing gain in channels per unit bandwith
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similar to the friedly one. Against this kind of threat

the FH might have no advantage..To_combat the threat the

frequency hopper must}hob at a rate that allows it to skip

to another frequency before the interferer can resbond to

- the last one. The desired hopbing rate is then greater than

(T, - Td)—l, where T_ is the total propagation time from the

FH transmitter to the interferer and from there to the in-

tended receiver. T, is direct path delay, illustrated in

. Figure 4.4.

As we absorve Fig. 4.4. we see that the minimum

required hopping rate is a function of distance to the

interfering station and the angle of offset from thedirect

path. For fixed stations we can drive a minimum hop rate,

but for mobile applications the conclusion must be "make the

system hopping rate as fast as ?ossible".

us
1)

2)

3)

4)

Because of its importance in frequency.hopping, let

look at what has been said here ;
FH rate is a function of information rate

Information error rate can not be reduced below J/N unless

some form of redundant transmission is used,

The number of frequency channels required is determined by
the desired interference rejection capability and chip -

error tolerance.

The dehopped signal seen in a noncoherent frequency hop

" receiver is Bsinx)/glz in shaﬁe and has main lobe bandwidth
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“equal to twice the chip rate.

5) Chip rate is bounded on the low side by multipath and
repeater interference considerations.. The best rule for

- variable geometry situations is to hob as fast as possible.

The fact that frequency hoépihg'does not érovide
insténtaneous coverage of the broad signal band leads to
consideration of the rate at whidh.the.hoﬁs occur. Ciearly
the faster the hobbing,<the more'héarly the frequency
hob apéroximatesvtrue sﬁectrﬁm spr?ading; Two basic
characterizations of’frequency.hobéing are fast frequency
hob and slow frequehcy hob (7). These are distinguished
from éne another by the amount of-ﬁime spent at each

di5create frequency before hoPping to the next.
a. Slow Frequency Ho§; 

"When slow frequency hopkis embloyed, the carrier
frequency remains cbnstant for time Preiods far in excess of
the propagation time. Several miliseconds is a reasonable
dwell time in this case. This usually allows many'data bits
to be transmitted a£ each frequency, and the resulting
transmitter and receiver equipments simpler and less

expensive than that for a faster frequency hop.

The disadvantage of slow ffequency hop is that an
enemy can imblement smart jammers that could defeat the
antijam protection in many irstances. This can be accomplished

' by providing the jammer with a search receiver that scans
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the signal frequency band and locates the transmission ;
then the jammer's powér can be concentrated at the frequency
where the signal is‘beign tfansmitted. If £he jammer can
- adapt quickly enough, it may be able to follow the.slow

frequency hop.

On the otherhand, slow frequency hop can be used to
interleave many frequency multiflexed channels wiﬁhih the
same frequency hop band. In_this abblication, each channel
could be assigned a unique ca:rief-frequency within the overall
- band. The frequency assignments would be‘changed from time
to time so that each'chanhel would hob among the freguencies
in the band in coordination with ﬁhe other channels, but in

a manner that would appear random to the jammer.

Aé a consequence, slow.frequency hop can be useful
either agaiﬁst siméle jammers or in conjuction with frequency
division multiplexing of many signals in the wide bandwidth
range of the ho?. In many cases, these features, along with
the ldwer relative cost compared with fast FH, may make this .

technique attractive.
b.. Fast Freqﬁency Hop.

As the name implies, fast FH involves very rapid
retuning of the signal and very short dwell times at each
frequency. Generally, a fast hop is épplied to defeat the
.smait jammer's attempt to measure sighal:frequency and
tune the inteiference to that portion of the band. To defeat

this tactic, the signal must be hopﬁed to a new f:equency 
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before the jammer can complete its measurement, retuning,

and interference functions.

The required hoﬁping rate is determined by considering
time delays intro@uced by signal'propagation to the receiver
and jammei, and time delays inVOlved.in processing and tuning
at the jammer. The FH rate is usually selected to be either
equal to the symbol rate or faster than that rate. If there

-are multiple hobs,ber symbol, we have a fast-hoﬁped signal.

Fast frequency hopping.is employed‘in antijamv
applications when it is neeessary to prevent a type of'jammer,
called a follower.jammEre, from having sufficieht time to
iﬁteréebt the frequency and retransmit it along With adjacent
frequencies so as to‘cfeate interfering signal components.
However, there is a pehaltyiincurred in subdividihg a signal

into several.frequenCy-hepped elements because the energy

from these separate elements is‘eombined noncoherently.
4.2, FH SYSTEM WITH INTERFERENCE

Frequency-Hopping commﬁnication system is a class
of spread spectrum systems which can employ extremely wide
bandwidth much greater than that actually required for
‘eommunication. In FH systems the carrier is switched to a
new frequency occupying a new frequency cell of bandwidth,
say BHz, which is a small fraction of the total spread spectrum

’bandw1dth, say WHz, where BKW.
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We consider a particular form of FH system where.
the carrier is éhase modulated by a differantially encoded
binary bit stream and each hopped carrier conveys 1 bit of
information. This tybe of FH sysﬁem is réferred to as a

pure FH or slow hofﬁing system.

In the receiver the spreéd spectrum ﬁodulation is
removed by correlatihg the received signal with the sbread
‘spectrum reference signal. The primary a?vantage provided by
| spread\spectrum systems is the‘abiiity to reject narrowband
interference due to jamming signals and other useré of the
band during the recovery of the desired signal. To enhance
the berformancefof conventional S§read sbectrum signals,
digital whitening techniques can be employed prior to

correlation (14).

The received signal consists of the sum of the spread
sbectrum transmitted signals, interference and'receiver-thermalb
noise. This interference can be predicted and suppressed by

use of digital whitening techniques as in DS systems.
4,2.1 RESISTANCE TO JAMMING

One of the important reasons for the application of
spread spectrum techniques to military communication systems
is its ability to resist the effects of intentional jamming

.(8);

When narrowband jamming signals exist in one or more

of the frequencies used by the transmitted signal, all meésage
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data carried by those barticular hops Qill in all likelihood
be destroyed. The type of processipg.needed to restore

this data deﬁends.upon how the message data .rate compares
with the hoé rate. If thefe is exactly one message bit per
hoé, a common situation,.then error correction coding may be
"employed at the.transmitter. The receiver is then able to
recover the bits that are desfroyed-by the jamming signal.

In a fast hop system, for which there are 'several hoés during
_beach message bit, there méy be sufficient information frvom
the hops that are not interfered with'toArecoVer tha data

(message) without any forward error correction.

Alternatively, in a slow hob system, in which there
.are several message bits ber hop,_it may be’bossible to
include burst error correction in the transmitted signal and,

thus, recover the lost information.

When partialband jamming is present, the situation
becomes ﬁuchvmoré difficult. If a substantiél fraction of
the hop frequencies are jammed, forward error correction may
be inadequate and it may be necessary to resort to some form
of retransmission;VThe processingkthat.is required in this
case calls for the receiver to detect the existence of errors
vand inform the transmitter. Ideally the tiansmitter should
utilize some knowledge concerning the jammihg frequenciesg to
sélect a retransmissidn time that minimizes the number of’

jammed hops in that barticular messagé segment.
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4.2.2, DIGITAL WHITENING TECHNIQUES FOR FH

COMMUNICATIONS IN THE PRESENCE OF INTERFERENCE
_,a)‘Narrow—band interférence and wide-band noise

The system to be analyzed is shown in Fig.. 4.5. The
information signal .U(t) is assumed to be binary FSK with symbol
values U = %1, The's?read sbectrum modulation is accomplished
by PN signaling with signaling element given by P = tl. In
thevFH_system shown in Fig; 4.5, the carrier frequency is
_pseudorandomly hobped in every signaling interval. The
interference is modelled as a sum of fixed amplitude and
fixed frequency tones with random phases. The received wide—
band signal is then saméled once §er chi§ and can be represehted

.as ;
R(t) = S(t) + I(t) + n(t)

where S(t) is the transmitted signal, I(t) is the narrow-band
interference and n(t) is the gaussian noise. Interference can

be repreéented as in the DS systems.

Ik) = 2 _AmCos(2HfmkAt + ¢m)*

where M and k are the sample number of narrow-band interference
.and PN signal. B fm and o, are the amplitude, frequency and

phase of the interference At is the sampling interval.
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In Fig. 4.6(a). it is .shogn that the power spectrum
of the FH signals without.interference, and in Fig. 3.6(b).
We can see tha effect of narrow-band interference on the FH
‘signals spectrum. Adjusting the frequency<(fm) of thié naxr-

row-band interference we can change the place of jamming zone.

We can estiﬁate the harrow-band interference witﬁ
linear prediction algorithm and supbress the jamming with
levinson-durbin algorithm as in the DS system. Related
power s?ectrums and whiféning\techniques of FH.system will
be examined step by steb in chaéter V. using some computer

programs.

Let us consider the FH séread spectngm signal in
the presénce of broad-band interference characterized sta-
tistically as Additive White Gaussian Noise (AWGN) . The

jammer in the ith slot will be taken to be
J(t) = Jci(t)Coswit - Jsi(t)S:anit

where wi is the center frequency of the ith slot‘and jci(t)
and jsi(t) are independent zero-mean Gaussian random processes
‘with power equal to J and flat power spectrum. When we use
this gaussian noise jamming in our computef programs, results
become diffe?ent from the narrow-band interference. Since

£he zero mean gaussian noise has the flat powef spectral density
like the transmitted FH signals. We can not see any jammed
regi§n (peaked band) ‘on the power sbectrum of the received

FH signals. But examining the values of received signal we
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we can easily see the effect of jamming noise.

b. Performance of FH signals in the éresence of

interference.,

When there is a narrow-band interference in FH

‘system, the correlatbr outéuts with and without whitening

are denoted by-Sz(t)'and Sl(t),\respectively, as in DS systems.
A m€asure of the performance'imérovement_due to whitening

can then be obtained by dbméaring.the‘signal—to—noiSe ratiqs

of the outputs S,(t) and S, (t). The signal-to-noise ratio

can be defined by

.
SNR. = _E_igil , i

i ‘ : 1,2
var{si}

we can calculate the values of SNR, and SNR;. using the same
way as in DS system and the ratio of SNR, to SNR,; (W) is

a?proximatelyvgiven by

W = SRa
SNRl
L g Ap?
W:"g‘ m=1
no2
z a, + MPNAfAt



where an.is the‘prediction error filter coeffiqient, PNl
'is the average power of the error series. The performance
factor, W, Indicates the improvement tésulting from whitening.
In our coﬁputer results about FH éYstem these_Values are

obtained ; Average éower
P. = 16.9 dB

-10.983 dB -

[\S)
it

» n
2
J
{

y = -18.403 dB

Performance W = SNR2/SNRl = 11.959 dB.

Let us consider the performance of a FH spread
spectrum signal in the presence of broad-band noise characte-
rized statistically as additive White‘gaussian noise with power
spectral density J. For binary FSK with noncoherent detection

and slow frequency hoppingv(l hop/l bit), the probabality

of error (2),

1 Jlb/z

where b’b = €b/J, éb is the energy per bit. Finally, we

observe that, €7 the energy per bit, ¢an‘be expressed as,



Where E is the transmitted signal energy and R is the

information rate in bits per second and
J = Jav/W .

, therefore‘}[b may be expressed as

- E /R

b

\‘b I 3, /W
_W/R
b = J/E

In this expression we recognize W/R as the processing gain

and J/E as the jamming margin for the FH system.
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V. CONPUTER AIDED ANALYSIS OF SPREAD
SPECTRUM COMMUNICATIONS

5.1. DIRECT-SEQUENCE. -SYSTEMS

In a DS system the spfeading is accomplished by
biphase modulating a carrier with a high rate pseudo-random
binary sequence. Binary'meésage modulation is accomplished
by multiplying the pseudo—random sequencé by the message. In.
the receiver it is necessary to deépread the incoming signal
by multiplying it by a replica of:the original spreading |

sequence.
5.1.1. TRANSMITTING AND RECEIVING OF DS SIGNALS

Spreading which.is the crucual point in the field
of spread spectrum communications, is accomplished by a code
vsequence. The high speed code sequences spoken of here are
- just long binary sequenceé'(of ones and minus ones) at bit

rates usually in the range frbm one to a few hundred megahertz.
1 -1 -1 11 1 1 -1 1 1

-1 1 l1-1-1-~-1 1-1 1-1
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In ouf simulation, code clock rate is chosen 1
Mbés and information rate is chosen 1 kbps. It means ﬁhatv
the main 1obe of this spectrum has a bandw1dth of 2 MHz,
(twice the code clock rate)

BW = 2 X R =2 x 1 MHz = 2 MHz

code

Using these values we can easily calculate the process gain

of this DS system.

Code lenght is chosen 8191 bits for practicality, This is
accompiished by using thebtheoritical explanations and tables
in DS systém (chapter 3.). This code séquence can be generatea
by using 13 stage shift registers. Now we caﬁ calculate the

repetiﬁion rate of this system.

Code Rate _ _bps
Code length b

Code repetition rate (Rc) =

R = _1x10" = 122 times per second
¢ 8191
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It means that our code sequence is being sent 122 times-in
1 second. In our application, there is 128 code bits per one
data'symbél and 1024 code bits are generated for 8 data

symbols. Data signals also consist of ones and minus ones
1 -11 -1 1 -1 1 -1

Using these principles, code and data signals are generated
- and modulated. Modulation. is accomblished by multiplying
the code and data signals. Transmitted signal can be represented

as
s(t) = p(t).d(t)

where-?(t) is code sequence which has 1 Mbps and d(t) is data
signal which has 1 kbps bit rate. S(t) is a transmitted DS
signal which has a flat power spectrum shown in Fig 5.1. The

- values of the transmitted signal can be represented as,

[

| . |
p(t):1 -1 -1111-1 1-1 -1 1 1T
- ]
- ' +! ‘
d(t)1 1 111 1-1-1-1 -1 -1 — _
-1, ) )
+-L—\'

s(t);1 -1 -11111-11 1-1
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a. Ideal signal correlation and demodulation -

Ideally we can suppose that there.is no ahy intetfefence
and noise in channel sO pure transmitted signal is received.
Received signai is corrélated-by.using the code sequence which
is same as the seqﬁénce in trénsmittef then the demodulation
techniqﬁes are abplied in order to obtain the data values. it

-is known that there is 128 code bits per data symbol so
correlated Sequénce‘cohsiéts of 128 ones and 128 minus ones

‘sequences.
b. DS system with narrow-band interferences

The received wide-band signal can be reéresehted_as ;
r(t) = s(t) ¥ i(t) + n(t)

 where s(t) is the transmitted signal,'i(t) is the narrowband
interference and n(t) is the.gaussian noise,., The interference
is modelled as a sum of fixed amblitude and fixed fregquency '
tones. It can be represented as.

. ‘ M § .

i(k) = 3 Am81n(2nfmkAt)

m=l

where Am is the amplitude of the interference, fm is the-
frequency of the interference, M and %k are the sample number

of sequence and interference and At is the samble'ihtervals
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i

1000 Hz At = 0.000194

we can change the value of At and samble number for obtaining;
the better state for interference, The power sbectrum of the
received signal with narrowband interference is shown in

Fig 5.2. Using these valueé we can state the interference

on the frequency band between 40th'and 50th

slots. How can we
suppress this narrow-band interference? Rejection of this
“interference consists of two steps. First steplis estimation

(linear prediction ex?lained in section. 3.), second“stepvis

suppression.

A transversal filter is designed for estiméting the
 interference by uéing.levinson-Dﬁrbin~aigorithm. Better
“suppression'can be obtained‘chapging the order of filter.

Input and output data values for a Direct sequénce

system are shown in fig.5.3. The best suppression is gbtained
using the filter with order 8. shown in Fig. 5.4. After filtefing
andrcorrelation,.thé demodulation is employed'and the new |

data values. are obtained
- 0.598 . -0.996 0.470 -0.384 0.441 -0.515

0.295 -0.387
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It is easly seen that we can't obtain the ideal
data values (ones and minus ones) because of the noisy
channel. In other words we can say that Filtering is not
- enough to ideally suppress the interference. After filtering,
the received signal's power spectrum is plotted .in Fig. 5.5. V
It is convenient te combare Fig. 5‘2.vand 5.5. in order to
see the effects of filter and interference. The error
.spectrum, which is obtained using the difference values
between filtered and i&eal DS signals, is plotted in Fig. 5.6.
We can see the errors on everY~frequeacy components in this.
figure. The values of input and output data are plotted in

Fig. 4.7. in order to show the performance of DS system.
c. Performance criteria for DS system.

In chapter. 3 the correlator outputs for a spread
spectrum receiver with and witheut whitening are denoted by
Sz(t) and Sl(t). A measure of the performance improvement
due to filtering can then be obtained by comparing the SNR
values of the outputs éz(t) and Sl(t). Using the theoritical

explanations in chapter 3, we can calculate the SNR values,

L

SNR, =

N
I a’ + MP_AfAt
n N
n=0

‘where L is the number of chips per symbol, M is the sample’
number, Af is the frequency separation between two neighboring

frequencies, a, is the filter coefficient and Py is the aVerage
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power.

Py = Py_p (L-ayg ) = 11.07 4B
o M-1
P = 1 . S(k.)‘-'Z
M k=0 .
L = 128
SNR, = -9.477 dB -
L g
SNR; = = 15,229 dB
Mo 2
I — A
m=1 2 m

now wecan find the performance value W

W= SNRp SNR,(dB) - SNR,(dB) = 7.118 dB.
SNRl

5.2. FH, SYSTEMS

FH results from frequency shift keying a carrier with
the binary message and then hopping this carrier over a wide
range of frequencies in accordance with some pseudo-random

frequency pattern.
5.2,1., TRANSMITTER PART OF FH SYSTEM

In our computer aided FH system analysis, there are

.32 code bits éer one data symbol,
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Data Rate = 10 kbps.

Rdata

Roode = Code Rate = 0.32 Mbps.

ransmitted BW = 2 x 0.32 MHz = 0.64 MHz.

Code sequence consists of ones and minus ones as - in DS system
but it changes from frequency to frequency at every 32 bits
- blocks. Code sequence values are shown in Fig. 5.8. Data

values are the same as in DS system.

1 -1 1 -1 1 -1 1 -1

Every data bit is modulated by the code séquence'at the

different frequencies. .
5.2.2 RECEIVER PART OF FH SYSTEM

Power spectrum of the ideal transmitted signal is
shown in Fig; 4.9, Ideally‘there is not anyvdifferémx:between
FH and DS system receiver parts. éorrelation with the same
code sequence and demodulation are employed and above data
values are obtained. When there is a zero mean gaussian noise
"in the received signal, we can't see the éhy jammed region oh
the spéctrum because the transmitted signal and noise have
the same flat spectrum, shown in Fig. 5.10. After correlating

and demodulation, we can see the effect of noise on data

" values.



1.032 -1.020 1.099 -1.118

Correlated FH values are plotted in Fig. 5.11.

When there is a narrow-band interference, the message
is obtained,.using the same techniques as in DS system. Jammed
FH signal's power spectrum is plotted. in Fig. 5.12. Interference
is estimated (linear prediction) and suppressed for obtaining
'thé data as shown in Fig.’S.lB and Fig. 5.14. New data values

are
0.474 ~0.548 0.608 -0.579 0.681 -0.680
0.784  -0.736

We can see the correlated FH signals in Fig. 5.14%4.

Performance criteria of FH system is accomplished

using the same rules as in DS system and

SNR

~-10.983 dB

SNR4 -18.403 dB

W = 11.31 dB
where Average power = 16.9 dB

L = 32 and At = 0.119
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AAkrh kA RA AR AR AR RN R kk

AR AR kR TR RS kA AR AR AR

KAXXR KKk KRXRRA AR AKX RX KL AL KR

AR K AR ER AR KRR AR AR KRR R Ak K

KhkK R R AR KR EX AR AR KK AN KCRA N KRR

AR RN A KRR R AR AR R AR RR AR k&

I T2 2222 RSS2SR 2222202 R 2 R 2 R
AR R AR AN R A RR AR AR ARk A TRk hh

222X RS SRR R RS Axthkxhkhrh ke ¢
1¢ ¢r

AR RARRARNA AN KL R KRR AARA AR KA AL ARR
'ETEAZR2 S E RSN R REEAL NSRS REREREE S

I'EI X2 RZEZEZE2R2R AR 2SR S SRSl s RSN
**I*tt**ittt**t****ﬁ*t********t****
**t***f**tt***t*tit*t*******ttfﬁ**t.
ARAKACR A NAEAA AKX IR AAIA KA AR R AN AR Ak &
*t*******i**g*t*titt*i*t**t*ttt**ﬁ**t
*****t**tt****t*‘***tkt*******t*tt**t,
N S IR 2223222222 2 2 R 222 RS20
t*t*t**i*iti*****tt*t***t***ti****ﬁ***
******tf#tt**tt******t**t***t'ttﬁ*****t
**t**t**tttttt*tt***t*t**t***t*i*t**t**
t*tttt*tttttt*****t*ttt*t*t*t*t**it*t*t* ’ ;
****t***t*t**t****ttt*t***t*tit*ttt*ti**
**t*i***t**tt*t**t**tttt*tt*tf*t*i*iti**
ttt*tt**iti***t***k*tttit******t*t*ttit**

**t*tktt*i*t*****t***tt*tﬁtit*tt**t*t****
i*tt'**ti#tt**ttt*if*tt*t**tt*t*t*

Aot .
TS SR WA WA W W W W WA Ny Wy e N &

r 4N 50DEST




1L VD

misremioprediye et AA.LA‘._ALAAA.LJ-L‘A‘L‘.*A&&“l‘-&‘*ju’}?l%j*****tt*L‘.*i*—*

****ﬁ*t**iﬁ**t**t*i*t*tt*tt***tit*ttt*t**
rgt*vt*ttt*ti*i****i*tt**t*tﬁt*tit***tﬁi*t*i
*1*-********t*tttt*******ii**t*t*ttfi*i*ttt*ti
*t*tt*t*t**ii*****t**tt’**t*t**t*t*t*i*}iii*tt**i*t*t
fitt*’t*t*****i***1*****t**titt**t*t*it*ii*i****t
**Q***ttﬁ*i*i****t********t*i*iii**tit*t*titﬁﬁt

28BS B RRLELEERERESERERE R SR TG OGP gy
rg*t***i*it******tf****i********ﬁ**t;i*i*t*****

IR AR ERSELELEEER EEES RS REE LR IR TR R R T RE IR PG I S S G U g
1tttt****ttt*tfi*t******i**t*ﬁ****i*****t**t*t*i***
t*itiiti’*****t*t***t*****t*t*{***t*t*,
ARAREEEEEREESSERSREREE LR PR TR TR TR DR TR P R TR P GGG PPN
ti*t*****t**!***!*i*ti**********tf*it*t**it*t*i***t*
R*ftt*tft*t*t**it**t***it****‘**t}t*ttt**

LB AN EEESLIE LS IR RLEAREEL AR REEEERETETE IR EI TR S
f*t*t******i!ft*t****tt*****tt**t***t't**it****t

LB R SRS RS RS RLR SR SRLR AR AR RS R RS R RS SR X X

3R R R R R L R R R I L R Ry 2

r**ttitfi*t*******i********ﬁt*i*ttt*t******itﬁ*
t*t*t**t**t***t*if*tt**t**i*i**f**t*t*t*t**t***

I ESRAREALRLREREEEASEE RS REAl RSttt sll Rl &)
r*t*i**t*i*********t**t*i!;*tt*t***i*t*ﬁi**t*****
*tt**iﬁitt**tft***t*ti**t*t*t***ti***if***i**it*

-gvt*t*t*t*****i**tt*****iit**f*t****t*t*t*****t**iti

n
o

ok kR AR R R A AR AR R R R AR AR AR TR AN AR R R AR AN R RN R AR SRR R AR AR

kR E F A kR R KA AR CR R AR AN A AN AN R AR AR R AR R R kR AR R NE R

o ko kA kR AR AR IR R AN AR AR IR AR KR AR KR KR AR RN AR I AR

A AR AR AR AR AR AR R A AR KA AR AR R AR A AR AR R A AR R AR R AR AN RR R K

X kAR R AR RN KRR AR AR R AR A A AR R R AR AR R RN AR RN A RR IR AR AR R AN

A KA R AN A AR N A AR AR AR AN N AR A AR A I AR AT AR AR R A A AR R AR AN A X
P2 S xR IR A RR RN ERRA IR AR SR AR &

T R I I I IITIIT .
B mr kR Pk kR A KA KRR AR KRR FARR AR AR N CA KRR R
{tit*t&**tttitti***t***t*t*****ti**t*tt**i**

X XA AR R A R AR A AR AR KRR KA SRR AR SR AR X RN

e e r E A AR AN A AT A A A KRR AR KRR AR AR AR RA R R AR AR RN

paz\‘\ﬁwm(\l

i

o A A kR AT T AR AR R KT KA RARR IR AR AR A AR AN AR AR IR AR R RS
}t*at*tf&t**t*§***tt*t***t***:t*i***tttﬁ**t****:t'**

 d kR AR A AT AR R R AR AR A AN R AR AR AR S AR AR AR R AR IR AR AR

o kA kN B AR AN N AR AR R AR AR RN AR A R kA NK AR A dn '
**att*t*ati*atttﬂtii****t***tttwt*t***t*t****it*t*t*i***t
AR AR KRR AL AR AR KR KA A A AN RN AR AN A kTR

o Ak AN AR AR TR NN AR E AR AR AR AN RN AR RN AR KRR A AR RN A A RN

o A AR AR AR AR AR ARF R AR R IR AR IR AX RS RR KR AR AR AR AR AR AR

AR A AN AR I AR AR AN I AR A ER R AR A A AR AR R AR P AN R AR AT N R R AR R AN Kk kR *
ot ek A E AR KR AR AR KR AR RE AR AR AR AR AR IR AR AR R E IR AR A S R A A A AR N AR

ot xRk AR AR RN IR AR AR AR AR AR A A AR AR KA KR RN AR AR PR AR R A AN L
e 22 2 s e TS S S R A R L A S AR L AR R LR h Rl
T A A L et s s A R R A R L B 2 B

b v r A kAR AR AR R R KK R AR R R AR KRR PR IR AR KRR AR AR AR KRR Rk
AU St A A A S EE L R L AL R AR

ok kR AR kA AR AR FEAARA IR KR AR KRR AR AR F AR AR R AR Nk F A Ak w
T T L A A A R R L AL AL L
ttti*tt***it*t*t*i*ttiti*tttit*t***t*titt***fiit** .

2 Pit*i*t**tttt*it***i*tﬁ*ii**fk*t*tﬁ*it}*fﬁ*tt**i

—g P****a*t*i*t*t*t*i*********ii*ﬁii*ititif*t*iiiitit**i**it

g AR EERERE RSN ****t***t***t*t**ﬁ

g ﬂ'**ﬁit**ﬁt***t**liiti**t**it*ttii*iiit*t*iit*t*ﬁ*tﬁt't
1£\éutttitw*t+*t;*i*itt#**t***f*tfiﬁt*t*ﬁﬁt+**tﬂi*tii+*ii'**tf
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5.3. COMPUTER PROGRAM FOR SPREAD SPECTRUM ANALYSIS 106

PROGRAM BEKIR (WAA»GEL sTAPES=NAA s TAPES=GEL ) AR R A TS T IR LT I T T T Ty

CONNON /A/X(2000) ¥ (2000) 48 (2000) 4H(2000) oy e
COMKON /A/C(2000),E (50615 F(2000)52(2000) o DERODULATION s
CORMON /A/D(2000),G (5001, R(2000) s AL (2000) x>
COMFON /A7P (20001 ,V (2000 4 (2000) ,G1(2000) u NULTIPLAYING OF DUTPUT € CODE VALUES  »
CORMON /A/DE(100),U(5001),S(800) 4XE (300 *
CORMON /A/ANPT(306).CE(360),A(26,2u)0 } "Q“".“""'“""4‘."@“‘*““‘Q...'“"“"‘.“

JTA/RR(40) 4 ZE(300), YE(300U),VUE(300)
FTA/REL300)4PE(300)4SE(300)42VE(300).-
/A/CC(300)QCUEF(50),dE(300)905(300)
JCPROG/IWRT ¢ ANKT yERROR y KERRU 3 SNR1
/B/SNR2yPRFHISNReT9yHsNySSeERRD

CORMON /B/ACyMM4BAsRY

COuMON /CSIGNL/ND’NPQNplsTS'AGQAPQDELF’DELT
l"“’*.‘."““““"*’“##‘.“‘!.!*“.".‘*.‘
L 2

COnMON
COXMON
COMKON
COHMON
COMMON

DO 13 1I=1,1024

PL)=Z(1)ov(])

HRITE(6+74) (P(Xl’l'lyzo)
T4 FORMAT(//+20Xy'ODEADDULATED
+(1UFbely/ 7)) .

ILK=)1

ISON=32

CONTINUE

D0 1031 I=1LK4ISON

13

VALUES®*y///910

lul9

GENERATION OF CODE SIGNALS  Z(I) (o3 f:é:;[élzzl'
4
ISONaISON+b4
(212122 T T 2R R 2 F RS R IR L 2 TR N LR YR PR ST R Y
$S=1  FREQUENCY HOPPING SINULATIONS {ﬁéii?“'“f"°z°’ 60 TO 1019
SS=0 DIRECT SEQUENCE SIRULATIONS 1 SUN=b4
$S5al, i '
1F(SS4EQu1s) GO TO 2001 lv32 SS“I&QSEI.ILK,ISUN
YY=0,
1033 X(1)aP(I)=1,
1SEED=256 ILK=ILK+b4

CALL RANSET(ISEED)

DO 6y I=1,1024

T=RANF()

IF_(T.GE.Oqﬁ) T=le

IF (TelLTe0s5) Ta=l,

L(1)aT

VII)=Z(1)

CONTINUF .

WRITE(69102) (Z(1),1I=1,20)

12 FORMAT(//4+20Xy*FIRST CODE
+(1UFbels//)) .

IF(YYJEQel) WRITE(69103) (Z(I)s121001451020)
)3 FORMAT(//310Xy*CODE VALUES BETWEEN 1001 &

+1020%5//7410110F6e14//))
LR R EGARRB AR F AL RAR AR AB SRR R AR B Fh R B bt

VALUES®s///91C

ISON=ISON+64
JFLISON.LTe1026) GU TO 132

XAX =5,

YAX=13,

N=128

DO 737 1Is1,N
“B8(1)a]

IF(YYsEQeOs) CALL PLOT{XAXyYAX31289XyB8y***)
J=0

DO 14 1=1451024932

=l

DIJ)=P(Iv6)

WRITE(6475) (D(I)il'lyﬂ)
5 FORMAT(//+20X,"HER DATA
+{10F6els//})

737

14

VALUES'y£/7410

POt s b S RSP PR PSR R ER SRR R ettt nthaintn

GENERATION OF DATA SIGNALS D(1}

*%

* SQUARE dAVE INPUT St1) L4

RN AR SR E AT S E AR VO R E R F PRt ba b N Ra Pt de bR dntotes

iQ#tt!#t##*t‘#*40#‘6#’###t##“'tt#‘!*t########(

DO 1 I=1,3242

D(1)=1,

D(l+)l)==1,

ARITE(6415) (D(I)yI=1,432)
FOKNAT(// 920X "OATA VALUES'9///410
+{10Fbels/ /)]

|

>

34*“!#;*’t!#vt###!t*v#1#‘##‘!t#‘##“!‘tt###‘#¥‘

00 3 I=1,127

3 S(I)=0,

DO 4 1=384,512
4 S(1)=0,

DO 2 1=129,383
2 su=l,

SHEORFRS ER AN SRR R AR F A TSR AR AR F A I AR R0 RN PR S SR bR AY S

SPECLAL CODED SEQUENCE ull) L

'*#Qtt FEEENERXPPSA PSR H R R4 ¥R P22 2402386854002 S

MODULATION (DATA*CODE) (1)

71

&!tttt#ttt#tt!#t#.tttt‘#v!t!#t#t#t#ti»#vttttt’l
J=1

ILk=1

1S0N=32

CONTINUE

DO 51 I=ILKyISON

T=D(J)

IF(T.EQ-—I.) GO TO 52

{1 )==2(1)

Z(I)==2(1})

CONTINUE

IF(ISON,EQ.1024) GU TUO 5ul

Jagel
ILK=ILK+32
1SOR=ISON+32
G0 TO 50u
CONTINUE
WRITE(6+56)
FORMAT(// 420Xs *FIRST
+10(1uFbels7/))
IF(YYaEUWs1)
FOKMAT(// +10X*HODULATED
+€ 10204/ /910(10F6e1s//))

Lang b 4

(Z(1)s121420)
HODULATED

KRITE(6457) (2(1),
VALUES bHETHEEN

7

VALUES '+ //;

1=100151020

Kl=1
K2=20
CONTINUE
. DO Bu I=K1l,K2
U(l)==1,
K1l=K1l+20
K2sK2+20
DD B9 IwKleK2
Ull)=),
Kl=Kl+20
K2=K2+20
IFIKLsGTa300) GO TO 82
60 Tu 61
82 CONTIHUE
T T L Y R T T P TP TR TS I TN

' SECOND CODED INPUT 81 (3
R A R Y R N TSN Y Py Rl RS R R R R SR RN S R R R L N
I SEEU=256

CALL RANSETU(ISEED)

00 61 I=151024

TakANF()

IF(TeGEque5) T=l,

JF(TeLTeVs9) T==1,

B(L)}=T

CONTINUE -

1F(YY.EQ. 1)

FORMAT (//7315Xy*'SECOND CODE
*{1uFbels/))

81

80

89

'

[}
H

61 :
WRITE(6962) (B(1)yImly2u)

02 VALUES, "/ /77410

sres v nine




'otvtottvvtt#400‘0‘###‘4ttt‘#itt#ttvt;#Qttt;oyyg‘

RANDOH SIGNAL (CODED) F(1) g
Pl i b i a AA S A LA AR LA LR NI I I e T TTT OO
ISEED=956 : o

CALL RANSET(ISEED)
DO 70 I=151024
3 FUI)=RANFO)
IF(YYeEUe1) WRETE(6571) (F(1)s1%1,20)
1 FORMAT(//»20Xy*RANDOH  INPUT VALUESs*®///,10
*(10F6e33/7)) _
t!‘###*'*!‘.‘t!##tt#"#"#0#0#‘!0“#‘#4#‘#0‘0!‘01

RANDOH DATA  (CODED) W(I) "
1######!*‘*0‘#6#"#0#00‘*“"0#*#4'0#‘4!‘0‘0#“!1
1SEED=956
CALL RANSET(ISEED) 591

00 20 I=1s256
U{1)=RANF ()
0 dAll)=Ull) .
IF(YYeEQs1le) WRITE(6572) (U(1),1I=1,410) :
2 FORHATU//920X,"RANDON DATA . VALUES (M) +*///s 99
+10(1F6e34/7))
T L T T T IV I T T T rmppprro

F(I)»U(l) = HKODULATION E(T) *i6u0
t##ll####t#‘#!!ttt#t#!it#‘#t‘t#ti*‘##t#’#'#t‘t“i
N1ls1l 6ul
N2=32
Jal iz}
3 CONTINUE .

DO 21 I=N1l,N2
1 E(I)=F(I}*uty) .
1F(NZeEUL1024) GO TO 22

HlwN1+32 801
N2sN2+32
J=J+l-
60 Tu 23
2 COnTINUE 8u2

IF{YYeEQel) WRITE(6973) (E(I)s1=1,10}

3 FORMAT(// 920Xy *MODULATED
+{10Fbe3s//))

LR A Ry Ty Yy e Y LY TR R IR s 2]

*3
SIGNAL 4 sr1
{201 ) L1
Ty T T T P T Ty PO PP PP PP PP
D0 151 I=1,256

VALUES'97//+10 T

RECEIVED (IDEAL)

Y{I)=0, 3
1 x{(I)=2(1) 82
CALL FFTA(X,Yy 5g1)
00 152 I=1,42506 6u3
2 G l)sX(I)#¥2ey(])%22
AG=100, 605

CALL LPLOT(60+658038506350e10042004)
ErFE SR R AR RN RSN ARR R4 IR S ION RN FR SRR R SRR AR DR 440

. o2
RECEIVED SIGNAL HITH INTERFERENCE e
 Z(1)+CtI) ) ** 597

LE S e A L I R I E R 2 ]
PI=3,141585
AC=5,
Ai=256
00 121 I=1l,nn
CUI)=AC*(SIN(2%PI#1009%0, OUOLOQS*FLDAT(I—I)))
CE(I)=C(l)
1 CONTINUE
DO 122 I=1,4256
X{I)=Z(1)+C(])
Y(I)=0,
2 CONTINUF
CALL FFTA(XyYy8,41)
V0 65 [=149250
alL{I)=x(1)
D(I)=Y(])
5. A(l)mX(T)ee2+Y(1)%02 .
IFEYYeEULL) WRITE(L966) LH({J)sdel,y50) 569
6 FORHAT(//I:15X.‘0UTPUT VALUES 'y ///y1U(5F12. 44/

¥

556

561

D0 2y I=1256 503
8 GI{I)=H(I)
AG= 101,
CALL LPLUT{oUsGI 98U yBy0es0s100,200.) 567
DO 590 I=1,256
0 CUI)=15%(SIN(2#4P]*1/1,99))
568

Toco0o

CIF(YY4EUL D) HRITE(64597) (S(1)y1=1450)

PR P PR TS TS TR ISR YT YRR TN I NSRS R Y LSS AR LR S AR LR

v##t#t:tvtv#vt-tvvttvttvtsvv»##t#‘ttotttv#ttv#t“ttt

107

‘!‘!‘##v‘tt’#t#‘t“‘!“‘01t“t“‘O‘tt‘t’tt““i!tt#!

INTERFERENCE
{LEVINSON)

ESTINATION

L YIS Il
-ND=256

C0=93,

YY'4000. -

T5=1.18000.

1HRT=0

D0 531 I1=8,8

NP=I1

HL=NP

DO 531 I=1,256

XE(I)=Z(1}+CLI)

IF(NP.EQs8) GO TO 699

CO0=78,773

ND=256

YYul,

CONTINUE

CALL AUTOCO(XE,DE)

HRITE(64600) ND

FORHAT(1Xs* NUMBER OF DATA SAKPLES',I10)
WRITE{6,601) NP

FORMAT(1X,'ORDER OF PREDICTOR'y110)

PERB RSP BRER AP RN AN AR R AR R IR AR P kb bR bn b ettt

PRACTICAL SNR (WITHOUT FILTER) »

-#0$’¢#¢vt!t¢tttttttttv#ttotvovtt##000!#&#¢t#tv#‘tot

DO Bul K=1,2506
ANPTUK) =Z (K)#%2+ANPT(K~-1)
ANKT=ANPT(K)*2
ERKOR=(AC)*¥2/ANKT
ERKOK=ABS (ERROR)
SNR=10s*ALOGLO(ERROR)
ARITE(6,802) SKNR
FORMAT(LX,*PRACTICAL SNR (DB)*;10F10,3)

SRR RER AR SR RN R SRR AR R0 BRI BB NS AR NS NE AR AN NN S

**

HININUK ERROR

IS NS HE A DB KSR R RPN E AR AR R FE AN PN H ARG HR HH B0 20D

DO 811 I=1l.ML
ANPTL{I)}=DE(I)*RR(I) +ANPT(1-1)
ERRO=RR{L }+ANPT (ML)
ERKO=ABS(ERRD} -
ERRO=10U+*ALUGIO{ERKO+0,01) |
HRITE(69812) ERRO

FORKAT(1Xs'THEORITICAL MINIHUM EKROR (DB) *3 10F8
DO 6u3 K=1,2506
E(K)=0,

GIK)=0.

DO -6u5 K=1yNP -
£{K)=DE(K)

CALL FFTA(EGs841)
DO 6U2 I=1,y256
SIII=E(1)%22+G(1)¥%s2

FORMAT(///+1UXy"SECOND OQUTPUT 'y ///+10(5F12645/

AG=1U.
CALL LPLUT(OQQS)GJ,B,“.vU.lOuglO )
8

INTERFERENCE SUPPRESSION

NP=256

DO 556 I=1,NP

ulli=0,.

R(I)-(H(l)/?.)t(S(!lIQ )

AG=100,

CALL LPLOTIOUsRs809830e306100s50U)
DO 501 T=1l4NP
X{IY=(ECL)*AL(I ) ~(GLIY*D (1))
Y(I)=(ALLT)#GLI))+(ELT)*D(I)})

CALL FFTYA{X,Ys8s=1)
DO 569 I=14256
P(l)=sX{1)
X{11=k({T}/CO .
WRITE(Le963) (XU1)yI=1yl0)

FORRAT( /7 920Xy "INVERSE" FFT"//,5(10F5.3|/I))I
DO 567 I=1s256 1
Y{1)=0. .
FLI)=ABS{Z{I)=X(1))

CALL FFTA(FsYq8y1)

DO 568 . I=1s2506
HII)=F(1)#22+Y (1) 422

CALL LPLUT(OQ,HQGO)B!O.’Ui10011.)




THE CORRELATION

LAST (DEMUDULAT!ON)

J=l

ILK=1

I SUN=32

DO 1001 I=1,256

X(1)=P(])

Al )=V(I)®X(])

B(1)=H(I) /93,822

WRITE(6,1004) (B(I)4I=1,10)

FOKNATU// 120Xy

CONTLINUE

DO 1u05 I=ILK4sISON

X(E)=H{I) *e2eX(I~1)

D(JI=X{ISONI/32

G(1)=ABS(B(1))

G(II=GtI)+1,

0(J)=DL NI /YY

150=32+1S0N

X(1S0)=0,

Jmg+2

ILK=ILK+b64

ISON=TSON+64

IFCISONGLT.2574) GO TO 1002

J=2

ILK=33

1SUN=b4

5 CONTINUE

U0 1099 I=ILK,ISON

XCI)eH{I)##2X([~1}

XCI)=ABS(X(I))

D{J)ms=loax(X(1)/32,}

Gll)s=le%(ABS(BL(]I)))

GUlIM=G(I)=1,

DULJII=DLJI)/YY

1S0=32+1ISON

X(1SU)=0,

=2

ILK=lLK+b4

ISUN=ISON+64

IF(JelT9) Ga TO 1008

RRITE(641003) (O(1)41=1,8)

FORHAT(// 920X *NEWd DATA *+//310(8F10s39/7//))

ARITE(69LO0LT7) (G(1)y9I=1,10)

FnkﬂAT(//,Zox,'DEHODULAT&O"II:10(10F10.3;///:

D0 1uls 1I=1,256

GI(I)=G(l) -

XAX=5,

YAX=13,

N=L28

DO 736 I=1sN

Bll)=]

CALL PLOT(XAX,YAX,lZB,GI,B,'*')

FEEEEE SR LR N AL F NP RROR RA IR AV PR A AP RE R S G R AT ¥R k1
_ PERFORHANCE CRITERIA ’

I R L e e I R R AR L AL

0l

04
02

05

03

17

36

CALCULATING  SNR2
(N)=AVEKAGE POWEK

‘D0 4ul I=1,256

X(11=Z{I}+CE(LD)

n=256

N=hL

00 402 I=lyb=-1l .
X(I)=X(T)*e2+X(I-1)

V(1)=X{H=1)/n

DO 4U3 K=24N

VIKY=V{K=1)%(1- A(N,N)“Z)

APavV(K)

ERRO=ABSUAP) -
"ERKU=1U+*ALOG10O(ERRO+N,01)
WRITE(69404) ERRO
FOKMAT(LXy*AVERAGE POWER (oa»',loplo 2)
3A=128.

DELF=1UNny /256,

DELT=0,0001941

D0 406 I=1lsN
COEF(I}=DE(I)#%2+COEF(1~-1)
ERKOR=BA/ (CUEF (H) +nHe AP *DEL F#DELT)

1

FILTERING"//’lé(10F6¢3’////)1

AP EEPERERSRR I AETEBHERFH S R A VR PR SR PR K S0 4 R0 4% &

»4##“‘"#08!#(‘0!!‘!.0'!0!‘!!!‘00‘0!!!““#00!’#"?

3ULlLl FORMAT(// 420Xy 'DATA

108

ERROR=ABS (ERRUR)

SNR=1C, *¥ALUGLOCERROR+ (0, N1 )

KRITE(6+408)SNR
408 FORMATIIXy*SNR2 (DB)® ,10Fd, 3)
CALCULATING
APaMN¥ (AC)¥*2
ERRO=BAZAP
ERRO=ABS(ERRD)
SNR=10,*ALOGLO(ERRO+0,01)
HRITE(6+499) SNR
FOKMAT(1X9*SNRL (DB)' 410F 64 3)

SNR1

409

PEKFORMANCE CRITERTA

PRFM=ERRUR/ERKD

PRFH=10+*ALUGLO(PRFH+N,01)

HRITE(b+411)PKRFHN .
FORMAT(LIX ' PERFORMANCE (DB) '51UFB43)

CONTINUE

IF{SS+£0.0,) 6O TU 2002

2001 5S=1,
tv#’t##vt#t#t#ttvtt#tt#t0“0‘!‘!?####4#000O‘ttttttt
¥rhe FREWUENCY HOPP ING LASAA
ek SYSTEN (22X
#"!‘t.!"‘!ﬁ.#“!!t!“'O“‘#!‘O#t"!.‘&““”#"..
# FH CODE SIGNAL GENERATION

»

.

411
531

PI=3,1415

K=l

Q=l,

M=)

N=32

00 3001 I=pyN
FT=FLOAT(K) /64,

DO 3002 J=1,32 :
DlJ)=SIN(2#PI*FT#FLOAT(I))
IF(D(J)eGELOs) Tu=l,
xF(D(J,OLTOOO) T==1,
D(K)=T

K=K+l

CONTINUE

IF(KeLTeBo) GO TO 30uS
IF(ReGTeBo) Mul=7,

G0 TO 3006

H=h+be

1F(NMeEQsb) GO TO 3004
Q=1,

CONTINUE

XAK=54

YAX=13.

DO 3uN3 I=14256
C(I)=D(I+32)

E(I¥=CC1)

PECT)=E(])

IE(I)=C(])

BlI)=]

IF(Q,EQ4le) CALL PLCT(XAXyYAX.lZdegB,"')

3v02

3u05

3u06
3u01
3ufs

3003

SRS A ER NN EA A0 0808 %52 PDATA S0 $283 4064625520 0044 8

00 3008 12143242

E(l)=],
3u08 E(I+1l)==1,

HRITE(693011) (E(1)41=1,8)
VALUES"9///7910(12F6sl9 /7))




T L Rl A L A L L R R L e Y Y I )
psade¥odrd HODULATION *#*s¥ednsssesssntntstanony
R R LA Al A R IR AR I R T T PR P T
HRITE(693011) (C(1)4I=1,10)
J=l
K=l
L=32
CONTINUE .
pO 3009 Is=K,L
T=Etd)
IF{TsEQele) GO TO 23013
X(1)==C(1) .
G0 TQ 3014 :
X{13)=C(1)
[ ED Y ¢
CONTINUE
IF(L.EQe2564) GO TO 3015
J=Jel
K=K+32
LsLe32
60 T0 3012
CORTINUE
WRITE(693011) (X(I)yI=1,410)
D0 3025 I=1,256
P(I)}=X(T)
ZE(1)=X(])
XE(I)=P (1)
Y{I)I=0,
CALL FFTA(XsYy8,y1)
DO 3U26 1I=1,256 .
DUL)mX(I)%2+Y(])%»2
IF(OOEOOl.) CALL LPLUT(bO!D’BOQB’O.!00100’200 3108
(e LA R I L Y I N Y PP Y T Y PR T Iy
t4ks ks rpbidndaness DEACQDULATION #5456 dt 5005881
$AREFCEGRRRE XA AN LR P AR SR E R AR RN A S A SR SR S M

D0 3016 1=1,256

Y(1)=P(I)#C(])

303l

v

3u32

13

9 3107

15
3201

3500
25

26

le X(I)=Y(I)
IF(Q.EQe00) WRITE(6,3017) (YI(I)yI=1,128) e
17 FORMAT(// 420X+ *DEAODULATED® 4///910(10F7 41477}
I1F(Q.EQeVe) CALL PLOT{XAX3YAX3128,YsBy09?) 3077

J=l

K=}

L=¢56

CONTINUE

DO 3019 I=K,Ls32

VI{J)=XtT1+10)

J=J+l

CONTINUE

HRITE(693020) (V(I)s1=1s4) .

20 FORMAT(//+20Xs*NEW DATA's///+10110F10434//7))

CESFEP AR AR AR RO SRR LR R R G A SRR AP R E PRI F R R L EN B A4 A
' JAMMKING *4

T T Ry I I I T TS PR P Y Y]

1FQ=1000

I1DT=0e000375

ISEED=1D0NV0V000

DO 3103 J=1,128

T=aue

DO 3104 I=1s12

CALL RANSET(ISEED)

RV=RANF ()

IStED=1SEED—~510

T=T+kV o

CONTINUE

FTuT=6,0

S{J4)=FT

CONTINUE

00 3171 I=1,.128

E(])=32S(1)

1SEED=50000000U

DO 3105 J=1,128

HT'O.

DO 3106 1=1,412

CALL RANSET(ISEED)

. KVYsRANF ()

ISEED=1SEED~200

HT=HT+RV

CONTINUF

TuAT=6490

VI3)=T

ClJ)=3xVL))

CONTINUE

FT“O. 350

3178
3179
19
3191

3181

3180

04

03
3182

71
3183

N6

05

EEEBRRREEREEIE A% TONE

(Fsseawaess SPECTRUM OF KECE1VED SIGHNAL

RIZIZI SIS RLE Y

REXXIIIEISIS 2L

. K=1

. T=0

109
DO 3u3l 1=1,128.
G(l)-S(I)'(CUS(Z.‘PI#FT‘FLDAT(X))) ViI)e

+{SIN(2#P1 #FT#FLOAT(I) ))

Z{1)=G(I) "

CONTINUE

XAX=5,

YAX=13,.

D0 3032 J=1,128

BlJ)=y

IF{Q.F0.04¢) CALL PLOT(XAXsYAX31289GoBy*#*?)
DO 3107 1=1,128

R{1)=P(Y)+2(1)

VE(I)=R(])

Y(1)=0,

JAMBIHG #¢2s3s 4t 0 tntns
DO 3201 I=1,4256
CE(I)=5,%SIN(24PI%04119021)
YE(I)=15,*SIN(2#P1%]/1.99)
BE(I)=XE(TI)+YEL]) :
ZE(I)=XELI)«CE(])

RE(I=ZEC(T)

DO 3500 I=1,4256
UE(T)=STH(2%P1#041190*FLOAT (1~1)}
CCLI)=3eXE(I)+UE(])

GE(I)=CC(I) :
PEEEEAERINRE
CALL FFTA(R Y751}

DO 3108 I=1,128

C(11=0,

DL )1=R(T)*¥*¥2+Y({])#%2

IF(QeEVGLle) CALL LPLOT(60+D3809B30430410042%0,)
IF{QeEUUe) CALL PLOTU{XAX3YAX312890D4By*#')
1F(Q,Euele) GO TO 3177

SPECTKUN OF INTERFERENCE w*%e3#%
CALL FFTA(Z3Cs75))

DO 3172 1I=1,128

X1 )=Z(1)#22+C(I)¥*2

IF{QsEUeLe)CALL LPLOT(60,X3804B490es0s 100,200.)
Q=l,

DEMODULATION WITH TINTERFERENCE #+#
DO 3173 I=ls126"

Y(I)=VE(L)*ZE(]I) ;

P(1)=YL]) l
IF{Q.EQeUs) HRITE(6:3179) (Y(1)s1=1,128)
FORKAT(// 920Xy *DEAODULATION' 3 // /4 J0LL0OFT419//))
XA=5,

YA=13,

DO 3191 1=1,128 .
B(I)al

1F(Q.EQele) CALL PLOT (XAsYA1128sY4Byta®) |
IL=1 ;
15=32
X{1)=0,

CONTINUE

DO 3130 I=IL,IS

T=T+p (1)

2(K)aT/32,

KaKe2

IL=TL+32

15=1S5+32

IF{15.LT.1304) G0 TO 3181
IL=33

1S=64

K=2

CONTINUE

T=ve

00 3183 I=ILy1S

T=T+P(1)

Z(R)==(T/32s)

K=K+l

IL=IL+b4

1S=1S+b64

1F(15.LTo 130,160 TO 3182
1F(U0eEUele) HRITE(693020){2{K)sKmly4)




:FO#U#“O‘O#‘!"’#.“0*0"!‘!‘t#““"“.‘..t‘.‘

lEEELEEEE INTERFERENCE ESTIMATION EECEEEEEEECEE 110

;tvOinttitivovtttt!t0#0#00‘1‘0!#4##!ttt!v!t#tt# IL=34
" DO 3502 1=1,25¢6 15=64
) 8l1)=0, 3219 CONTINUE

CALL FFTA(CCyBs8By1)

DO 3501- I=1,256
VE(I)=CClI)ene2+e8(])#¥2
DO 3202 1I=1,256

-

3218

D0 3218 I=IL,IS
R(1)==2*(ABS(PLI)) )} /N
X{1)=RET)+X(I=1)
D(J)=X{IS)/30.

! Y{(1)=0, 150=]L+62

T CALL FFTAIREsY b,1) X(150)=0,"
DO 3203 1=1,128 ' J=le2

3 RUII=RE(I)*#2+Y (1) %42 IL=IL+63
CALL LPLOT(00sR38UsByNes04100452004) IS=1S+064

ND=256
TS=1./8000,

IF{IS+LTe20604) GO TI 3219
HRITE(6+3903) (D(I)yI=1,8)

IWkT=0 3903 FORMAT(//+20Xy*NEW DATA's//+91008F10e34//7//7))
NP=8 D0 3571 1I=1,4128
NM=NP 3571 CCLI)=R(])

CALL AUTOUCO(BESDE)
WRITE(693204) ND

4 FORMAT(1X+"NUMBER OF DATA SAKPLES '4110)

3569

IF(QeEQalo) HRITE(693569)(R{1),1=1,128)
FURHAT(///vZUX,'DEHUDULAT-D"Ilvlo(10F10-39Il
J=1

HRITE (653205) NP IL=1
5 FORMAT(1X+'ORDER OF PREDICTOR'y110) : 15=32
DO 3206 1sl1,256 3223 CONTINUF
E(l)=0, DO 3221 1I=IL,IS
b GLI)=0, R{1I=ABS(S(1))/M
DO 3207 K=l,NP E(1)=R{D)
7 E(K)=DE(K) 3221 R{I)=R{1)+3,
CALL FFTA(EGy8y1) fL=1L+32
DO 3208 121,256 ISa15+32

b PIII=E(I)*e2eG(I) 52
CALL LPLOT(009P+804By0,50s100,10,)

DO 3222 I=IL,y1S
RI1)={=1,)*{ABS(SLL)))I/N

S Ee e ¥x e SUPPRESSION OF INTERFERENCE ##séss E(I)=R(])
NP=256 3222 RUI)=R(1)=3,
D0 321U . I=1,NP It=1L+32
U SE1)=R(T)4P(]) 15=15+32
CALL LPLOT(609558038y0490e6051000,) IF(IS.LT.129.) GO TO 3223
D0 3211 1=1,NP : WRITE(693573) (E(I),1=1,128)
XCIy=(ECLIYSRE(TI))~C(GC(TI)}*Y(I)) 3573 FORMAT(// 920Xy *NEW VALUES®s//15(10F8434///))
1 BUl)=(RECI)*GII)+(E(I)*Y (1)) XAX=5,4
" CALL FFTA(XB984=~1) YAX=13,
DO 3212 I=1l,4NP N=1238
G(1)=X(T1} 00 322y 1=14N
2 X{1)=X(1)/90, B(I)=1 .
ARITE(643503) (X(I)s1=1,10) 3220 VI(1)=R(I)

3 FORMAT(// 420Xy * INVERSE FFT'4//35(L0F8439//))

CALL PLOT(XAX3YAX31284Vyns'#?)

¢4 400 2D IFFERENCE (IDEAL=JARMED) **#wéssskpind (2 Y Y R I TR T R P R P I T T I XY

[ELEIXZ 22D AS
D0 3213 [=1,4NP

SPECTRUM’

EXEXIRARIB AR RR KA AE ok FERBRE b antandn
Bl S T Iy Iy N P I R Y R PR I S Y A SRR R 22 T

SNR 2 #ssatasstasdntsssdesnns

B(1)=0, ke AVERAGE = PUWER *»
3 D(I)=ABSUZE(I)=X(]))} D0 3231 1=1,128
CALL FFTA(D+Bs8y1) 3231 X(I)=ZE(1)+CE(])

DD 3214 1=1,nP
4 E(1)=D(I)*e2+B(1)4e2

IF(QeEGels) CALL LPLOT(60WE1B04B104904100+041)
FILTERING #*%#%:3232

AL RAEILLL LS ] UEHODULAT]OM AFTER

. Jd=1

H=123

NaN™

DO 3232 I=1,M~1
X{I)aX(I)##2+X([=-1)
VIl)=X(¥=1)/n

IL=? DO 3233 K=2,N

n=b0, VIK)=V{K=1)*{1=AlHsN)#+2]
[5=32 3233 AP=V(K)

X{1L)=0, : WRITE(6+3039) AS

13039

DO 321% I=14NP . FORMATILX ' AS '310FL0,3)
P(L)1=G(Y)*PE(]) ERRO=ABS( AP) :

5 S{1)¥=P(I) ERRI=10.#ALOGLD (ERRC+N,N1)
ARITE(693563) (P(1)el=1425) WR1ITE(6+3234) CRRD

5 CONTLNUE 3234 FORMATILXs*AVERAGE POWER (DB)*31GF1042)
00 3217 I=IL,1S BA=128,
R{IN=ABS(P(I))I/H DFLF=10004/1208,

? X(1)}=REI)+X(1=-1) DELT=0,00050
D{J)=XLIS)/30. © DO 3235 I=1,N
1S0=1L+62 3235 CC(I)=DF{1)#42+CC(1~1)
Xt1S0)=0, ERROR=BA/ (CCIN)+128 4*AP*DELF¥DELT)
n=30, ERROK=ABS (EKROR)
I=Je2 SNR=104*4ALOGLO(ERRGR+0,0Y)
ILt=1L+63 ‘WRITE(b+3236) SHR
1S=1S+64 3236 FORMAT(LX+'SNR2 (DB)*410F8.3)
IFUIS.LT,.2604} GO TO 3216 AP=128% (15} ¥*2
J=2 .
H'3°0'

X{33)=0,

R IR



CCi O

R ey R T TS I R e i 2SI L)
AERIRBXAUHEEE SNR 1 AR n bR ek AR AR

FUNRGRE XTSRS RF FE R F R F R R R FR TR FE R AR F RIS R BT RO R ¥

ERRO=BA/AP
ERRO=ABS{ERRD)
SNR=10,*ALOGLO(ERRO+LL01)
AR1ITE(64+3237) SNR’
3237 FORMAT(LXs*SNRYL (DB) '410F843)
Y T R T L I R R L I ISITIST I IS Y,
skexpsedrds  PERFORKANCE CRITERIA #$xtssasesvssdnz
N e Ty L S L i eI
PRFE=ERROR/ERRD . .
PRF=10, *AL0GLO(PRF+0,01)
. HWRITE(643326) PRF -
3328 FORMAT(LXs*PERFORKMANCE (DB)'310FB8e3)
T NI I I I
-eknbxkr ke krkr SNR 2 FOR FILTERED SIGNAL #*¢#%t234
CRFF PR AR CR R AR R R RN ARk SR AR AR AR AL AR RN S C RO R AR R A2
C " NEW AVERAGE POWER
DO 3240 1=1,4128
3240 X(1)=R(1)
M=128
N=8
D0 3241 1=1lyh=-1_
3241 X{(1)=X(I)*#2+X(I=1)"
V1)=X(M=1)}/14
D0 3242 K=24N
o VIKY=VIK=1)#(1=A{NyN)#%2)
3242 AP=V{K)
ERRO=ABS{AP)
ERKO=10.*ALOG10(ERRO+0,01)
. HR1ITE(6s3243) ERRO .
3243 FORMAT(1Xs*LAST POWER (DB)'310F10e2)
D0 3244 1l=14N
3244 CCI)Y=DE( L) *#2+CC(]=1) :
ERROR=BA/Z/ (CCIN) +128 +*AP*¥DELF*DELT)
ERROR=ABS (ERROR)
SNR=1L0.*ALUOGLO(ERROR+N, DY)
WRITE(693245) SNR
3245 FOKMAT(LXs'NEH SNR2 (DB) 's1UFBe3)
2002 CONTINUE
STuP
END

111



acaoaonc

Ct!t#tt‘!t“".##‘#t#"#t‘t*t#“##t‘t#t‘!‘#’t"tt‘!‘!#“t‘t

C

PLOT

ROUT INE

*

CHRERES ST RRRECR PR R LR PR S S AR PR AR SR R R A EL KR S HE S F 4 S E PR F IE
SUBROUTINE PLOTU(XAX sYAX9NP9XsYyDOT)
OINENSION X(O:NP)sY(O:NP) 9XNUH{O0215)yYNUA(U2120])
CHARACTER®*]L P(0:480,0:112)500TyHXY(2)
CHARACTER*10 BOTLIN(15)

CHARACTER*5 HLS(2)

CHARACTER*3 HMN(2)

DATA SXHAXQSYKAX»XNEAR;YNEARIII-;QS--O.90-/

(48 'R S o N =1

49

41

17

)

DATA HXYZ'X'y'Y*/4HLS/*LARGE",
DATA P9BOTLIN/S543539"

IF(XAXeGT«SXHAX) THEN
HRITE(6+90) HXY(l)gHLS(l)gSXHAXaHHH(l)

XAX=5XnAX
GO0 T0 40
END IF

IF(XAXeLTe3e) THEN

XAX=3,

HRITE(6490) HXY(1)yHLS(2) 4XAXsHHA(Z)

END IF

IF(YAXe GT «SYMAX) THEN
WRITE(6+90) HXY(ZI,HLS(I)|SYMAX1HHH(1)

YAX=SYHAX
GO TO 41
END IF

IF(YAXeLTedle5) THEN

YAX=1.5

HRITE(6+90) HXY[2),HLS(2) sYAX HRR(Z)

END 1IF
XX3XAX#10e=1,
YY=sYaX¥1Ue~1le
XMIN=X{0)
YHUIN=Y(O)
XHAX=X{(0)

YHAX=Y (O}

D0 17 I=14NP=1
IF(X{T)eLTe XHIN)
IF(X(1)aGTeXHAX)
1F(Y(I) el Te YMIND
IF(Y(1)eGToYHAX)
CONTINUE .

I X0=XX/10¢1
IYNDO=YY/6+1

CALL SCALE(XX3sXHAX9XHIHsIXNDy1209lues SFXs XNUNsXNEAR 4F1)

XHIN=X(1)

TXMAX=X(I)

YhIN=Y(]}
YHAX=Y ()

YSHALLY /4 HRR/ "HAX T,
Ty 154 mm et O/

CALL SCALE(YYsYMAXs YMIN9IYNO9B,s 109 SFYyYNUMsYNEAKyF2)

DO 6 I=0yNP=1

X(I)=X(I)/SFX+FL+XNEAR/SFX+0s5
Y(I)=Y{T)/SFY+F2+YNEAR/SFY+0,5

JXP=1F1X(X{I))
1YP=1FIX(Y(1))
PCIYPsJXP)=DOT
HRITE(b+94)
NPRX=TXNO*10
NPRY=TYNO*o

HRITE(b;BB)(XNUH(I)9['0'IXN0)
HRITE(6482) (BOTLINCI) 9 1=1+IXNO)

K=y

L=o6

D0 8 I=0,NPRY
1F{LeEQs7) THEN

L=t

K=K +1

END IF
IF(L.EQse6) THEN

WRITE(O+80) YNUMIK) 9(P(TyJ) yd=ustiPRX)

ELSE

END IF
L=L+l
RETURN

- HRITE(6481) (P(IyJ)sd=0yNPRX)

94 FORNAT(1H ////1H )
9u FORNAT(//1Xs'*HARNING* SCALE FACTOR GIVEN FOR 'sAl,

8v
81
82
43

¢

&

*AX1S IS TOO
). ASSUHED.') -

T9AS/L1X*IT IS

FOKHAT(2XyEba2y '+’ 115A1)
FORMAT(LUXs *1%5115A1)
FORMAT(11Xs'+'911A00)
FORAAT(7X412E1002)

END

TaF4ely 't {TyA3,

‘MINY/

112



113

COOOC

SUBROUTINE SCALE(TTsTMAXyTHIN9INOsC1sC29SFTsTNUMy TNEARS F)
DINENSION TNUM(0:120) ’
IF(THINGGELU4¢) THEN
SFT=THMAX/TT
F=Ue0
D0 2 I=0,1INO
2 TRUM(I)=C2+1#SFT
RETURN
ELSE
SFT=(TRAX~THIN)/(TT~C1)
CF=ABS(TMIN)/SFT+C1 -
DO 3 I=0,INC
3 TNUM{I)=C2%1*SFT~F*SFT
IF({TAAXeGTe0e0) THEN
D0 4 I=0,INO
IF(TNUM(I }eGTe0s0) THEN
TNEAR=TNUM(I~1)
D0 5 K=0,IND
5 TNUMIK)sTNUN(K)=TNEAR
RETURN
END (F
4 CONTINUE
END IF
END IF
RETURN
END
I IS T RIS I IR R R R R A TR R PRSI S RS 22 Y )
C FFT ALGORITHMNM »
' . $
I I Y YR I R T IR IR I L R R SR R S R RS R R R SRR RS2SR SRV 2SS X
SUBROUTINE FFTA(XysYsLsIFFT)
DLIMENSION X(500),Y(500)
NP =2*#L
IF(IFFT«GT.0} GO TO 80
" DU 81 K=1,4nNP
dl Y{K)==Y(K)
80 CUNT INUE
LA X=NpP
SCL=6,283185303/NP
DO 20 LO=1,sL
LIX=inX
LHX=LHX/2
ARG=0,0
DO 10 LA=1l,LKX
CaCOS(ARG)
S=SINCARG)
ARG=ARG+SCL
DO 10 LI=LIX9NPsLIX
Jl=LI=L] X+LH
J2=Jl+LHX
Ti=X(JY1)=X(J2)}
T2aY(J1)=Y(J2)
XEJL)y=X(J1)+X(J42)
CYLJL)mY(SL)+Y{J2)
X({J2)=CeTL+S5*T2
Y(J2)=C*T2+5%T1

19 Y{J2)=CrT2=-5*T1
20 SCL=2,0*SCL
J=1
NV2=NP/2
NPHL=NP~1

© DU 50 I=lyNPHL
IF(I.GEs 4} GO TO 30
Tr=x(J)
Te=Y(J)
X(4)=x(1)
Y(J)=Y (1)
X(I)=T1
. Y(I)=T2
30 K=NvV2
40 IF(KsGEs 4} GO TO 50
J=J=K
K=K/2
G0 TO 40
50 = J+K
T IF(IFFY.GT4U) GO TO 66
DU 70 I=1,4NP
. X(Iy=X(1)/NP
70 Y{I)==Y(I)/NP
ob A-l.O
IF (AeEQe Qo INRITE(6967) (XII)sI=1450)
67 FURAAT (7 920X TRAHSFORMED VALUES3®//910(5F12444/))
IF (AeEQsN,) WRITE(6,07) (Y(1)4I=1,50)
© Rt TURN
END

oo oc



c
[V

c

[ .
C####*##t###!###*#‘t#*##!###0#{###?######‘0#######*##‘##*#‘##V
C*e *3
C#* THE - PLOT ROUTINE *s
C*x L X ]

CHARREP R4 SR d R R SR AR AR RN R SR KSR IR AR S E AR ID SRR ES S S AR RFRT ER %
SUBROUTINE LPLOTUNSPCySPLOTyMyFPLOT,FINTsFFINsAG)
DIMENSIDON ISARET{4)s IBUF(300),1I5(30G)sIY(300)

DIHENSION FPLOT(500) 4SPLOT(500)

DATA ISARET/1H s1lH#*31H+y1lHe/

WRITE(6590)
c###!##t###t##t#t!######t##tt###t##*####ttt###?t#t####t##*t#

NSPC 3 NUMBER OF SPECTRAL POINTS
SPLOT : SPECTRUM ORDINATES
FPLOT : DATA WAVEFORhK
FINT: STARTING FREQUENCY
FFIN : ENDING FKEQUENCY
M 2 NUHMBER OF TIKE DOMAIN SAHPLES
!#tt!#v###v#t###*t!####*#*!#t‘###tt#t#!###?#*##*!#*##*#i##
PLOTX=900.
K=l
11 K=K+l
IF(KeGToeNSPC) GO TO 12
IF(SPLOT{K)«GTLPLOTX) GO TO 11
PLOTX=SPLOT(K)
60 T0 11
12 D0 13 K=14NSPC
-13  SPLOT(K)=SPLOT(K)=-PLOTX
. D0 10 I=14NSPC
10 IS(I)=IFIX{104*ALOGIO(SPLOT(I)+AG))
1BIG=IS5(1)
00 20 I=2,4NSPC
20 IF(IS(I)aGTW4IBIG) IB8IG=IS(I)
NOKM=IFIX (FLOAT(IBIG=100)/10.)%10
30 DO 40 I=1,12
40 IYCT)=NORM+(1~1)%10
WRITE(649100) (IY(JK)’JK-I’IZ)
D0 1 I=14NSPC
IS{I)=1SC(I)~NORH
FRA=((FFIN=-FINT)/FLOATINSPC))*FLOAT(I=1)+FINT
DO 2 J=25124 '
1BUF(J)=1SARET(1)
IF{IsEQeleOReI.EQsNSPC) GO TO 3
IF(JeLE«IS(I)eANDo oL To12l) IBUF(J)=ISARET(2)

COCEOCGOOOO

G0 TO 2 ,
3 IBUF(J)=1SARET(2)

DO 50 Il=1,121,10
59 IBUF(IL)=TSARET(3)
2 CONTINUE

IF(I.GTeH) GO TO 5
IMF=1FIX(FPLOT(I)/20,)+118
1BUF(INF) =ISARET(4)

5 I8UF(1)=1SARET(2)
I8UF(111) =1 SARET (2]
IBUF{125) =1 SARET(2)

i WRITE(63110) FRUs (1BUF(JK)yJIK=1,125)
' HRITE(64100) (IY(JK)y JK=L,12)
29 FORMAT(//7/+150X+"POWER SPECTRUN"y//)

L9v FORMAT(1X 915911110, "DESIBEL"y/)
1lu FOKMAT(1X oF 40 3y125A1)

RETURN

END .

CGOC.OOOO 00
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58866&8&&665&688668&88&6E&EEEEEE&EEEEEEEEE&ESE&&ECC&E&EE£££££E£££££££££
SUBROUTINE AUTOCO(RD,DE) .
COMNON /CSIGNL/NDyNP 9NPL sTSy JFyPERDEV,1DB84P2
COMNON/CPROG/PROB INRT9yNFOUSLNFOUy TRUNSIRUNK yIPOLY s IMPULS
CUMNON/CFEQ/FEU )
DIMENSIUN A(28528)sDE(10U0)SIG(28) yRRI40)9RL(100N)

T Ty T T T T L i I I I

THIS IS THE AUTOCORELATION METHOD OF AR PARAHETER ESTIKATION

SRR RE R AR XL R RN R E R RN N AR LR A A AR kR kN kR P kS A kS kxS 2 (

CALCULATE THE SAMPLE AUTUCORRELATION COEFFICIENTS

NP =8

ND=256

DO 10 KK=L4NP

NK=KK=1

S=0, -

KL=1

KH=ND=NK

DO 20 K=KLyKH

S=S+RO(K)#RD(K*¥NK)
Y] CONTINUE

- RR{KK)=S /ND

19) CONTINUE

TIF(IWRT.EQed) WRITE(H9444)

IF(IWRTe EQe0) WRITE(651020) (RRIK) sK=1yNP)
)20 FORHAT(1 Xy "AUTOCORRELATION COEFF*y1GF10.3)
1 FORRAT(1Xs///7)

THE LEVINSON DURBIN ALGORITHK

A(1ly1l)==RR(2)/RR(1)
SIG(L)=(1le~Al1l,yL)%#*2)*RR(1)
DU 30 Ka24NP
Kl=K=1
A(KsK)=RR(K*+1)
DO 40 L=1,K1l:
A(K,K)SA(KyK)*A(Kl,L)#RR(K*l—L)
1) CUNTINUE
AlKsK)==A(KyK)/SIG(K-1)
SIGIK)=(1y=A(KsK)}#92)#SIG(K~1)
DU 50 L=1,K1 :
AlKyL)=A(K=1, L)*A(K;K)* {K=19K~-L)
) CUNT INUE
v CONTINUE
SG=SIGINP)*TS

WRITE UUT THE AR POLYNOMIAL

DO 60 K=1,4NP
) DE(K+1)=A(NPyK)

De(l)=1,

IF(IWKRT.FQs1l) WRITE(64444)

IF(INRTSEQeu) WRITE(6)1010) (DE(K)yK=1,yNP)
L0 FURHAT(1Xy'AR CUEFFICIENTS '910F10.2)
IF(IHRT.EQel) WRITE(6y444) ]
DU 7N K=1,sNP
Ki=K+l
IF(I1dRTeEQel) WRITE(651010) (A(K9oL)9L=1,4K1)
) CONT INUE

RETURN

EnD . : )
e 0936, UCLPy AAy PO3 ’ 1. 296KLNS,.
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VI~ CONCLUSION

The éim of this thesis to provide a tutorial’treat—
ment of the theory of spread—spectrum communications,
including a computer aided analysis of system using DS and
FH techniques. Spreadfspectrum signals used for the trans-
mission of digital information are distinguished by the
characteristic tha£ their bandwidth is much greatef than the
informatioﬁ rate in bitsvper second. The large redundancy
inherent in spread spectrum signals is required to overcome
the severe levels of interference that are‘éncountered in
the transmission of information over some channels. Two
Aimportapt elements employed in the design of spread-spectrum
signals are coding and pséudo-randomness, which makes the_
signals appear similar to random noise and difficult to

demodulate by receivers other than the intended ones.

Although the current applications for spread spectrum
continue to be primarily for military communications, there
is a growing interest in the use of this technique for mobile

\radio networks, timing and positioning systems, some specia-
lized applications in satellites, etc. While the use of

spread spectrum naturally means that each transmission
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utilizes a large amount of spéctrum,‘this may be compensated
for by the interference reduction capability inherent in
the use of sbread spectrum techniques, so that a considerable

number of users might share the same'spectral band.

We have demonstrated that a narrow-band'intefference

- embedded in a PN and FH spread-spectrum signal can be
estimated and suppressed by means of an adaptive'fi;ter

that precedes the PN and FH correlator. The estimation

of the interference can be accomplished by linear prediction
algbrithm. We have aléo investigated the_CharactefiStics

of the interference suppression filter based on the levinson-
Durbin algorithm and derived the performance gain gchieved

by it. Linear prediction has the advantage of requiring

fewer data points in arriving at the estimate. The results
indicate that digital whitening filters_can-effectively.v
suppress jamming signals or enviroﬁmental interference

whose bandwidth is narrow relative to the spread signal
bandwidth..It is demonstrated that a spread-spectrum signal
with broad-band gaussiah noise éan not be whitened by

using this techniques, because of the power spectrum relations.
But it's known thét‘the power_of noise is obliged to spread
that power overall the freguencies because of the spreading
principle of the systém that's why a fundamental issue which
is ébout protection against interfering signals is accomplisheé
‘To make a comparison between FH and DS spread-spectrum systems
| as antijam techniques, we’'can say that FH-system has some

advantages and DS system has other advantages. Using the
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~ same whitening techniques it is obtained that FH system
has a better performance, which is almost 4 d4B., than DS

system.

To be sure, there are disadvantages, but these are -
often outweighed by the advantages. Two prime disadvantages
may be listed for spread-spectrum systems: firstly they
employ more bandwidth than a conventionally modulated
system and secondly they are more compléx in that they must
include PN signal generators; correlators, whitening filters
or other subsystems‘not neceésarily needed in conventional

systems.

There are many reasons for spreading the spectrum,
and if done properly, a multiplicity of benefits can occur

similtaneously. Some-of these are
1- Antijamming

2- Anti inteffefénce

3- Low-probability of intercept

4- Multiple user random access communications with selective

addressing capability.
5- High resolution ranging
-6~ Accurate universal timing

This thesis does not really demonstrate the appli-

cations of spread spectrum systems for which they are
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useful. The techniques briefly described here will undoub-
tedly influence future communica?ions system designs. We

can say that the communications engineer will become familiar
with spread—spectrum techniques, for they are definitely

a part of his future. It is not likély that standart

broadcast or television signals will ever be spréad spectrum,
but they could be. We may all be certain, on the other hand,
that all other systems we see in the future (especially

those having military aPp}ication) willlbe carefully considere

for possible application of the spread-spectrum techniques.
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APPENDIX A

THE LEVINSON-DURBIN ALGORITHM

The Levinson-Durbin algofithm is an order-recursive
method for determinihg the solution to the set of linear

equations
(a.1)

where @p is a pxp Téeplitz matrix, ap is the vector of

- predictor coefficients expressed as

and ¢P is a p-dimensional vector with elements
o) = bwe ... 3(p))

For a first-order (p=1) predictor, we have the

- solution
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¢(0.)a11 = ¢$(1)
(a.2)
all = Q(l)
$(0)

The residual mean square error (MSE) for the first-order-

predictor is
e; = ¢(0) - a;;4(1)

$(0) - a3 4(0)  (a.3)

‘ 2
$(0) (1 - a3;)

In general, we may express the solutionh for the
‘coefficients of an mth-order predictor in terms of the
‘coefficients of the (m-1)st-order predictor. Thus we

express a, as the sum of two vectors, namely,

- =
a
ml .
a_ =|a . |-l “n-1 (A.4)
m = m2 - S ceee *
0 ' km
| Zmm |

where the vector dm_l and the sealar km are to be determined.

‘Also, @m may be expressed as
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®n-1 l m-1 |
.‘I?m - __.._._1_v___ ' (A. 5)
o o)

- where @&_1 is just teh vector ® 1 in reverse order.

Now
@mam = d)m
® o* a_ . a ' )
f m-1 m-1 m—ll | m-1 m-1|
r! J * . = (A.6)
¢m—1 .¢(0) 0 km ¢ (m).

Frod (2.6) we obtain two equations. The first is the matrix

equation
r

®-12m-1 * 191t Knfpe1 T %me1 (A.7)
But ¢ _qa,7 = ¢, _;- Hence (A.7) simplifies to

o .d -+ koX - =0 (A.8)

m—1 m-1 m m—l - _ *
This equation has the solution

» -1 r

dp-1 =~ kmq’mfl ®m-1 (Afg)

But @;_1 is just ¢ _; in reverse order. Hence the solution.

in (A.9) is simply a in reverse order multiplied by

m-1
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—

am—l:m—l-.1

m-1 = ""m am—lm—2 (A.10)

a_ . 1
| m=-1

-

The second equation obtained from (A.6) is the scalar

equation

o ja g+ &r .d o o+ $(0k_ = ¢(m) (a.11)

We eliminate d__; from (A.ll) by use of (A.10). The resulting

gives us k . That is.

rl
¢(m) - @m-lamfl

$(0) - &

¢ (m) - o a » ‘
= o melmel (A.12)
$(0) = ap 0y

d(m) - oF .a
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where _ _, is the residual MSE given as

= (0) - a!

m-1 m-1 (A'l3)‘

m-1

By substituting (A.10) for d_ _y in (A.4) we obtain

the order-recursive relation

%k = ®m-1m T FmPn-lmok (a.14)
‘ m=1,2, ... , p
and
A = *n
The minimum MSE may also be computed recursively.
- We have

m ) ,
eq = ¢(0) - kil amk¢(k) | (A.15)

Using (A.14) in (A.15), we obtain

m—-1 ‘ m-1 .
em = ¢(0) - kEl an-1x ¢ (K) ~ %mm ¢ (m) - kzl A -1m-k¢

(A.16)
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But theterm in the brackets in (A.16) is just the numerator

of k_ in (A.12). Hence

(A.17)
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