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ABSTRACT

USER COOPERATIVE COMMUNICATIONS IN

ULTRA-WIDEBAND WIRELESS NETWORKS

In this thesis, we consider the user cooperation in ultra-wideband (UWB) sys-

tems characterized by severe frequency selective channels. To circumvent this problem

we present a space-time (ST) coded UWB system employing the multiband orthogonal

frequency division multiplexing (MB-OFDM). Space-time coded cooperation (STCC)

is subject to error floors due to hard-decision detection errors in between users. For

this reason we propose a soft-information aided cooperation mechanism which lower

the error floor significantly. Adding iterative decoding to partners improved the perfor-

mance further. We also proposed a cyclic redundancy check (CRC) employed system

to decide on cooperation. The simulation results and comparisons with the single user

case indicate that the proposed user cooperative UWB transceiver architectures have

significantly improved error floor and bit-error rate (BER) performance.
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ÖZET

ÇOK GENİŞ BANTLI TELSİZ İLETİŞİM AĞLARINDA

KULLANICI İŞBİRLİKLİ HABERLEŞME

Bu tezde, seçici sönümlenmeden çok etkilenen Çok Geniş Bantlı (ÇGB) sis-

temler için kullanıcı işbirlikli haberleşme teknikleri üzerine çalışılmıştır. Bu problemi

çözebilmek için Çok Bantlı Dikgen Frekans Bölüşümlü Çoğullamadan faydalanan Uzay-

Zaman Kodlamalı (UZK) ÇGB sistemi kullanılmıştır. UZK işbirliği performansı, kul-

lanıcılardaki sıfır-bir kararlarından doğan hatalar sebebiyle hata sınırıyla sınırlanır.

Bu sebeple, bu hata sınırını aşağıya çekmek için yumuşak karar kullanan işbirliği

tekniği önerilmiştir. Yardımlaşan kullanıcılarda özyineli çözümleme kullanmak perfor-

mansı daha da iyileştirmiştir. Bunlara ek olarak, Çevrimsel Artıklık Kodu (ÇAK) kul-

lanarak işbirliğine karar veren bir sistemle de hata sınırını ortadan kaldırmak mümkün

olmuştur. Kuramsal çözümlemeler ve benzetim sonuçlarının tek kullanıcılı sistemle

karşılaştırılması, önerilen kullanıcı işbirlikli ÇGB alıcı-verici yapılarının hata sınırını

aşağı çektiğini ve bit hata oranını iyileştirdiğini göstermiştir.
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ȳ Received signal after removing cyclic prefix and guard interval
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1. INTRODUCTION

During a wireless data transmission, the transmitted signals suffer from fading.

The fading is a random process which causes severe variations in signal attenuation.

Diversity, which is sending the coded copies of signal through different channels, is an

effective way to combat with fading [1]. In general, this is performed by using multiple

antennas at the transmitter.

Placing multiple antennas on small mobile nodes is impractical because of spatial

constraints. So we need to introduce new techniques to implement spatial diversity on

mobile networks. User cooperative diversity aims to achieve spatial diversity without

the need to use of multiple antennas especially when the size of the user terminals

does not allow the use of more than one antenna. As proposed in [2, 3] one way

to do this is to employ the explicit cooperation of a relay which does not have data

to transmit. Another method proposed in [4] and [5] for a user is to utilize other

user(s) as the relay(s) and to transmit both its own data and the neighboring data.

Results in these works show that systems based on user cooperation achieve gains

close to that of the multiantenna systems when the interuser channels are flat fading

or perfect. However in the case where the interuser channels are frequency selective,

user cooperation is possible with the use of orthogonal frequency division multiplexing

(OFDM) where a cyclic prefix is added to the transmitted data blocks and the channel

per tone is observed as flat-fading. For example, we refer to [6] and [7] which employ

coded cooperation and distributed ST coded cooperation with OFDM, respectively.

In ultra-wideband communication (UWB) systems, the operation frequencies and

the size of the devices prevents the use of multiple antennas. Therefore user cooper-

ative diversity can be used in UWB systems to achieve the spatial diversity and to

obtain the gains of space-time or space-frequency codes. For this reason we consider

a 2-user cooperative diversity in space-time coded UWB systems and propose an ef-

fective cooperation scheme. Because the UWB channels are characterized by severe

frequency selective fading as shown in [8], multiband OFDM (MB-OFDM) is employed
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to implement the UWB transmission instead of an impulse radio structure.

In a ST coded 2-user cooperation scheme, the users transmit their information

symbols to the base station in the first transmission period. During this period they also

detect their partner’s information. In the second transmission interval, each transmits

the detected symbol of its partner using the Alamouti code [1]. However the hard

decision errors in between users limit the overall system and cause an error floor in

receiver error performance as shown in [9]. That is why we propose a soft cooperation

mechanism where each user employs a soft-input soft-output detector to generate log

likelihood decisions similar to that proposed in [10]. Our work is novel in that we

applied ST cooperation into UWB systems and the soft user cooperation is combined

with space-time coding. It is shown that the soft information exchange in between

users reduces the error floor significantly. Furthermore as shown in the simulation

results turbo processing can also be employed at the users, introducing further gains in

performance after only a few iterations. We also use a CRC check employed scenario in

which partners decide to cooperate or not according to CRC. This scheme allows us to

get rid of error floor where single user performance outperforms erronuous cooperation.

This thesis is organized as follows. In Chapter 2, we will give the details of

diversity and cooperation. Space-time coding is explained in Chapter 3. We represent

convolutional coding, decoding and iterative decoding in Chapter 4. The standards

of MB-OFDM UWB communications and UWB channels are given in Chapter 5. In

Chapter 6, UWB cooperation methods are explained and error performance analysis

is done in Chapter 7. Finally, experimental results and the conclusion are given in

Chapter 8 and Chapter 9, respectively.
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2. COOPERATIVE DIVERSITY

2.1. Diversity

To combat fading in wireless communications, we apply diversity techniques to

improve the performance of the transmission. The diversity technique requires multiple

replicas of the transmitted signals at the receiver, all carrying the same information but

with small correlation in fading statistics. The idea is that if two or more independent

samples of a signal are taken, these samples will fade in an uncorrelated manner, e.g.,

some samples are severely faded while others are less attenuated. The probability of

all the samples being simultaneously below a given threshold is much lower than the

probability of any individual sample being below that threshold [11].

Some well-known forms of diversity are time diversity, frequency diversity and

spatial diversity. Time diversity can be achieved by transmitting identical messages

in different time slots, which results in uncorrelated fading signals at the receiver.

The required time separation is at least the coherence time of the channel. In mobile

communications, error control coding is combined with interleaving to achieve time

diversity. In this case, the replicas of the transmitted signals are usually provided to

the receiver in the form of redundancy in the time domain introduced by error control

coding. Since time interleaving results in decoding delays, this technique is usually

effective for fast fading environments where the coherence time of the channel is small.

One of the drawbacks of the scheme is that due to the redundancy introduced in the

time domain, there is a loss in bandwidth efficiency.

To achieve frequency diversity, a number of different frequencies are used to

transmit the same message. The frequencies need to be separated enough to ensure

independent fading associated with each frequency. The uncorrelated fading statistics

will be guaranteed by using frequency separation of the order of several times the chan-

nel coherence bandwidth. In mobile communications, the replicas of the transmitted

signals are provided to the receiver in the form of redundancy in the frequency domain



4

introduced by spread spectrum such as direct sequence spread spectrum, multicarrier

modulation and frequency hoppin. Spread spectrum techniques are effective when the

coherence bandwidth of the channel is small. Like time diversity, frequency diversity

induces a loss in bandwidth efficiency due to a redundancy introduced in the frequency

domain.

Space diversity is also called antenna diversity. It is typically implemented us-

ing multiple antennas or antenna arrays arranged together in space for transmission

and/or reception as represented in Figure 2.1. The multiple antennas are separated

physically by a proper distance so that the individual signals are uncorrelated. Typi-

cally a separation of a few wavelengths is enough to get uncorrelated signals. In space

diversity, the replicas of the transmitted signals are usually provided to the receiver

in the form of redundancy in the space domain. Unlike time and frequency diversity,

space diversity does not induce any loss in bandwidth efficiency. This property is very

attractive for future high data rate wireless communications such as 802.11n.

Transmitter

Tx 1

Tx 2

Tx Mt

Receiver

Rx 1

Rx 2

Rx Mr

Figure 2.1. Space diversity with multiple transmit and receive antennas.

In general, the performance of communication systems with diversity techniques

depends on how multiple signal replicas are combined at the receiver to increase the

overall received signal-to-noise ratio (SNR). Therefore, diversity schemes can also be

classified acording to the type of combining methods employed at the receiver. Ac-

cording to the implementation complexity and the level of channel state information

required by the combining method at the receiver, there are four main types of combin-

ing methods including selection combining, switched combining, equal-gain combining

and maximal ratio combining.
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In selection combining, which is a simple diversity combining method, the signal

with the largest instantaneous SNR at every symbol interval is selected as the output,

so that the output SNR is equal to that of the best incoming signal. In practice, the

signal with the highest sum of the signal and noise power is usually used, since it is

difficult to measure the SNR.

Switched combining diversity is obtained such that the receiver scans all the

diversity branches and selects a particular one with the SNR above a certain threshold.

This signal is selected as the output unless its SNR drops below the threshold. Then

the receiver starts scanning again and switches to another branch. This method is

inferior compared to selection diversity but it is simpler to implement as it does not

require simultaneous and continuous observation of all the diversity branches. For

both switched and selection combining schemes, only one of the branches is used as

the output. In addition they do not require any channel state information, therefore,

they can be used in conjunction with coherent and noncoherent modulations.

Maximal ratio combining is a linear combining method. In general, a linear

combining process adds the weighted input signals together to get an output signal.

The diffence of methods depends on weighting factor selection. The output of combiner

is given by

r =
Mr∑

i=1

αiri (2.1)

where ri is the signal received from i-th branch and αi is the weighting coefficient of

signal from branch i.In maximum ratio combining, the weighting factor of each receive

antenna is chosen to be proportional to its own signal voltage to noise power ratio. Let

Ai and θi be the amplitude and phase of the received signal ri, respectively. Assuming

that each antenna has the same average noise power, the weighting factor αi can be

represented as

αi = Aie
−jθi . (2.2)



6

This method is called optimum combining since it can maximize the output SNR. In

this scheme, each individual signal must be co-phased, weighted with its corresponding

amplitude and then summed. This scheme requires the knowledge of channel fading

amplitude and signal phases. So, it is not practical for noncoherent detection.

Equal gain combining is a suboptimal but simple linear combining method. The

receiver sets the amplitudes of the weighting factors to be unity and they are used as

αi = e−jθi . (2.3)

In this scheme, all the received signals are co-phased and added together with equal

gain. The performance of equal-gain combining is only slightly inferior to maximum

ratio combining and implementation complexity is significantly less than maximum

ratio combining.

2.2. Cooperation

Applying spatial diversity with small mobile nodes is impractical because there

is no place to put multiple antennas on a mobile node. So we need to introduce new

techniques to implement spatial diversity on small devices. In general, mobile nodes

are densely deployed and the distance between them is small. Also, the attenuation

increases with the square of the distance. Thus, we can send data to nearer nodes

with less power. We can use this fact to introduce diversity to our system. When

we sent a signal to a destination, the neighbor nodes also receives that signal because

the propagation of signals is circular. Since the neighbors are closer to sender than

the destination, they can recover the data more accurately. Then, they can re-send

it to destination and destination gets two different copies of same data. So, it can

decode the data more correctly with the help of the information it obtain from second

transmission. This scheme is known as user cooperation diversity. It is shown in [4]

that we can obtain substantial gains over non-cooperative strategies.

Since the cooperation diversity techniques generally use the methods of relaying,
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it is helpful to explain some of the relaying schemes. In general, these schemes are

divided into three categories: repetition based protocols; coded cooperation diversity

(CCD) and distributed turbo codes (DTC).

There are two simple repetition based protocols: decode-and-forward (DF) and

amplify-and forward (AF). In DF, the relay decodes the source symbols and re-encodes

them to send to destination. On the other hand, in AF, the relay does not decode the

symbols. It simply amplifies and sends the symbols to destination.Both schemes uses

repetition codes , so no encoding is performed at the relay.

In other schemes (CCD and DTC), relay performs encoding. In CCD case, each

node is matched to another node as a relay. The partner node acts as a relay only if

it can correctly decode the source symbols. The relay decides to send by using cyclic

redundancy check. This method requires the node to receive and send simultaneously.

In addition, the synchronization between source and the relay must be accomplished

to reduce the required bandwidth. In DTC case, the source transmits turbo encoded

codewords. The relay receives the data, decodes it, interleaves the symbols and creates

parity bits using a turbo encoder.

The performance analysis of some of the above methods can be found in [12],

[13], [14] and [15]. They also propose some improvements on relaying techniques.

The performance of such techniques under Ricean channels is analyzed in [16]. The

impact of cooperative diversity on energy consumption and lifetime of sensor networks

is analyzed in [17].

The full cooperation of transmission is achieved such that all cooperating nodes

transmit both their own data and the neighbors’ data. There are different mechanisms

to implement cooperation in wireless networks. One of the well known cooperation

models is proposed in [4]. In that model, each user sends both its own data and its

partner’s data, as it is shown in Figure 2.2. In the figure, X’s are transmitted signals,

Y’s are received signals, Z’s are noise components and K’s are fading coefficients. The

model assumes that echo cancellation is possible at the mobiles. The transmitted sig-
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nals have an average power constraint,the noise terms are zero-mean complex Gaussian

random processes and the fading coefficients are zero-mean complex Gaussian random

variables. It is also assumed that the base station (BS) and the mobiles can track fad-

ing coefficients, in other words, all the decoding is done with the knowledge of fading

parameters. The system is assumed to be synchronous for simplicity of analysis.

Figure 2.2. Cooperation model of Sendonaris et al.

A CDMA implementation is also given in [4] and its aspects are studied in [5].

Each user modulates one bit on to its spreading code. The users’ codes are orthogonal

and the coherence time of the channel is L symbol periods. Without cooperation,each

user sends a new data bit at each symbol period. In cooperative case, the periods are

used such that, in first period users only send data to BS. In the second period, mobiles

send data to both BS and the partner mobile. The signals for each period are:

X1(t) = a11b
1
1c1(t), a12b

2
1c1(t), a13b

2
1c1(t) + a14b̂

2
2c2(t) (2.4)

X2(t) = a21b
1
2c2(t)

︸ ︷︷ ︸
, a22b

2
2c2(t)

︸ ︷︷ ︸
, a23b̂

2
1c1(t) + a24b

2
2c2(t)

︸ ︷︷ ︸
(2.5)

Period 1 Period 2 Period 3

In that case, only 2 bits per 3 symbol periods are sent instead of 3 bits, but it is shown

in [4] and [5] that the throughput is increased. Another possibility is for the two users

to always send new information, even during the cooperative periods. However, that

situation necessitates the use of sequence detection due to the intersymbol interference.
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In general, the cooperation is performed via eavesdropping of the data sent by a

cooperating user and re-transmission of it. Those schemes are only capable of second-

order diversity. Multiple Source Cooperation (MSC) diversity, which is proposed in [18]

consists joint encoding of data from multiple users by one or more cooperating users.

It is assumed that the channels between users are flat, slowly varying fading process

which are known to the users and statistically independent from each other.There is

also AWGN which is effective on outputs of channels. There are N users transmitting

to a single destination in a TDMA network. The model can be applied to other types

of networks such as FDMA and CDMA. In MSC, first, the users transmit their data

to both destination and other users in network. Each user listens to the transmissions

of other users. After that, one or more cooperating users apply error correction code

(ECC) encoders to the data they received from neighbor users and transmits the parity

data to the destination. Destination uses that parity data to recover channel fading

events.

When the user-to-user channel is not good enough, the parity data becomes false.

We can overcome that by refraining from parity data which come from bad channel’s

user. It is shown in [18] that MSC can achieve a diversity order of D with a code rate

of 1− (D− 1)/N , where 0 < D ≤ N and N is the number of cooperating users. When

there are more users to cooperate, we obtain higher diversity gains and code rates.

Another most studied scenario is the STC cooperation. Since it is not feasible

to use space time block codes (STBC) in communication where the mobile users such

as sensor nodes cannot carry multiple antennas, cooperative STBC schemes are used.

Cooperative STBC not only increase transmission energy efficiency, but also distribute

energy consumption evenly over multiple sensors. But there are issues to examine such

that the associated overhead, synchronization, and energy efficiency. For that purpose,

a typical networking/communication protocol, i.e. low-energy adaptive clustering hi-

erarchy (LEACH) is introduced in [3]. The system model consists of a wireless sensor

network where sensors need to transmit data to a remote collector. In LEACH, the

sensors form hierarchical clusters and schedule TDMA channel access. The LEACH

operates in rounds which is divided into 4 different phases: advertisement, cluster
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setup, transmission scheduling and data transmission.

In advertisement phase, each node determines whether it becomes a cluster head

or not during current round. The cluster heads broadcast an advertisement message to

neighbor nodes. Cluster heads are named primary head. In cluster setup, each setup

decides its primary head and transmits a cluster-joining packet to it. That packet

also includes information about the node’s current energy status, etc. For a J-sensor

cooperation, we need to choose J − 1 secondary heads among all transmitting nodes.

The choice of secondary heads is performed in the next phase. In scheduling phase,

each primary head decides on TDMA channel access schedule and selects secondary

heads based on their reported energy status and received signal power. The secondary

head selection details are explained in [3]. The selection decision is sent to secondary

nodes with a 1 bit overhead in the original scheduling packet. In data transmission

phase, if there is not any cooperation, the cluster head receives data packets from other

sensors and sends them to data collector. When there is cooperative transmission, the

cluster head first sends data packets to secondary heads, and all the J nodes transmit

data cooperatively to the data collector. [3] assumes that the transmission is perfectly

synchronous. The imperfect synchronization case is analyzed in [19]. The model is

illustrated in Figure 2.3.

Figure 2.3. Cooperative transmission model of LEACH [3]. • : primary heads, △ :

secondary heads.

The first phase does not introduce any overhead depending on cooperative trans-
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mission because this phase is same in ordinary LEACH model. The second phase’s

overhead will be one extra byte added to the cluster joining packet, which is rela-

tively long. The third phase introduces 1 bit overhead as explained above. The most

important overhead comes from the last phase. In last phase, the data packets are

broadcasted to secondary heads, and there are also an overhead depending on elec-

tronic energy consumption. According to above facts, LEACH is a good model to

implement cooperative transmission with small overhead.

In [3] it is also shown that, cooperative transmission in LEACH is efficient if the

distance between the data collector and the cluster is bigger than a threshold. That

threshold depends on both STBC scheme and the number of cooperative nodes.

Another scheme with STBC is studied by Laneman in [2]. They developed and

analyzed space-time coded cooperative diversity protocols in which the nodes that

correctly decode the source’s signal joins the cooperation.
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3. SPACE-TIME CODING

Coding techniques designed for multiple antenna transmission to achieve space

and time diversity are called space-time coding (STC). STCs rely on transmitting

multiple, redundant copies of a data stream to the receiver in the hope that at least

some of them may survive the physical path between transmission and reception in

a good enough state to allow reliable decoding. In particular, coding is performed

by adding properly designed redundancy in both spatial and temporal domains, which

introduces correlation into the transmitted signals.Due to joint design, space-time codes

can achieve transmit diversity as well as a coding gain without sacrificing bandwidth.

The STC system is composed of Mt transmit and Mr receive antennas as shown in

Figure 2.1. The overall channel is made up of Mt×Mr slowly varying sub-channels. At

any time interval, Mt signals are transmitted simultaneously, one from each transmit

antenna. The sub-channels undergo independent fading. The fade coefficients are as-

sumed to be fixed during a slot and independent from slot to another. The transmitted

code vector and chanel matrix at time t can be written as

ct = [c1t, c2(t), . . . , cMt
(t)]T (3.1)

Ht =











ht
1,1 ht

1,2 · · · ht
1,Mt

ht
2,1 ht

2,2 · · · ht
2,Mt

...
...

. . .
...

ht
Mr,1 ht

Mr,2 · · · ht
Mr,Mt











. (3.2)

The received signal is

rt = Htct + nt (3.3)
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where nt denotes noise vector. We define a transmitted vector sequence of lenght-L

which gives the space-time codeword matrix such that

C = [c1, c2, . . . , cL] (3.4)

At each time instant, one column of C is transmitted from Mt antennas simultaneously.

The choice of codeword symbols defines the type of STC. The decoder at the receiver

uses a maximum likelihood algorithm to estimate the transmitted information sequence.

The decision metric is computed based on the squared Euclidian distance between the

hypothesized received sequence and the actual sequence as

∑

t

Mr∑

j=1

∣
∣
∣
∣
∣
rj(t) −

Mt∑

i=1

ht
j,ici(t)

∣
∣
∣
∣
∣

2

. (3.5)

The decoder selects a codeword with the minimum decision metric as the decoded

sequence.

Two types of STC are developed; Trellis Codes and Block Codes. Since the de-

coding complexity of trellis codes increases exponentially as a function of the diversity

level and transmission rate [20], we preferred block codes because they can be de-

coded using simple linear processing at the receiver under the assumption of flat fading

Rayleigh channels.

There have been many approaches to STBCs , the scheme of Alamouti being the

first [1]. The key feature is that it achieves a full diversity gain with a simple maximum

likelihood decoding algorithm. The code matrix Alamouti proposed is

c =




s0 −s∗1

s1 s∗0



 (3.6)

where s0 and s1 are information symbols. It is clear that the encoding is done in both

the space and time domains. Assuming channel is quasi-static such that it is constant
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during two time slots, the received signals in two time slots can be denoted as

r0 = h0s0 + h1s1 + n0

r1 = −h0s
∗
1 + h1s

∗
0 + n1. (3.7)

where h0 = α0e
jθ0 and h1 = α1e

jθ1 are flat fading constants of the channel, n0 and n1

are additive white Gaussian noise samples at two time slots. We can combine them by

s̃0 = h∗
0r0 + h1r

∗
1

s̃1 = h∗
1r0 − h0r

∗
1 (3.8)

and send to maximum likelihood decoder as

s̃0 = (α2
0 + α2

1)s0 + h∗
0n0 + h1n

∗
1

s̃1 = (α2
0 + α2

1)s1 − h0n
∗
1 + h∗

1n0. (3.9)

Thus, the maximum likelihood decoding rule chooses the symbol closest to s̃i such that

ŝ0 = arg min
ŝ0∈S

d2(s̃0, ŝ0)

ŝ1 = arg min
ŝ1∈S

d2(s̃1, ŝ1). (3.10)

where d2(, ) is the squared Euclidian distance between two M-PSK symbols.

Alamouti code can be applied with two transmit and Mr receive antennas. The

received signals at j-th antenna in two time slots becomes

rj
0 = hj,0s0 + hj,1s1 + nj

0

rj
1 = −hj,0s

∗
1 + hj,1s

∗
0 + nj

1 (3.11)

where hj,i, i = 0, 1, j = 1, ...,Mr is the fading coefficient for the path from transmit

antenna i to receive antenna j. The receiver constructs two decision statistics such
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that

s̃0 =
Mr∑

j=1

h∗
j,0r

j
0 + hj,1(r

j
1)

∗

s̃1 =
Mr∑

j=1

h∗
j,1r

j
0 − hj,0(r

j
1)

∗. (3.12)

The decoding rule is the same with single receive antenna case. The performance of

Alamouti code and comparison with MRC can be seen in Figure 3.1.

E  /N    (dB)
b 0

B
E
R

Figure 3.1. The BER performance comparison of coherent BPSK with maximal ratio

receiver combining (MRRC) and two-branch transmit diversity in Rayleigh fading [1].

The Alamouti scheme achieves the full diversity with a very simple maximum

likelihood decoding algorithm. The key feature of the scheme is orthogonality between

sequences generated by the two antennas. This scheme was generalized to an arbitrary

number of transmit antennas by applying the theory of orthogonal designs [21]. In

general, a space-time block code is defined by an Mt × p transmission matrix X. Mt

represents the number of antennas and p represents the number of time periods for

transmission of one block of coded symbols.

Let us assume that the signal constellation consists of 2m points. At each encoding

operation, a block of km information bits are mapped into the signal constellation to
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select k modulated signals x1, x2, ..., xk. The k modulated signals are encoded by a

space-time block encoder to generate Mt parallel signal sequences of length p according

to the transmission matrix X. These sequences are transmitted through Mt antennas

simultaneously in p time periods.

The rate of a space-time block code is defined as the ratio between the number

of symbols the encoder takes as its input and the number of space-time coded symbols

transmitted from each antenna. It is given by

R = k/p. (3.13)

The spectral efficiency of the space-time block code is calculated as

η =
rb

B
=

rsmR

rs

=
km

p
bits/s/Hz (3.14)

where rb and rs are the bit and symbol rate, respectively, and B is the bandwidth.

The entries of the transmission matrix X are linear combinations of the k modu-

lated symbols x1, x2, ..., xk and their conjugates x∗
1, x

∗
2, ..., x

∗
k. In order to achieve the full

transmit diversity of Mt, the transmission matrix X is constructed based on orthogonal

designs such that [21]

X • XH = c(|x1|2 + |x2|2 + · · · + |xk|2)IMt
(3.15)

where c is a constant, XH is the Hermitian of X and IMt
is an Mt × Mt identity

matrix.The ith row of X represents the symbols transmitted from ith transmit antenna

consecutively in p transmission periods, while the jth column of X represents the

symbols transmitted simultaneously through Mt antennas at time j.

The orthogonality enables to achieve the full transmit diversity for a given num-

ber of transmit antennas. In addition, it allows the receiver to decouple the signals

transmitted from different antennas and consequently, a simple maximum likelihood
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decoding, based only on linear processing of the received signals.

The Alamouti scheme is unique in that it is the only space-time block code with

an Mt × Mt complex transmission matrix to achieve the full rate [21]. If the number

of the transmit antennas is larger than two, the code design goal is to construct high-

rate complex transmission matrices with low decoding complexity that achieve the full

diversity. In addition, the value of p must be minimized in order to minimize the

decoding delay.

For an arbitrary complex signal constellation, there are space-time block codes

that can achieve a rate of 1/2 for any given number of antennas. For example, complex

transmission matrices Xc
3 and Xc

4 [21] are orthogonal designs for space-time block codes

with three and four antennas, respectively. These codes have the rate 1/2.

Xc
3 =








x1 −x2 −x3 −x4 x∗
1 −x∗

2 −x∗
3 −x∗

4

x2 x1 x4 −x3 x∗
2 x∗

1 x∗
4 −x∗

3

x3 −x4 x1 x2 x∗
3 −x∗

4 x∗
1 x∗

2








(3.16)

Xc
4 =











x1 −x2 −x3 −x4 x∗
1 −x∗

2 −x∗
3 −x∗

4

x2 x1 x4 −x3 x∗
2 x∗

1 x∗
4 −x∗

3

x3 −x4 x1 x2 x∗
3 −x∗

4 x∗
1 x∗

2

x4 x3 −x2 x1 x∗
4 x∗

3 −x∗
2 x∗

1











(3.17)

A more involved linear processing results in a higher rate for space-time block

codes with a complex constellation and more than two antennas. The following two

matrices Xh
3 and Xh

4 are complex generalized orthogonal designs for space-time block
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codes with rate 3/4 [21].

Xh
3 =








x1 −x∗
2

x∗
3√
2

x∗
3√
2

x2 x∗
1

x∗
3√
2

−x∗
3√
2

x3√
2

x3√
2

−x1−x∗
1
+x2−x∗

2

2

x2+x∗
2
+x1−x∗

1

2








(3.18)

Xh
4 =











x1 −x∗
2

x∗
3√
2

x∗
3√
2

x2 x∗
1

x∗
3√
2

−x∗
3√
2

x3√
2

x3√
2

−x1−x∗
1
+x2−x∗

2

2

x2+x∗
2
+x1−x∗

1

2

x3√
2

−x3√
2

−x2−x∗
2
+x1−x∗

1

2

−(x1+x∗
1
+x2−x∗

2
)

2











(3.19)

Another rate 3/4 space-time block code with three antennas over complex constellations

shown in [11] is given by

Xh′

3 =








x1 x∗
2 x∗ 0

−x2 x∗
1 0 −x∗

3

−x3 0 x∗
1 x∗

2








(3.20)

The decoding of STBC involves linear proccessing as explained before. For the

rate 1/2 STBC Xc
3 and Xc

4, the decision statistics x̃i can be represented by

x̃i =
∑

t∈η(i)

Mr∑

j=1

sgnt(i).r̃
j
t (i).h̃j,ǫt(i) (3.21)

where ǫt denote the permutations of the symbols from the first column to the t-th

column,

r̃j
t (i) =







rj
t if xi belongs to the t-th column of Xc

Mt

(rj
t )

∗ if x∗
i belongs to the t-th column of Xc

Mt

(3.22)
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and

h̃j,ǫt(i) =







h∗
j,ǫt(i)

if xi belongs to the t-th column of Xc
Mt

hj,ǫt(i) if x∗
i belongs to the t-th column of Xc

Mt

. (3.23)

The simulation results in Figure 3.2 represents the performance of STBC on

Rayleigh fading channels. It is assumed that the receiver knows the perfect channel

state information. The performance is shown for two, three and four antenna trans-

mission and single antenna reception. The STBC with two transmit antennas is the

rate one code Xc
2 with QPSK modulation. The STBC with three and four transmit

antennas are the rate 1/2 codes Xc
3 and Xc

4, respectively, with 16-QAM modulation.
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Figure 3.2. The BER performance comparison of space-time coded communications at

2bits/s/Hz rate with different number of transmit antennas and one receive antenna.

Under frequency selective channel conditions, we need to apply different tech-

niques to combat inter-symbol interference (ISI). One of those methods is using equal-

ization. Equalization is passing the received signal through a filter which is inverse of

the channel to cancel the effect of it. Another method is using OFDM which is dividing

the channel into frequency-flat fading sub-channels.
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In [22], they propose some time domain and frequency domain equalization tech-

niques for STBC. In [23], they implement their STBC equalization techniques to co-

operative signaling. They assume S-R-D path as one channel and S-D path as another

channel. They use three different techniques which are Distributed Single Carrier

STBC, Distributed Time Reversal STBC, and Distributed STBC-OFDM. In their co-

operation architecture, first the Source sends its data to Relay, then, they transmit

cooperatively to Destination. They investigate distributed STBC-OFDM in [24] and

Distributed Time Reversal STBC in [25] in details.

In [26] OFDM with coded cooperation is proposed. The time slot of a user is

divided into two sub-slots and the data of a user is divided into transmissions of both

users. At first slot, user sends half of its codewords with OFDM. If user 2 correctly

decodes the signal, it sends the second half of codewords to destination. If not, user 1

transmits the second half of codewords itself. The symbols at each sub-carrier can be

processed separately.

In [27], they propose a three time slot length cooperation using amplify-and-

forward method with OFDM transmission. Each user has a subcarrier set which is

disjoint from other users’ sets. They use both inter-block and intra-block precoding to

exploit temporal and multipath diversity, respectively.

To deal with severe frequency-selectivity of UWB channels, we employed MB-

OFDM, which is simple but powerful method such that we only need one-tap equaliza-

tion at each sub-channel and use IFFT-FFT pair for modulation and demodulation.
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4. CONVOLUTIONAL CODING AND MAP DECODING

The main goal of a digital communication system is transmitting information

from one end of the system to a user at the other end at a rate which ensures a level

of reliability and quality that are acceptable [28]. The aim of error control coding is

improving channel capacity, which defines the maximum data rate of the channel for

a given level of reliability, changing data quality from problematic to acceptable and

reduce the required Eb/N0 for a fixed bit error rate.

The two basic types of encoding is block coding and convolutional coding. In

block coding, the input stream is divided into segments with a fixed length and these

segments are processed in blocks to give output segments of fixed length.In other words,

there is a fix lengths codeword for each input segment. In convolutional codes which

were first introduced by Elias in 1955 as an alternative to block codes the encoder

system has memory, thus the output is affected by every input bits [29]. The whole

output is a codeword.

Our choice is convolutional codes which are constructed by the usage of linear

shift registers. The outputs of a convolutional encoder is obtained by modulo-2 addition

of the outputs of memory elements with different permutations. The permutations are

stored in a generator matrix, g, which can be obtained as the output of encoder when

input is unit impulse(a 1 bit and a lot of 0s). The modulo 2 convolution of input and

state of memory elements with generator matrix gives the output.

One of the properties of a convolutional encoder is its rate R which is given by

k/n where k and n are the number of inputs and outputs of the encoder. There are n

outputs for k input bits. Another one is the constraint length K which is the number

of output bits affected by one bit. K is defined as

K
△
= 1 + max

i
mi
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where mi is the length of longest shift register.

The convolutional codes can be divided into two groups such as systematic and

non-systematic codes. Systematic codes include the input as a block at the output, non-

systematic codes don’t. Another classification is feedforward and feedback encoders.

An example for a rate 1/2 binary nonsystematic feedforward convolutional encoder is

given in Figure 4.1.

+

+ c

c1

2

u

Figure 4.1. Rate 1/2 binary nonsystematic feedforward convolutional encoder with

memory order m=3.

The boxes are memory units. The generator polynomials for Figure 4.1 are

g1 = (1011) (4.1)

g2 = (1011). (4.2)

The outputs c1 and c2 are calculated by modulo-2 convolution.

c1
l =

3∑

i=0

ul−ig
1
i (4.3)

c2
l =

3∑

i=0

ul−ig
2
i . (4.4)

To show the relation between input/output and state of memory elements, we

can construct a diagram, such as in Figure 4.2, called “trellis diagram”. This diagram

shows state of shift registers before and after a transition. Transitions are labelled with

corresponding input bit and the output bits.
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0/00

0/10

1/10

1/01

0/11

Figure 4.2. A sample trellis diagram with 1 input and 2 output bits.

4.1. Decoding of Convolutional Codes

In 1961 Wozencraft and Reiffen introduced “sequential decoding” as an efficient

decoding algorithm for convolutional codes [30]. It was a suboptimal decoding algo-

rithm. In 1963, Massey proposed “threshold decoding”, which is simpler-to-implement

but less efficient [31]. In 1967, Viterbi presented a maximum likelihood decoding al-

gorithm which is asymptotically optimum [32].This algorithm was relatively easy to

implement for soft-decision decoding of convolutional codes. In 1974, Bahl, Cocke,

Jelinek, and Raviv (BCJR) presented a maximum a posteriori probability (MAP) de-

coding algorithm for the information bits [33]. In recent years, this algorithm has been

adapted to soft-decision iterative decoding schemes. We will present MAP algorithm

only.

4.1.1. MAP Algorithm for Rate 1/n Convolutional Codes with AWGN

Channel

In MAP algorithm, the inputs of decoder are the received sequence r and the a

priori log-likelihood values of the information bits. The algorithm calculates a posteriori

L-values as

L(ul) = ln
P (ul = +1|r)
P (ul = −1|r) . (4.5)
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The probabilities inside the logarithm can be written as

P (ul = +1|r)
P (ul = −1|r) =

P (ul = +1, r)

P (ul = −1, r)

=

∑

(s′,s)ǫΣ+

l
p(sl = s′, sl+1 = s, r)

∑

(s′,s)ǫΣ−
l

p(sl = s′, sl+1 = s, r)
(4.6)

by using the trellis. Σ+
l denotes the transitions between states s′ and s when input

bit is +1. The probabilities p(sl = s′, sl+1 = s, r) can be divided into three partitions

which are

p(sl, sl+1, r) = αl(s
′)γl(s

′, s)βl+1(s) (4.7)

αl(s
′) ≡ p(s′, rt<l) (4.8)

βl+1(s) ≡ p(rt>l|s) (4.9)

γl(s
′, s) ≡ p(s, rl|s′). (4.10)

The α and β can be calculated by a recursion which employs γ. The recursions

are obtained by writing the probability p(s, rt<l+1) as a summation of p(s, s′, rt<l+1)

over s′ and dividing p(s, s′, rt<l+1) into 2 parts. Finally we have

αl+1(s) =
∑

s′ǫσl

γl(s
′, s)αl(s

′) (4.11)

βl(s) =
∑

sǫσl+1

γl(s
′, s)βl+1(s

′). (4.12)

To start the recursions, we need initial conditions. Since the encoder starts in

all-zero state, α0(0) = 1 and α0(s 6= 0) = 1. Same situation holds for β too because

the encoder ends in all-zero state.

The branch metric, γl(s
′, s) for a AWGN channel can be calculated by Gaussian
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probability density function as

γl(s
′, s) = p(s, rl|s′)

= P (ul)p(rl|cl)

= P (ul)(
1√

2πσ2
)ne−

‖rl−cl‖
2

2σ2 (4.13)

where n is the number of output bits for 1 input bit.

The ( 1√
2πσ2

)n is a factor of every element of both numerator and denominator of

Equation 4.6 so we can eliminate it.

If we use logarithms of α, β and γ’s, we obtain

γ∗
l (s

′, s) = ln P (ul) + ln (
1√

2πσ2
)n − ‖rl − cl‖2

2σ2
. (4.14)

In addition, suppose n = 1. Adding a constant to lnP (rl | cl) to make all γ’s

multiplied by a constant which will result in no modification at all in the main log-

likelihood equation due to the fact that constant will appear in both the numerator

and the denominator. Now, replace log P (rl | cl) by,

ln P (rl | cl) −
1

2
ln P (rl | cl = 1) − 1

2
ln P (rl | cl = −1). (4.15)

It can be observed that this expression will have the values of 1
2
log P (rl|cl=1)

P (rl|cl=−1)
and

1
2
log P (rl|cl=−1)

P (rl|cl=1)
when ck = 1 and ck = −1 respectively. So our new expression for
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log P (rl | cl) is,

log P (rl | cl) =
1

2
cl ln

P (rl | cl = 1)

P (rl | cl = −1)

=
1

2
cl

[

− 1

2σ2

(
(rl − 1)2 − (rl + 1)2

)
]

=
1

2

1

2σ2
4clrl =

1

2

(
2

σ2

)

rlcl

=
1

2
Lcrlcl (4.16)

If n > 1 the expression becomes

ln P (rl | cl) =
1

2
Lc

n∑

i=1

ri
lc

i
l (4.17)

If we apply the same procedure to P (ul), we obtain

γ∗
l (s

′, s) =
1

2
Lc

n∑

i=1

ri
lc

i
l +

1

2
ulLa(ul). (4.18)

The final LLR becomes

P (ul = +1|r)
P (ul = −1|r) =

∑

(s′,s)ǫΣ+

l
eα∗

l
(s′)+γ∗

l
(s′,s)+β∗

l+1
(s)

∑

(s′,s)ǫΣ−
l

eα∗
l
(s′)+γ∗

l
(s′,s)+β∗

l+1
(s)

. (4.19)

By applying same modifications, we obtain LLR’s for code bits as

L(cl) = ln

∑

(s′,s)ǫΣ+

l
eα∗

l
(s′)+γ∗

l
(s′,s)+β∗

l+1
(s)

∑

(s′,s)ǫΣ−
l

eα∗
l
(s′)+γ∗

l
(s′,s)+β∗

l+1
(s)

(4.20)

where Σ+
l denotes the transitions in which the code bit is +1.
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4.2. Iterative Decoding

It is shown in [34] that we can obtain substantial gains by employing iterative

decoding. The system employs soft demodulator which calculates log-likelihood ratios

(LLR) of code bits from received symbols and a priori LLR values fed back from a

log-MAP decoder which uses the information from soft demodulator.

The iterative decoding scheme is presented in Figure 4.3. c′ is the output convolu-

tionally encoding the information bits u. After interleaver, which increases redundancy

against burst noise, the bits are modulated to symbols s to transmit over channel.

Convolutional

Encoder
Interleaver
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Figure 4.3. Iterative decoding system.

At the receiver, soft demapper assumes La(c) as zero at first iteration when

calculating output a posteriori LLRs L(c) such that

L(ck,l)=log
P (ck,l = 1|Yk)

P (ck,l = −1|Yk)
= log

∑

∀Sk:ck,l=1 exp
(
K(Sk)

)∏2
m=1 P (ck,m)

∑

∀Sk:ck,l=−1 exp
(
K(Sk)

)∏2
m=1 P (ck,m)

=log
P (ck,l = 1)

P (ck,l = −1)
︸ ︷︷ ︸

+ log

∑

∀Sk:ck,l=1,l 6=m exp
(
K(Sk) + 1

2
ck,mLa(ck,m)

)

∑

∀Sk:ck,l=1,l 6=m exp
(
K(Sk) + 1

2
ck,mLa(ck,m)

)

︸ ︷︷ ︸

= La(ck,l) + Le(ck,l) (4.21)

where

K(Sk) = − 1

2σ2
|Yk − ΛSk|2,

La(ck,l) and Le(ck,l) are a priori and extrinsic LLRs of bit ck,l (see Appendix A for
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derivation). In order to reduce the computational complexity and to avoid numerical

instability, The extrinsic LLR Le(ck,l) can be calculated by

Le(ck,l) = max∗
∀Sk:ck,l=1,l 6=m

[

K(Sk) +
1

2
ck,mLa(ck,m)

]

− max∗
∀Sk:ck,l=−1,l 6=m

[

K(Sk) +
1

2
ck,mLa(ck,m)

]

(4.22)

where max∗[·, ·] operation is defined as max∗[x, y] = max[x, y] + log(1 + e−|x−y|).

Then La(c) is subtructed from the output of soft demapper to feed extrinsic

information to deinterleaver. The log-MAP decoder which is explained in Section 4.1 is

used to calculate L(u) and L(c′), LLRs of information bits and codebits, respectively.

For iterative decoding, L(c′) is fed back to soft demapper after passing it through

interleaver again.
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Figure 4.4. Example EXIT chart for iterative decoding system.

We can measure the performance gain of iterative receiver by Extrinsic Informa-

tion Transfer (EXIT) charts as shown in Figure 4.4. Iin,1 and Iout,1 are input and output

mutual information of codebits at soft demapper respectively. Iin,2, Iout,2 are input and

output mutual information of log-MAP decoder respectively. The calculation of those

mutual information employs probability distributions of LLR values of bits as defined
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in [34].

From Figure 4.4, we can see the improvement of mutual information of codebits

through iterations. At first iteration, the input information of soft demapper is zero.

Soft demapper calculates its output LLRs only from channel observations. Then, the

output information of demapper is fed to log-MAP decoder whose input is on vertical

axis as output of demapper. Then, the output of decoder is fed back to demapper and

after some number of iterations, we get a performance improvement as the BER graph

in Figure 4.5 shows.
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Figure 4.5. Iterative decoding performance of MB OFDM system.



30

5. MULTIBAND OFDM ULTRA WIDEBAND SYSTEM

In our study, we consider the MB-OFDM UWB system which is represented

in Figure 5.1. Basicly, the symbol sequence is passed through inverse fast Fourier

transform (FFT) and time domain signal is transmitted to receiver after digital-analog

conversion. In MB-OFDM, the bandwidth of an OFDM symbol is 528 MHz and the

symbol is transmitted at a different frequency band at each block. This is why it is

called multiband.
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u c s b x

y

Interleaver

De-

interleaver

Figure 5.1. MB OFDM system model proposed in [35].

A length Lu input data stream u with elements ui ∈ {0, 1} for i = 1, ..., Lu are

fed to a convolutional encoder and interleaver sequentially to create c which has 2-bit

elements ck = [ck,1ck,2] ∈ {−1, 1}2. Then, ck are mapped to QPSK symbol sequence

Sk ∈ S for k = 0, ..., Ls − 1 and S = {ejπ/4, ej3π/4, ej5π/4, ej7π/4} as it is proposed in

[35]. Placing pilot and guard symbols to S according to [35], we obtain B vector which

is ready for inverse FFT.

We can obtain inverse Fourier transform of B by multiplying it with inverse of

Fourier transform matrix F such that [F]kl = ξkl with ξ = e−j2π/N , j =
√
−1 and

k, l = 0, ..., N − 1. N is the number of FFT points. Therefore we can obtain

x = F−1B. (5.1)
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Time domain discrete signal x is called an OFDM block. As proposed in [35], a

cyclic prefix (CP) of length Lcp is pre-appended and a guard interval (GI) of length-Lg

is appended to the end of it as shown in Figure 5.2. By using CP, the interaction

between channel and the transmitted signal becomes circular convolution. The CP is

the last length-Lcp portion of x which must be longer than the length of the channel.

This fact ensures that channel’s and signal’s discrete Fourier transforms are multiplied.

In addition, CP also removes interference from previous OFDM symbol, because it is

removed at the receiver. On the other hand, the guard interval is all zeros. After

adding CP and guard interval, the OFDM blocks are transmitted as modulated to

appropriate frequency. For analysis purposes, we model our system at baseband. The

channel model is also baseband equivalent. The transmitted signal with CP and GI

added is denoted as x̃.

x(0) ........ x(N-Lcp-1)     x(N-Lcp) ... x(N-1)x(N-Lcp) ... x(N-1)

CP OFDM Block x

Figure 5.2. Cyclic prefix and the OFDM symbol.

The signal passes through the channel h[n] which is the discrete-time baseband

channel impulse response with length L and additive white Gaussian noise (AWGN)

η[n] is added. Discrete-time baseband channel impulse response is obtained from the

UWB channel model used in standards by IEEE in [8] which is derived from the Saleh-

Valenzuela (S-V) model [36]. The time domain impulse response of the i-th realization

of the channel can be defined as

hi(t) = χ
L∑

l=0

K∑

k=0

αi
k,lδ(t − T i

l − τ i
k,l) (5.2)

where αi
k,l is the multipath gain coefficients, T i

l is the delay of the l-th cluster, and

τ i
k,l is the delay of the k-th multipath component within the l-th cluster relative to

T i
l . χ is the log-normal shadowing coefficient. χ is ignored because we compare the

cooperation scenarios under same conditions. It only introduces a scaling of SNR. The

channel characteristics and the distributions of parameters can be found in [8]. It also
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includes discrete time implementation issues.

MB-OFDM uses 528 MHz wide sub-bands of UWB spectrum, so we can filter

and convert those sub-bands to baseband [37]. Then we can down-sample them since

the new bandwidth is not the all UWB spectrum but a 528 MHz band. The resulting

baseband equivalent channel is denoted by h[n].

The received signal in baseband can be written as

ỹ[n] =
L∑

l=0

h[l]x̃[n − l] + η̃[n] (5.3)

where η̃[n] is complex additive white Gaussian noise with two-sided power spectral

density N0/2. Note that the variance of complex noise at subcarriers is still N0/2. If

we write them as vectors after removing the CP and GI and assuming Lcp ≥ L, we get

ȳ = Hx + η (5.4)

where ȳ = [ỹ(Lcp) · · · ỹ(N + Lcp − 1)]T , x = [x(0) · · · x(N − 1)]T and

H =

















h(0) 0 · · · h(L − 1) · · · h(1)

h(1) h(0) · · · · · · . . .
...

... · · · . . . · · · · · · h(L − 1)

h(L − 1) · · · · · · . . . · · · 0
...

. . . · · · · · · . . .
...

0 · · · h(L − 1) · · · · · · h(0)

















. (5.5)

Since N ×N H is a circulant matrix, we can decompose it as H = FHΛ̄F where

F is the Fourier transform matrix. Λ̄ is the diagonal matrix with Fourier transform
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coefficients of h at the diagonal elements such that

Λ̄[n] =
L−1∑

k=0

h[k]e−j 2πkn
N .

Multiplying the received symbol sequence ȳ with F , following result is obtained

Ȳ = F ȳ = FHx + Fη

= FFHΛ̄Fx + Fη

= Λ̄Fx + Fη

= Λ̄B + Fη (5.6)

which is same as multiplying the transmitted signal’s Fourier transform Fx with chan-

nel’s Fourier transform coefficients. Finally, we remove the symbols which belongs to

pilot and guard symbols and get

Y = ΛS + N (5.7)

where Λ is the diagonal channel coefficient matrix for carrier frequencies of data symbols

and N is the complex noise vector at corresponding subcarriers. 1-tap equalizer Λ−1 is

applied to the received sequence Y and estimates of S are calculated as

Ŝ = Λ−1Y = S + Λ−1N. (5.8)

After calculating the log-probabilities of S estimates, log-probabilities are fed to Viterbi

decoder.
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6. SPACE TIME CODED UWB COOPERATION

Cooperation using MB-OFDM is performed as cooperative data transmission of

two users as shown in Figure 6.1. First, the users share their data and decode their

partners’ signal. Then, they transmit the signals in a distributed ST coded scheme.

Since the partners can decode erronuously, the cooperation performance becomes lim-

ited proportionally to the inter-user channel performance.

S1

S2

D

h

h

1D

2D

h
12

Figure 6.1. Two user cooperation model.

Assume two users want to transmit QPSK symbols S1(i) and S2(i). Those sym-

bols are mapped from the output of convolutional encoder. For cooperation, they first

transmit symbols to their partners in first time slot. Each user decodes the partner’s

data correctly or with some errors. Since they use hard decisions, the system is called

STCC with hard decoding (STCC-hard). Then, they use the data they decoded to

transmit the symbols −S̃∗
2(i) and −S̃∗

1(i) in second time slot, where * means complex

conjugate and S̃i is symbol mapped from the decisions on cj at partner. This scheme

is the well known Alamouti ST code [1]. The symbols transmitted in second time slot

are the decoded versions of original symbols and they can be erroneous. The symbols

are transmitted using MB-OFDM system. At the receiver, the received signals at two



35

time slots after OFDM demodulation are

Y1 = Λ11S1 + Λ12S2 + N1,

Y2 = −Λ21S̃
∗
2 + Λ22S̃

∗
1 + N2, (6.1)

where Λij are the FFT coefficients of channels from user j to destination and Ni are

the FFT coefficients of noise at time slot i. We can model S̃i’s as a noisy symbol with

noise e such that

S̃i = Si + ei, i = 1, 2. (6.2)

Assuming quasi-static channels, such that Λ21 = Λ11 and Λ12 = Λ22, and applying

ST decoding, the symbol estimates at the destination become

Ŝ1=
(
|Λ11|2 + |Λ22|2

)
S1 + |Λ22|2e1 − Λ∗

11Λ22e2+Λ∗
11N1 + Λ22N

∗
2 , (6.3)

Ŝ2=
(
|Λ11|2 + |Λ22|2

)
S2 + |Λ11|2e2 − Λ11Λ

∗
22e1+Λ∗

22N1 − Λ11N
∗
2 . (6.4)

As we can see, we have an additional distortion of ei which is a result of interuser

communication. The received SNR of the system for user 1’s data can be calculated as

γd1 =

(
|Λ11|2 + |Λ22|2

)2
Eb/2

|Λ22|4σ2
e1

+ |Λ11|2|Λ22|2σ2
e2

+ |Λ11|2σ2
N1

+ |Λ22|2σ2
N2

(6.5)

where γ represents SNR. While our symbols are QPSK, e ∈ {0,±
√

2,±
√

2j,±
√

2 ±
√

2j,∓
√

2±
√

2j}. Using interleaver helps us to take bit errors equiprobable and thus

we can generate the probability distribution of ei. We can also assume that e1 and e2

have the same statistical properties such as mean and variance so we can drop the index.

The noise samples ni are also have same statistical properties where Ni = Fηi. All ei

and Ni are assumed to be independent. With the assumptions above, the Equation 6.5
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becomes

γd1 =

(
|λ11|2 + |λ22|2

)
Eb/2

|λ22|2σ2
e + σ2

N

. (6.6)

We can see that the error is transferred to destination through the channel be-

tween user 2 and the destination. This is intuitively correct that e is the decoding error

of user 1’s data at user 2. A similar equation can be written for user 2 such that

γd2 =

(
|Λ11|2 + |Λ22|2

)
Eb/2

|Λ11|2σ2
e + σ2

N

. (6.7)

The probabilities for e are presented in Table 6.1 where Pb is the bit error proba-

bilities of the bits which select the QPSK symbol. The mean and variance of e can be

calculated as 0 and 4Pb respectively.

Table 6.1. Probability distribution of inter-user symbol error e

e P (e)

0 (1 − Pb)
2

√
2 (1 − Pb)Pb/2

−
√

2 (1 − Pb)Pb/2

j
√

2 (1 − Pb)Pb/2

−j
√

2 (1 − Pb)Pb/2
√

2 + j
√

2 P 2
b /4

√
2 − j

√
2 P 2

b /4

−
√

2 + j
√

2 P 2
b /4

−
√

2 − j
√

2 P 2
b /4

We introduce three solutions to improve the performance and lower the error

floor. First step is using soft symbols instead of QPSK symbols in cooperation period.

The second alternative is employing iterative turbo decoding at partners. The last one

is using CRC code to decide on cooperation.
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6.1. Cooperation with Soft Decoding

To decrease the effect of hard decision errors on cooperation, we introduce STCC

with soft decoding (STCC-soft). The users calculate soft information of their part-

ners’ data and generates a soft symbol from it. Introducing iteration to this system,

i.e. performing more than one transmission during share of data between users, we

obtain performance gains. In [10], a similar system with amplify-and-forward (AF)

cooperation is introduced with BPSK modulation and Rayleigh block fading channels.

In that soft decision scheme, users transmit their information to their partners

before cooperation. At the partners, the LLRs are not converted to hard decisions but

they are used to transmit soft symbols created by soft bits. The soft bit corresponding

to ck,l can be created from theoutput LLRs in Equation 4.20 such that

c̄k,l =
eL(ck,l) − 1

eL(ck,l) + 1
= tanh

L(ck,l)

2
(6.8)

and the soft symbols are generated from soft bits by

S̄k =
1√
2
(c̄k,1 + jc̄k,2). (6.9)

Finally, the soft symbols are fed to output of QPSK Mapper and partners transmit S̄

instead of S̃ in Equation 6.2.

The performance of soft cooperation shows a trend similar to hard decision coop-

eration. But the error floor is lower than the hard decision. If we denote the error of

the symbol transmitted by e′, we obtain a similar expression with Equation 7.4. Since

e′ is the difference between the actual symbol and the soft symbol, it can be written as

e′ =
1√
2

(ck,1 + jck,2) −
1√
2

(c̄k,1 + jc̄k,2)

=
1√
2

([

ck,1 − tanh

(
L(ck,1)

2

)]

+ j

[

ck,2 − tanh

(
L(ck,2)

2

)])

(6.10)
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The variance of e′ becomes

σ2
e′ =

1

2
E

[(

ck,1 − tanh

[
L(ck,1)

2

])2

+

(

ck,2 − tanh

[
L(ck,2)

2

])2
]

≤ 1

2
E

[(

ck,1 − sign

[
L(ck,1)

2

])2
]

+
1

2
E

[(

ck,2 − sign

[
L(ck,2)

2

])2
]

= σ2
e (6.11)

The tanh is bounded between 1 and -1 at extremes. For weak values of L(ck,1) and

L(ck,2), the soft symbol is closer to 0, resulting in a smaller error. On the other hand,

hard decision maps the wrong bits to a QPSK symbol which is far away from the actual

symbol.

6.2. Cooperation with Iterative Decoding

STCC with iterative decoding (STCC-ID) uses iterative decoding at the cooper-

ating users. The information bits of each user are first convolutionally encoded and

an iterative demapper-decoder which is explained in Section 4.2 is employed instead

of Viterbi decoder at partners as shown in Figure 6.2. It is shown in [34] that we can

obtain substantial gains by employing iterative decoding. This system can be imple-

mented with both STCC-hard and STCC-soft. The result is a better inter-user channel

performance and a better cooperation error rate since σe becomes lower. This can be

seen from Extrinsic Information Transfer (EXIT) chart in Figure 4.4 as the increase of

mutual information.

6.3. Cooperation with CRC

We can introduce CRC control to each of the above schemes. After informa-

tion sharing, the users control the CRC of their partners bits and decide if they can

cooperate. If the CRC check fails, they do not cooperate and transmit their signals

separately. This is important at the point where the error floor stays above single user

performance. That scheme can prevent limiting factor of inter-user channel and we
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Figure 6.2. STCC with iterative decoding system model.

obtain a performance between single user (SU) transmission and full ST cooperation

with perfect inter-user channel.
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7. ERROR PERFORMANCE ANALYSIS

7.1. Performance of User Cooperative MB-OFDM without CRC

The performance analysis of hard and soft decision cooperation are same except

the variance of e. For the appropriate result, we can replace σe with σe′ .

In [38], the bit error rate of an uncoded 2x1 system is derived as

P2x1
e = E






Q





√

2
(
|Λ11 |2 + |Λ22 |2

)
Eb

N0










(7.1)

where Λii are statistically independent and circularly Gaussian distributed with E{|Λ11|2} =

E{|Λ22|2} = 1 and Eb is the energy per bit. The expectation [38] results in

P2x1
e =

1

2
− 3

4
µ +

1

4
µ3 (7.2)

with

µ =

√
0.5γr

1 + 0.5γr

. (7.3)

It is easy to integrate the above expectation via using the method in [39]. But we have

Equation 6.6 inside the Q-function. The BER for STCC with hard decoding is

PSTCC
e = E






Q





√

2
(
|Λ11 |2 + |Λ22 |2

)
Eb

|Λ22 |2σ2
e

+ N0










(7.4)

Since |Λ11|2 and |Λ22|2 are statistically independent and we also have a |Λ22|2 term in

the denominator, we have to calculate expectation via computing the integrals. The
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result is (see Appendix B for derivation)

PSTCC
e (γ) =

1

π

∫ π/2

0

[∫ ∞

0

exp

(

− αEb

(ασ2
e + N0) sin2 θ

)
(ασ2

e + N0) sin2 θ

(ασ2
e + N0) sin2 θ + Ebγ̄

e−α/γ̄

γ̄
dα

]

dθ

(7.5)

which can be evaluated numerically. In Equation 7.5, α = |Λ11|2 and β = |Λ22|2. The

results in Figure 7.1 show that the performance has the error floor we mentioned. In

Figure 7.2, the theoretical results are calculated for symmetrical channel conditions

such that distances between users and destination are similar and the channel is CM1.

There is not an error floor in that situation because the error between users changes

with changing SNR.

7.2. Performance of User Cooperative MB-OFDM with CRC

The bit error rate of the user cooperation system with CRC can be calculated as

PCRC
e = (1 − Pf )P

2x1
e + PfP

SU
e (7.6)

where P SU
e is the bit error rate for single antenna communication. Pf denotes the

probability that the frame is decoded erroneously. The users cooperate when they

correctly decode each others data.

The single antenna bit error rate (BER) for MB OFDM system without coding

is given in [38] as

P SU
e (γr) =

1

2

(

1 −
√

γr

1 + γr

)

(7.7)

where γr = Eb/N0 is the received signal-to-noise ratio at the receiver. The probability

that a frame with length Nb is decoded erroneously is

Pf = 1 − (1 − P SU
e (γr))

Nb . (7.8)
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The final result is

PCRC
e (γsr, γd) = PfP

SU
e + (1 − Pf )P

ST
e

= (1 − (1 − P SU
e (γsr))

Nb)
1

2

(

1 −
√

γd

1 + γd

)

+(1 − P SU
e (γsr))

Nb(
1

2
− 3

4
µ +

1

4
µ3). (7.9)

We can see the results for system employing CRC in Figure 7.1 and Figure 7.2.

CRC prevents error floor when inter-user channel SNR is assumed fixed.

0 5 10 15 20 25 30
10

−7

10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

E
b
/N

0
 (dB)

B
E

R

 

 
Single user
Perfect inter−user
STCC−hard
STCC−soft
STCC−hard with CRC

Figure 7.1. Theoretical BER for uncoded STCC schemes at 20dB CM1 inter-user

channel.
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Figure 7.2. Theoretical BER for uncoded STCC schemes symmetrical channel

conditions in between users and destination.
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8. SIMULATIONS AND RESULTS

In this section, the proposed UWB cooperative systems are simulated under IEEE

UWB channels [8]. We employed rate-1/2 punctured convolutional code for iterative

STCC, the output of which is interleaved and mapped to QPSK symbols. The generator

polynomials for encoder are (133, 145, 175) in octal representation. Then the complex

symbols are passed through 128-point IFFT. Baseband signal model is used and the

channel is changed for time slots to obtain multi-band effect. For the simulations,

a symmetrical positioning is used such that the channels between partners and from

partners to destination have similar channel characteristics and SNR. We assume that

both the users and the destination have perfect channel state information (CSI). The

channels are generated and converted to their baseband equivalents according to [8].

For the systems using CRC, we used a length-12 CRC code with generator polynomial

x12 + x11 + x3 + x2 + x + 1 [40].
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Figure 8.1. Simulation results for proposed ST coded MB OFDM cooperation

scenarios with 20dB inter-user SNR.

The curves in Figure 7.1 shows the theoretical performance of STCC with hard

decision, soft decision and hard decision employing CRC. Since the interuser channel
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is bad, the erronuous decoding increases the error rate of the system. Although we

cannot reach to ST coded MB-OFDM performance, we obtain better error rates than

single user transmission by employing CRC. Soft symbol cooperation with CRC is

not included because the system with CRC uses the hard decisions for CRC control.

We see that cooperation is helpful to improve performance when inter-user channel

performance in the system is better than user-to-destination channel. In Figure 8.1

and Figure 8.2, we compare the simulation results of the scenarios for fixed inter-user

channel SNR. The results are compatible with theoretical analysisand proves that BER

becomes lower than single user case when inter-user channel is in good condition ac-

cording to user-to-destination channel. CRC helps us to have a parallel but lower BER

curve than single user because when there is error in inter-user channel communica-

tion, the users do not cooperate. If decoding at partners is correct, they get a ST code

performance. On the average, we obtain a performance between single user and ST

coding BERs.
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Figure 8.2. Simulation results for proposed ST coded MB OFDM cooperation

scenarios with 10dB inter-user SNR.

Figure 8.3 represents the simulation performance when there is a symmetrical

positioning of users and the destination. The inter-user SNR is kept same as the user-

destination channel SNR and performance is calculated with respect to user-destination
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SNR. We get a better performance by employing soft desicion and CRC codes. STCC

with CRC is parallel to STCC with perfect inter-user channel in this case because SNR

for inter-user channel also increases in addition to user-to-destination channel with

respect to fixed SNR situation presented above.
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Figure 8.3. Simulation results of proposed ST coded MB-OFDM cooperation systems

in symmetrical channel conditions.

In Figure 8.4, we compared two iterative detection schemes, one without CRC

and one with CRC. Partners perform two iterations to decode the signal they received

from their collaborator. We compared the performance against coded single user case

and coded ST coded case with perfect inter-user channel. While STCC with iterative

decoding results in error floor, introducing CRC, we perform as well as STCC with

perfect inter-user channel especially in mid-SNR values.

Finally, the Figure 8.5 shows the performance of STCC with iterative decoding

accross CM3 channels. The inter-user channel is still fixed at CM1 20dB but the

channe between users and destination is CM3. The result is very close to that of

CM1 user-destination channel because we ignored the log-normal fading coefficient

and normalized the channel coefficients.
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Figure 8.4. Simulation results for STCC-ID with and without CRC at 20dB

inter-user SNR.
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Figure 8.5. Simulation results for STCC-ID at 20dB CM1 inter-user SNR. The

user-destination channel is CM3.
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9. CONCLUSIONS

In this study, we proposed ST coded cooperation techniques to use with UWB

MB-OFDM systems. ST cooperation is a simple but powerful method to obtain higher

performance when users-to-destination channel is severe. Theoretical analysis and the

simulation results show that the inter-user channel condition is highly effective on

cooperation performance. We obtain error floors due to that errors. However, it is

shown that performance can be boosted by usage of ST cooperation with iterative

decoding at partners. Also, CRC code is an effective tool to prevent error floors due to

inter-user channel performance, if we use it to decide on cooperation. When the need

for simplicity of partners increases, soft information aided scheme can also be used.

Our study shows that the users can improve their communication performance

using ST cooperation techniques when their inter-user channel performance, i.e. BER,

is better than the performance of the channel between them and destination. The

decision on which channel is better can be made by some feedback mechanism between

users and destination which is not implemented in our work.



49

APPENDIX A: DERIVATION OF EXTRINSIC LLR IN

EQUATION 4.21

The LLR of ck,l is derived as

L(ck,l)=log
P (ck,l = 1|Yk)

P (ck,l = −1|Yk)
= log

∑

∀Sk:ck,l=1 P (Yk|Sk)P (s)
∑

∀Sk:ck,l=−1 P (Yk|Sk)P (Sk)

=log

∑

∀Sk:ck,l=1 exp
(
K(Sk)

)∏2
m=1 P (ck,m)

∑

∀Sk:ck,l=−1 exp
(
K(Sk)

)∏2
m=1 P (ck,m)

=log

∑

∀Sk:ck,l=1 exp
(
K(Sk)

)
P (ck,l = 1)P (ck,m)

∑

∀Sk:ck,l=−1 exp
(
K(Sk)

)
P (ck,l = −1)P (ck,m)

=log
P (ck,l = 1)

P (ck,l = −1)
+ log

∑

∀Sk:ck,l=1,l 6=m exp (K(Sk) + log P (ck,m))
∑

∀Sk:ck,l=−1,l 6=m exp (K(Sk) + log P (ck,m))

=La(ck,l) + log

∑

∀Sk:ck,l=1,l 6=m exp
(
K(Sk) + 1

2
ck,mLa(ck,m)

)

∑

∀Sk:ck,l=1,l 6=m exp
(
K(Sk) + 1

2
ck,mLa(ck,m)

)

=La(ck,l) + Le(ck,l) (A.1)

where K(sk) is defined in Equation 4.22.
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APPENDIX B: DERIVATION OF EQUATION 7.5

In Equation 7.1, the sum x =
∑

l |Λll|2 is chi-square distributed, with the proba-

bility density function (pdf)

f(x) =
1

(K − 1)!
xK−1e−x (B.1)

where K is the number of |Λll|2 terms in the sum. Taking the expectation of Equa-

tion 7.1 with respect to Equation B.1 gives the result in Equation 7.2. It is easy to

integrate Equation 7.1 via using the method in [39]. But we have Equation 6.6 inside

the Q-function. The probability density distribution of xi = |Λii|2 can be written as

f(xi) =
1

2σ2
xi

e−xi/σ2
xi . (B.2)

Averaging Gaussian Q-function

The BER for a communication system is generally calculated as a Q-function

given the channel coefficients. We need to average the BER over all possible channels.

An alternative form of Q-function which is defined in [39] is used in averaging such

that

Q(x) =
1

π

∫ π/2

0

exp

(

− x2

2 sin2 θ

)

dθ. (B.3)

The expectation of Q-function over channel coefficient distributions is derived as

follows:
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Pe = Eγ[Q(a
√

γ)] =

∫ ∞

0

Q(a
√

γ)pγ(γ)dγ

=

∫ ∞

0

1

π

∫ π/2

0

exp

(

− a2γ

2 sin2(θ)

)

dθpγ(γ)dγ

=
1

π

∫ π/2

0

[∫ ∞

0

exp

(

− a2γ

2 sin2(θ)

)

pγ(γ)dγ

]

dθ. (B.4)

Since the moment generating function (MGF) of a pdf is defined as Mγ(s) =
∫∞
0

esγpγ(γ)dγ,

the integral in Equation B.4 results in

Pe =
1

π

∫ π/2

0

Mγ

(

− a2

2 sin2(θ)

)

dθ. (B.5)

But we have Equation 7.4 as the probability of error. We cannot evaluate Equation 7.4

directly with Equation B.5 because we also have a |Λ11|2 term in the denominator.

To calculate the above expectation, we use the alternative form of Q-function and

integrate over two pdfs which results in Equation 7.5 as follows:

Pe(γ) =

∫ ∞

0

∫ ∞

0

1

π

∫ π/2

0

exp

(

−
2(α+β)Eb

ασ2
e+N0

2 sin2 θ

)

dθ
e−α/γ̄

2γ̄
dα

e−β/γ̄

2γ̄
db

=
1

4π

∫ π/2

0

[∫ ∞

0

∫ ∞

0

exp

(

− (α + β)Eb

(ασ2
e + N0) sin2 θ

)
e−α/γ̄e−β/γ̄

γ̄2
dαdβ

]

dθ

=
1

4π

∫ π/2

0

[∫ ∞

0

exp

(

− αEb

(ασ2
e + N0) sin2 θ

)
e−α/γ̄

γ̄

{

Mβ

(
Eb

(ασ2
e + N0) sin2 θ

)}

dα

]

dθ

=
1

4π

∫ π/2

0

[
∫ ∞

0

exp

(

− αEb

(ασ2
e + N0) sin2 θ

)
e−α/γ̄

γ̄

{

1

1 + Ebγ̄
(ασ2

e+N0) sin2 θ

}

dα

]

dθ (B.6)

=
1

4π

∫ π/2

0

∫ ∞

0

exp

(

− αEb

(ασ2
e + N0) sin2 θ

)
(ασ2

e + N0) sin2 θ

(ασ2
e + N0) sin2 θ + Ebγ̄

e−α/γ̄

γ̄
dαdθ (B.7)

where

Mβ

(
Eb

(ασ2
e + N0) sin2 θ

)

=

∫ ∞

0

exp

(

− Eb

(ασ2
e + N0) sin2 θ

β

)
e−β/γ̄

γ̄
dβ. (B.8)

Equation B.8 is the MGF of β which is Rayleigh-distributed.
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