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B. Ertüzün, for showing me the importance of working towards the goals for not only

individual, but also collective success in mind, with dedication and determination.

I thank the personnel of Technology Transfer Office (TTO); Bülent Üner, Dilek
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ABSTRACT

TEXT-BASED MACHINE LEARNING METHODOLOGIES

FOR MODELLING DRUG-TARGET INTERACTIONS

The identification of novel interactions between proteins and drugs with compu-

tational methodologies constitutes a significant area of research. Most often, a drug

can be re-purposed to target a novel protein which enables machine learning algorithms

to learn from existing interactions to predict unknown interactions. The main goal of

this thesis is to model the interactions between proteins and ligands (drug candidates)

using their textual representations via machine/deep learning techniques. With that

aim, we introduce a novel ligand representation approach and a novel protein repre-

sentation approach as well as two prediction systems for identifying the strengths of

the interactions between proteins and compounds (i.e., their binding affinities). The

common theme of these studies is the use of textual representations of proteins (i.e.,

amino-acid sequences) and compounds (i.e., SMILES). A major advantage of text-

based representations is that they are experimentally easier to obtain compared to the

three-dimensional (3D) representations and therefore there are more protein/ligand

text-based representations available than 3D representations. Furthermore, processing

text-based representations is computationally less expensive compared to processing

two-dimensional (2D) and 3D representations. We hypothesize that, much like natu-

ral languages, bio-chemical sequences have their own languages and processing these

languages might reveal important insights about their characteristics. The applica-

tion of Natural Language Processing (NLP) based approaches in tasks such as protein

family/super-family clustering and protein-ligand binding affinity prediction achieved

state-of-the-art performance. These results indicate that the textual forms of proteins

and ligands can be used to formulate effective solutions to address different bioinfor-

matics and cheminformatics problems.
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ÖZET

PROTEİN-İLAÇ ETKİLEŞİMLERİNİN METİN TABANLI

MAKİNE ÖĞRENMESİ YÖNTEMLERİ İLE

MODELLENMESİ

Özgün protein-ilaç etkileşimlerinin hesaplamalı metotlar ile saptanması önemli

bir araştırma alanıdır. Çoğunlukla, bir ilaç yeni bir proteini hedeflemek için yeniden

amaçlandırılabilir. Böylece makine öğrenmesi algoritmaları mevcut protein-ilaç etk-

ileşimlerinden öğrenerek özgün etkileşimleri tahminleyebilir. Bu tezin temel amacı,

protein ve ligandların (ilaç adaylarının) aralarındaki ilişkiyi, metinsel gösterimlerini

kullanarak makine/derin öğrenme teknikleri ile modellemektir. Bu amaçla, yeni bir

ligand gösterim yöntemi ve yeni bir protein gösterim yöntemi ile protein ve kimyasal-

ların aralarındaki bağlanma kuvvetini (bağlanma ilgisini) belirlemek için iki yeni tah-

minleme sistemi tanıtılmıştır. Bu çalışmaların ortak teması proteinlerin (amino-asit

dizileri) ve kimyasalların (SMILES dizileri) metinsel gösterimlerinin kullanılmasıdır.

Metinsel gösterim, üç-boyutlu (3D) gösterime göre deneysel olarak daha kolay elde

edilebilen bir bilgidir. Bu nedenle, üç-boyutlu bilgiye göre çok daha fazla molekül için

metinsel gösterim bulunabilmektedir. Bu durum protein ve kimyasallar ile çalışırken

önemli bir avantaj oluşturmaktadır. Ayrıca, metin bazlı gösterimlerin işlenmesi, iki-

boyutlu (2D) ve 3D gösterimler ile karşılaştırıldığında hesaplamalı olarak daha ucuz-

dur. Biz çalışmalarımızda, tıpkı doğal diller gibi, biyo-kimyasal dizilerin kendi dil-

lerinin olduğunu, ve bu dillerin işlenmesinin biyo-kimyasal moleküllerin karakteristikleri

hakkında önemli bilgileri ortaya çıkarabileceği varsayımında bulunuyoruz. Protein aile

gruplandırılması ve protein-ligand bağlanma ilgisinin tahminlenmesi gibi problemler

üzerindeki çalışmalarımız literatürde en iyi performansa ulaşmıştır. Bu sonuçlar, pro-

tein ve kimyasalların metinsel gösterimlerinin farklı biyoenformatik ve kimenformatik

problemlerine etkili çözümler tasarlanmasında kullanılabileceğini göstermiştir.
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1. INTRODUCTION

A drug is a chemical that binds to a specific target and modifies its function

that has been proven to be related to pathophysiology of a disease [1, 2]. A target is

considered as a molecular structure, usually a protein, peptide or nucleic acid, with

activity that is wanted to be regulated (targeted) by a drug [2]. Drugs bind to spe-

cific locations of a protein that are called “binding-sites” forming a protein - ligand

complex. Each interaction has a binding affinity value indicated with measures such

as half-maximal inhibitory constant (IC50), inhibition constant (Ki) and disasociation

constant (Kd) each describing the effectiveness of the binding. Figure 1.1 illustrates the

three-dimensional (3D) structure of the ampicillin and New Delhi Metallo β-lactamase

(NDM-1) complex.

Figure 1.1: Illustration of the 3D-complex of NDM-1 and ampicillin.

Increase in the diversity of target proteins due to selective pressure and evolu-

tionary process results in resistance against existing drugs, therefore causing the need

to discover new active compounds. The development of novel drugs is an expensive

and resource and time consuming process. Often referred to as drug re-purposing or

drug repositioning, predicting new targets/uses for the existing drugs is an attractive

alternative [3]. The polypharmacology approach, that has been coined to name drugs
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that can bind multiple targets, also supports the re-purposing of drugs [4,5]. Therefore,

identification of novel drug-target interactions (DTI) holds a substantial place in drug

discovery.

Several public interaction databases, such as ChEMBL [6], BindingDB [7], Drug-

Bank [8], Matador [9] and STITCH [10] are available but the number of known inter-

actions is still limited, since the experimental validation is costly and time consuming.

Therefore, the application of computational methods to predict such interactions can

limit the search space and suggest possible candidates, which can significantly acceler-

ate the process and minimize in vitro efforts.

1.1. Problem Statement

Protein-ligand interactions have three main components: a ligand, a protein

and a binding affinity value which indicates the strength of the interaction between

a protein-ligand pair. Ligands and proteins can be described in three different repre-

sentations: (i) one-dimensional (1D) representation refers to the textual representation

of molecules, (ii) two-dimensional (2D) representation is a graph based form, and (iii)

three-dimensional (3D) representation shows arrangement of the atoms in 3D space.

Detailed information about these representation will be given in Section 2.

Representation of the ligands and proteins in the computational space is an im-

portant task, since they directly affect the performance of the tasks they contribute to.

Fingerprints (FP) are the most widely-adopted representations for compounds, which

are either rule-based binary vectors or domain-based hashed fingerprints. Among ma-

jor drawbacks of rule-based fingerprints are: (i) the pre-defined rules might not cover

the important aspects of a chemical, (ii) the rules need to be manually regulated, (iii)

they often have high dimensions (e.g. 881, 1024 etc.). 2D graph representation has

been used especially in computing similarity of compounds [11], however they are com-

putationally more expensive compared to 1D representations. For proteins, on the

other hand, amino-acid sequences are commonly used to build novel representations.

Smith-Waterman (S-W) [12] is one of the popular algorithms to determine the similar-
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ity between a pair of proteins. However, there might be cases that proteins with low

sequence similarity can show similar functional and mechanistic properties.

The modeling of the interactions between proteins and ligands has been mostly

approached as a binary classification problem in which the proposed system predicted

whether two entities interact(/bind) or not [13–19]. These supervised classification

methodologies suffered from the lack of reliable benchmark datasets. Since the interac-

tion databases only store binding information, absence of negative samples influenced

the performance of the predictors. However, the available interaction data also con-

tains binding affinity values which can be used to address the unrealistic negative

interaction data problem. The binding affinity prediction problem has been first mod-

elled with scoring functions (or parametric models) in which a set of parameters were

used to characterize the protein-ligand interaction [20, 21]. A major drawback of this

strategy is that there might be pairs that will not conform to these pre-defined formu-

lations. Feature-based machine learning (ML) methods, on the other hand, proposed

to learn from data in supervised manner [22–25] while integrating several feature ex-

traction tools and algorithms. More recently, deep learning (DL) architectures have

also been applied to the binding affinity prediction problem, which either used engi-

neered features [26, 27] or learned representations directly from data, which was most

often three-dimensional (3D) complex form of the interaction [28–30]. A disadvantage

of such systems is that 3D form is not available for every possible protein-ligand pair.

In this thesis, we address the ligand representation, protein representation, and

protein-ligand binding affinity prediction tasks. Our general aim is to propose solutions

that are available for any protein-ligand pair and effective, yet computationally less

expensive. Each of these three tasks pose various challenges which are explained in

detail in the following section.

1.2. Challenges

The efficient modelling of drug-target interactions is a difficult task with the main

challenges summarized as follows:
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• 3D information is not available for every molecule. The Protein Data Bank

Bind (PDBBind) database [31] (accession date: October 2018) stores binding affinity

values for around only 16K protein-ligand complexes. The ChEMBL database [32],

on the other hand, comprises approximately 10M bioactivities for 12K targets and

1.9M compounds (accession date: June 2019). Thus, it is evident that chemical

and protein spaces are much larger compared to the pairs that have 3D interaction

information.

• 2D and 3D forms are computationally expensive to process. 2D [11] and 3D

[28–30] representations are expressive, however, require much more computational

power than needed to process textual data.

• Binding site is composed of non-consecutive amino acids. The protein folds

into a 3D shape in which the binding site may comprise residues from different

regions in the amino acid sequence.

• Boundaries of bio-chemical text is hard to identify. Much like binding-sites of

proteins, textual representations of proteins and chemicals have sub-sequences that

might encode important information about the functionality/characteristics of these

entities. Similar to languages such as Japanese and Chinese, however, boundaries of

bio-chemical textual semantic units (i.e., words) are not known.

• Sequence might not always be adequate to describe functional/mechanistic

properties. Even though amino-acids sequences are used to determine many im-

portant properties about a protein, sequence itself might not be enough for capturing

mechanistic properties of a protein. For instance, proteins with low sequence simi-

larity might share common ligands.

• Modelling interaction between proteins and compounds are difficult. The

interaction between protein and ligand occurs at the binding-site, which indicates

that it is a local event. Thus, the use of similarity information might not be enough

to model the interaction. Similarly, the features that contribute to the interaction

model should be designed carefully such that over-generalized representations are

avoided.
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1.3. Motivation

In this thesis, we investigate the representation of ligands and proteins, and the

prediction of the interaction strength between these entities in an attempt to under-

stand protein-ligand interactions. Considering the challenges of the field, we propose

text-based machine/deep learning approaches to model proteins, ligands and their in-

teractions. Textual representation of proteins and chemicals, unlike 3D-representations,

are easier to obtain. Furthermore, processing textual data is less expensive than pro-

cessing 2D/3D data. Both chemicals and proteins have their own set of characters

and rules to construct their textual representations, which in turn, can be considered

as biochemical languages. Thus, investigation of these sequences under the linguistic

perspective might provide insights about their mechanisms as well as the interactions

between them.

In our earlier works, we showed that SMILES text of a compound is not only as

powerful as 2D, but also faster in computing compound similarity [33]. Therefore, we

were motivated to build a novel ligand representation by utilizing simple, yet compu-

tationally less expensive SMILES text. Based on the analogy between a SMILES text

and a document, we identified “words” of the chemical space (i.e. chemical words).

Words were identified using different techniques which are k-mers (i.e. 8-mers), Byte

Pair Encoding (BPE) and Maximum Common Substructures (MCS). A large SMILES

corpus was used to learn distributed embeddings for each chemical word, which were

then used to build the compound vector, SMILESVec.

A pioneering study by Keiser and co-workers [34] reported that similarity of

interacting ligands can be used to detect protein similarity. We also showed that

connecting proteins through their interacting ligands in a network resulted in groups of

proteins with functional and sequence similarities [35]. Thus, in the light of these works,

we proposed a ligand-based protein representation in which proteins are represented via

their interacting ligands. A protein was described as the average of the SMILESVecs

vectors of its interacting ligands. Unlike amino-acid sequences, such representation has

the ability of encoding ligand-binding behaviour of the protein directly.
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Finally, we proposed two binding affinity prediction systems that depend on tex-

tual descriptions of proteins and ligands. In the first system, we adopted a “chemical

word” based approach, in which both proteins and compounds are represented via

SMILES text. We further investigated the effect of different “chemical word” types on

the prediction performance. In the second system, instead of explicitly defining words,

we let a Convolutional Neural Network (CNN) based system to learn word boundaries

from the sequences themselves. The proposed approach, DeepDTA, aimed to predict

binding affinities through learning representations from SMILES and protein sequences.

This thesis introduces a complete system for modelling drug-target interactions,

in which protein and ligand representations can be used in any bio/cheminformatics

task that requires to describe biochemical data. The proposed prediction systems,

although evaluated on benchmark datasets, can be utilized and/or modified for novel

datasets.

1.4. Publication Notes

Parts of the work in this thesis have appeared in the following publications:

(i) “A novel methodology on distributed representations of proteins using their in-

teracting ligands.” Öztürk, Hakime, Elif Ozkirimli, and Arzucan Özgür. Bioin-

formatics 34.13 (2018): i295-i303. (Chapters 4 and 5)

(ii) “DeepDTA: deep drug–target binding affinity prediction.” Öztürk, Hakime, Arzu-

can Özgür, and Elif Ozkirimli. Bioinformatics 34.17 (2018): i821-i829. (Chapter

6)

(iii) “A chemical language based approach for protein-ligand interaction prediction.”

Öztürk, Hakime, Arzucan Özgür, and Elif Ozkirimli. arXiv preprint arXiv:1811.00761

(2018). in preparation (Chapter 6)

(iv) “Exploring the Chemical Space using Natural Language Processing Methodolo-

gies for Drug Discovery”, Öztürk, Hakime, Arzucan Özgür, Philippe Schwaller,

Teodoro Laino and Elif Ozkirimli. Submitted to Drug Discovery Today (2019)

(Chapter 2)
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The other works that are not part of this thesis are:

(i) “WideDTA: prediction of protein-ligand binding affinity.”Öztürk, Hakime, Arzu-

can Özgür, and Elif Ozkirimli. arXiv preprint, (2019), arXiv:1902.04166.

(ii) “BIOSSES: a semantic sentence similarity estimation system for the biomedical

domain.” Soğancıoğlu, Gizem, Hakime Öztürk, and Arzucan Özgür. Bioinfor-

matics 33.14 (2017), i49-i58.

(iii) “CNN based chemical-protein interactions classification.” Yüksel, A., Öztürk,

H., Ozkirimli, E., and Özgür, A. In Proceedings of the BioCreative VI Workshop,

Bethesda, MD. 201 (2017), pp. 184-186.

(iv) “Construction of miRNA-miRNA networks revealing the complexity of miRNA-

mediated mechanisms in trastuzumab treated breast cancer cell lines.” Cilek, E.

E., Ozturk, H., and Dedeoglu, B. G. PloS one, 12(10), (2017), e0185558.

(v) “A comparative study of SMILES-based compound similarity functions for drug-

target interaction prediction.” Öztürk, Hakime, Elif Ozkirimli, and Arzucan Özgür.

BMC bioinformatics, 17(1), (2016), 128.

(vi) “Classification of Beta-lactamases and penicillin binding proteins using ligand-

centric network models.” Öztürk, Hakime, Elif Ozkirimli, and Arzucan Özgür.

PloS one, 10.2 (2015), e0117874.

1.5. Thesis Overview

In this thesis, we focused on the modelling of drug-target interactions through

their textual representations. We first build a text-based representation for ligands uti-

lizing their SMILES, and then propose a ligand-based approach to represent proteins

with their interacting ligands. We finally introduced two systems to predict binding

affinities for drug-target pairs: (i) a machine-learning based approach which combines

the protein and ligand representations we introduced and, (ii) a deep-learning based

approach that learns abstract features from the raw textual bio/chemical data (i.e.

amino-acid sequences and SMILES for proteins and ligands, respectively). Figure 1.2

demonstrates the brief summary of this thesis. First, a text-based representation that
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we referred to as SMILESVec is introduced. Then, this representation was utilized to

represent interacting ligands of the proteins, which in turn build the protein represen-

tation.

Figure 1.2: Thesis overview. A novel ligand representation, a novel protein represen-

tation and two novel binding affinity prediction systems are introduced.

The main contributions of this thesis are summarized as follows:

(i) Four novel completely text-based systems to model ligand representation, protein

representation and protein-ligand interaction are introduced. The major advan-

tage of the proposed systems is that the text information is available for every

molecule.

(ii) The textual representations of the proteins and ligands are investigated as bio-
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chemical languages. The presented test cases in protein family clustering and

protein-ligand binding affinity prediction tasks show that these languages are

rich in terms of describing these entities.

(iii) A novel data-driven approach to represent ligands using their SMILES, SMILESVec,

is proposed. Without integrating external rules or expert knowledge, SMILESVec

directly learns representations from SMILES text. A data-driven approach has

the flexibility of generating task specific representations, unlike universal finger-

print based ligand representations (Chapter 4) [36].

(iv) A novel ligand-based protein representation, which aims to capture functional

and mechanistic properties of the proteins, is proposed. To describe the proteins,

the SMILESVec representations of their interacting ligands are utilized. Proteins

are successfully represented via their interacting ligands without using protein

sequence/structure information. The proposed system captures relationships be-

tween proteins with similar binding properties, even if they have low sequence

similarities (Chapter 5) [36].

(v) A language inspired protein-ligand binding affinity prediction system, Chem-

Boost, is proposed. ChemBoost depends on “chemical words” to describe both

ligands and their interacting proteins. The “chemical word” based prediction sys-

tem provides either similar or better performances when compared to state-of-the-

art machine learning systems that utilize protein sequences and other additional

features (Chapter 6) [37].

(vi) A novel deep-learning based model named DeepDTA to predict drug-target bind-

ing affinity, which uses only character representations of proteins and drugs, is

introduced. Instead of explicitly describing words, DeepDTA integrates Convolu-

tional Neural Networks (CNN) to extract abstract features from whole sequences

of proteins and ligands. DeepDTA outperforms feature-based state-of-the-art

machine learning systems (Chapter 6) [38].

(vii) Different “chemical word” identification techniques and their effect on the per-

formance of binding affinity prediction are investigated. (Chapter 6) [37].

(viii) Two Python packages for SMILESVec [36] and DeepDTA [38], and an online

tool named PLITOOL to collect protein-ligand interactions to visualize them
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in a ligand-centric way [35] using SMILESVec are made available to the public.

(Chapter 7).
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2. BIOLOGICAL BACKGROUND

2.1. Chemicals

A compound is a substance that is formed when two or more chemical elements

are bonded together [39]. A drug, on the other hand, is a substance that binds to a

specific target (which is usually a protein, peptide or nucleid acid) to modify its function

that is proved to be related to pathophysiology of a disease [1,2]. BindingDB describes

drugs as small molecules “which are nonpolymer, organic compounds with molecular

weights around less than 1000 Da” [39]. To be accepted as a drug, a compound must

bind to a target and fullfill some requirements such as being chemically and physically

stable, non-toxic etc.

Chemical structures can be represented in different forms including one-dimensional

(1D), 2D, and 3D. Figure 2.1 illustrates the different forms of drug ampicillin. 1D form

of the chemicals often encode information such as atom counts, bond counts, molecular

weight in the form of textual representation using characters. 2D forms of compounds

are depicted in graph form in which atoms are represented as the nodes of the graph

whereas bonds and branches are represented as links (edges) of the graph. 3D descrip-

tion contains information of coordinates of the atoms and bonds [40].

Figure 2.1: Illustration of different forms of ampicillin. (A) SMILES text. (B) 2D

graph. (C) 3D form.
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While the 2D and 3D representations are routinely used in ML based approaches

[40], here we focus on the 1D form. Table 2.1 depicts different textual identifiers and

representations of the drug ampicillin. The data is collected from PubChem database,

and 2D and 3D figures are generated using MolView [41].

Table 2.1: Different textual identifications of drug ampicillin.

Identifier Representation

IUPAC name

(2S,5R,6R)-6-[[(2R)-2-amino-2-phenylacetyl]amino]-3,3-

dimethyl-7-oxo-4-thia-1-azabicyclo[3.2.0]heptane-2-

carboxylic acid

Chemical Formula C16H19N3O4S

Canonical SMILES
CC1(C(N2C(S1)C(C2=O)NC(=O)C(C3=CC=CC=

C3)N)C(=O)O)C

Isomeric SMILES
CC1([C@@H](N2[C@H](S1)[C@@H](C2=O)NC(=O)

[C@@H](C3=CC=CC=C3)N)C(=O)O)C

DeepSMILES

(Canonical)

CCCNCS5)CC4=O))NC=O)CC=CC=CC=C6))))))N

)))))))C=O)O)))C

InChi

InChI=1S/C16H19N3O4S/c1-16(2)11(15(22)23)19-13

(21)10(14(19)24-16)18-12(20)9(17)8-6-4-3-5-7-8/h3-7

9-11,14H,17H2,1-2H3,(H,18,20)(H,22,23)/t9-,10-,11+

14-/m1/s1

InChi Key AVKUERGKIZMTKX-NJBDSQKTSA-N

IUPAC name. The International Union of Pure and Applied Chemistry (IU-

PAC) scheme (i.e. nomenclature) is used to name compounds following pre-defined

rules such that the names of the compounds are unique and consistent with each

other [42].

Chemical Formula is one of the simplest and most widely-known ways of de-

scribing chemicals using letters (i.e. element symbols), numbers, parentheses, and (-/+)

signs. This representation gives information about which elements and how many of
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them are present in the compound.

InChI is the IUPAC International Chemical Identifier, which is a non-proprietary

and open-source structural representation [43]. The InChIKey is a character-based

representation that is generated by hashing the InChI strings in order to shorten them.

Since the software that generates InChi is publicly available, InChi does not suffer from

ambiguity problems. InChi representation has several layers (each) separated by the

“/” symbol.

In Section 2.1.1, we will discuss Simplified Molecular Input Entry Specification

(SMILES) representation in detail since it constitutes one of the main inputs of the

approaches proposed in this thesis.

2.1.1. SMILES

Simplified Molecular Input Entry Specification (SMILES) is a text-based form of

describing molecular structures and reactions [44,45]. SMILES is constituted by a set

of rules in which atoms, bonds and other components of the molecule are represented

with specific symbols. Table 2.2 lists the common specialized characters in a SMILES

string.
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Table 2.2: Most frequent SMILES symbols [46].

no symbol definition

1 C nonaromatic carbon atoms

2 c aromatic carbon atoms

3 N nonaromatic nitrogen atoms

4 n aromatic nitrogen atoms

5 O nonaromatic oxygen atoms

6 o aromatic oxygen atoms

7 S nonaromatic sulfur atoms

8 s aromatic sulfur atoms

9 F fluorine atoms

10 Cl chlorine atoms

11 Br bromine atoms

12 I iodine atoms

13 P nonaromatic phosphorus atoms

14 p aromatic phosphorus atoms

15 B boron atoms

16 “X” any other character

17 − single bonds

18 = double bonds

19 # triple bonds

20 [
Nonorganic elements, charges,
isotopes, protonation states

21 - negative charges

22 + positive charges

23 H explicit hydrogen atoms

24 ( acyclic branching points

25 1 nonfused ring systems

26 2 bicyclic systems

27 3 tricyclic systems

28 4 tetracyclic systems

29 5 pentacyclic systems

30 6 hexacyclic systems

31 7 heptacyclic systems

32 8 octacyclic systems

33 9 nonacyclic systems

34 % higher order ring systems
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Daylight Chemical Information Inc indicates that with its own vocabulary and

the limited set of rules, SMILES notation is indeed a language, rather than simply

being a computational data. Being in a textual form, SMILES takes 50% to 70% less

space than other representation methods (e.g. an identical connection table). More

detail is available at Daylight [47].

Nevertheless, SMILES also provides more complex information than the chemical

formula. We can obtain SMILES strings through traversing the 2D graph representa-

tion of the compound [48]. Here will provide a brief introduction to the basic properties

of SMILES language.

Atoms and bonds. Atoms are represented with their atomic symbols and

should be enclosed in square brackets except for the atoms that belong to the organic

subset (B, C, N, O, P, S, F, Cl, Br, and I). Upper-case letters are used to represent

non-aromatic atoms whereas lower-case letters are used for aromatic atoms (e.g., C

and c (Table 2.2). Hydrogen atoms (H) can be omitted.

Bonds between the atoms are described with “-”, “=”, ”#” and “:” symbols

denoting the single, double, triple and aromatic bonds, respectively. Single bonds (“-

”) and aromatic bonds (“:”) among consecutive atoms are usually omitted since they

are the default interaction type [49].

Branches, cycles and disconnected substructures. Parenthesis in SMILES

string indicate branches (e.g. triethylamine, CCN(CC)CC ) and disconnected sub-

structures in a molecule is depicted with “.”. Cyclic structures are designated with

matching numbers in ring openings and ring closures (e.g. cyclohexane, C1CCCCC1 ).

Stereochemistry. “@” (anti-clockwise neighbors) and “@@” (clockwise neigh-

bors) symbols are used to indicate the chirality of tetrahedral centers. “\” and “/”

symbols are utilized as directional bonds which are placed around double bonds (e.g.

trans and cis-difluoroethene, “F\C=C\F” and “F/C=C\F”, respectively). Canoni-

calization. A molecule can be represented with more than one SMILES because of
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the different ordering of strings. Though, the arrangement of the string does not af-

fect the structure of the molecule, referring to a molecule with several SMILES might

lead to ambiguities in some cases. Canonical SMILES can provide a unique SMILES

representation, however, different databases such as PubChem and ChEMBL might

use different canonicalization algorithms to generate different unique SMILES. OpenS-

MILES is a new platform that aims to universalize the SMILES notation [50]. In

Isomeric SMILES, isotopism and stereochemistry information of a molecule is encoded

using a variety of symbols (“/”, “\”, “@”, “@@”).

SMARTS. SMiles ARbitrary Target Specification (SMARTS) is a language in-

troduced by Daylight Chemical Informations Inc. which enables substructure (pattern)

search on SMILES string [51].

DeepSMILES is a novel SMILES-like notation that is proposed to address two

challenges in SMILES syntax: (i) unbalanced parentheses and (ii) ring closure pairs [52].

DeepSMILES syntax uses a single close parantheses to instead of using open and close

parantheses to describe the branch length. For instance, SMILES “C(OF)C” is repre-

sented as “COF))C” in DeepSMILES. As for the ring closure numbers, a single symbols

denotes the size of the ring unlike the use of two pair ring numbers in SMILES. For in-

stance, SMILES “C1CC(OC)CC1” is expressed as “CCCOC))CC5” in DeepSMILES.

DeepSMILES-syntax aims to enhance the effectiveness of the machine/deep-learning

based approaches that utilize SMILES data as an input to their systems [53].

2.1.2. Fingerprints

Fingerprints (FPs) are widely adopted representation techniques for chemicals.

They are either obtained from SMILES string using pre-defined SMARTS rules or

through hash-based approaches. In this section, we will cover three of the most popular

fingerprint techniques that will be mentioned throughout the thesis.

PubChem fingerprint (PubChemFP) represents the existence of 881 differ-

ent features in the form of binary feature vectors (e.g. 1 represents the existence of
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a certain feature wheres 0 indicates absence) [54]. Pubchem 2D substructure based

similarity tool is available online [55].

MACCS is a structural fingerprint where each bit represents a specific substruc-

ture [56]. MACCS fingerprints are formed by the binary responses to a set of structural

questions such as “Is there a ring size of 4?””. SMARTS representation of the MACCS

features can be found at [57].

Extended-Connectivity Fingerprint (ECFP) is a hash-based representation

techniques that considers the atoms and their circular neighbors within a radius range

to describes the features of substructures [58]. ECFP4 and ECFP6 are two of the most

popular molecular fingerprints.

2.1.3. Databases

PubChem [54] stores information for around 96M compounds and 265M sub-

stances [59]. PubChem also acts as a cheminformatics tool by providing an interface

that enables the computation of 2D/3D similarity of compounds. ChEMBL [32] is an-

other widely accessed database that stores manually curated information about chem-

ical properties and protein targets and bioactivities for 1.9M compounds [60]. Drug-

Bank [8] comprises chemical, pharmacological and pharmaceutical information for 13K

drugs and 5K proteins (e.g. drug targets/enzymes) that are associated with these

drugs [61]. PDB, BindingDB [39], ChEBI [62], ZINC [63], PDB-Bind [64], KEGG [65]

and ChemSpider [66] are also among the important chemical databases/sources that

constitute valuable input for drug discovery studies.

2.2. Proteins

Proteins are macromolecules that play key roles in many tasks including catalyz-

ing chemical reactions, transportation of nutrients and forming cellular structures (e.g.

tissues, organs) [67,68]. Proteins can be represented in 1D (protein sequence), 2D and

3D forms. Three-dimensional structure of the protein, which is shaped by the chains
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folding in the water, is an important determinant of the protein function [67]. Further-

more, the relationship between the structure and the sequence of the protein is verified

in past researches [67]. The remaining challenge is, however, that the structure is not

available for every protein but sequence is as it can be easily observed from the public

databases. This constitutes our main motivation of focusing on the textual data for

the proteins.

2.2.1. Protein Sequence

Proteins comprise amino acids which are small organic compounds, connected

to each other by forming long chains. There are 20 different amino acids that are

represented by unique characters of the English alphabet (Table 2.3). Amino acids

are encoded by “codons” which are 3-character nucleotides. Protein size/length is

expressed in terms of number of amino acids which can vary between 30 to 30000 [67].

Proteins are composed of 20 different amino acids that can be represented by

unique characters of the English alphabet. Protein sequence length usually vary be-

tween 30 to 30000 [67]. The shortest sequence in UniProt belongs to neuropeptide GWa

(P83570) with 2 amino-acids (i.e. GW) while the longest sequence is Titin (A2ASS6)

with 35,213 aminoacids [69]. The sequence (i.e. text-based form) of the protein can

be referred to as 1D representation. The 2D representation refers to inter-residue

distances [67] and 3D representation stores the coordinates of the protein structure.

Proteins can be subjected to posttranslational modification after their synthesis be-

cause of a chemical change [70]. Such modicafications increase the proteome diversity

and can be linked to major protein related events such as function and ligand-binding.
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Table 2.3: List of 20 amino-acids.

no definition abbreviation symbol

1 Arginine Arg R

2 Histidine His H

3 Lysine Lys K

4 Aspartic acid Asp D

5 Glutamic acid Glu E

6 Asparagine Asn N

7 Cysteine Cys C

8 Glutamine Gln Q

9 Glycine Gly G

10 Serine Ser S

11 Threonine Thr T

12 Tyrosine Tyr Y

13 Alanine Ala A

14 Isoleucine Ile I

15 Leucine Leu L

16 Methionine Met M

17 Phenylalanine Phe F

18 Proline Pro P

19 T1ryptophan Trp W

20 Valine Val V

2.2.2. Protein Representation/Similarity

Smith-Waterman (S-W). Smith-Waterman [12] is a local alignment algorithm

which aims to capture the similarity between two sequences (e.g. proteins, DNA).

Instead of comparing whole sequences, S-W algorithm matches local patterns in se-

quences.
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Basic Local Alignment Search Tool. Basic Local Alignment Search Tool (BLAST)

[71] is a similarity computation tool that is based local similarities. It performs sequence

similarity for a given sequence against a database of sequences and reports significant

similarity matches. For instance, BLAST can be used to detect the family of a protein.

2.2.3. Databases

The Universal Protein Resource (UniProt) [69] is one of the main public databases

for proteins that stores sequence and function information for over 158M proteins

(including the automatically annotated proteins, 550K of which are reviewed) [72].

The Protein Data Bank (PDB) [68, 73] is the other main source for proteins which

comprises available protein crystal structures and structural information for around

152K macromolecular structures [74]. Aside from these, databases such as STRING

that contains protein-protein interactions [75], Pfam which comprises protein family

information [76], CATH [77] and PROSITE [78] that store protein domain information

are among the widely accessed resources for proteins.
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3. THEORETICAL BACKGROUND

3.1. Related Methodologies

3.1.1. Identification of chemical words/tokens

Similar to words in natural languages, we can assume that the “words” of bio-

chemical sequences are able to convey significant information (e.g. folding, function etc)

about the entities. In this regard, each compound/protein is analogous to a sentence,

and each compound/protein unit is analogous to a word. Therefore, if we can decipher

the grammar of biochemical languages, it would be easier to model bio/cheminformatics

problems. However, protein and chemical words are not explicitly known and different

approaches are needed to extract syntactically and semantically meaningful biochem-

ical word units from these textual information sources (i.e. sequences). Here, we

investigate the tokenization approaches that are used in this thesis to determine the

words of the chemicals and proteins.

3.1.1.1. k-mers. One of the simplest approaches in NLP to extract a small language

unit is to use n-grams. N-grams indicate n consecutive overlapping characters that

are extracted from the sequence using a sliding window approach. For example, the

3-grams of the word “happiness” can be listed as “hap”, “app”, “ppi”, . . . , “nes”,

“ess” }. From a sequence of length L, total (L − n) + 1 n-grams can be extracted.

N-grams, often in bioinformatics domain, are also referred to as k-mers indicating the

same approach of identifying words.

k-mers (n-grams) are frequently used in bio/cheminformatics domain to represent

the “words” of the biological and chemical languages. Vidal and co-workers’ study on

processing SMILES strings to extract fragment-like units that are essentially overlap-

ping k-mers (i.e. 4-mers, or 4 consecutive SMILES characters, or LINGO) utilize these

“words” to compute inter-molecular similarities [79]. The LINGOs that can be identi-
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fied from SMILES string of ampicillin “CC1(C(N2C(S1)C(C2=O)NC(=O)C(C3=CC

=CC=C3)N)C(=O)O)C” are { “CC0(”, “C0(C”, “0(C(”, . . . , “)O)C” } (All ring num-

bers in SMILES are replaced with 0s before extracting LINGOs). LINGO profiles were

as good at differentiating between bioisosteric and random molecular pairs, without

requiring 2D or 3D information. LINGOs were successfully employed in drug-target

interaction prediction task by our team [33]. The results suggested that SMILES-based

approach to compute similarity of chemicals is not only as good as a 2D-based similarity

measurement, but also efficiently faster.

3.1.1.2. Fragments. Fragments represent the small molecular structures such as func-

tional groups (e.g. carbonyl group) that are created by the decomposition of the

SMILES string. There has been an ongoing interest in the use of fragmentation in drug

discovery studies for the last decades. MolBlocks [80] is a tool to partition SMILES

notated compounds into fragments. MolBlocks depends on SMARTS, a rule-centric

language, to find the substructures and property patterns (e.g. for carbonyl group, the

following SMARTS is used ([CX3]=[OX1]). There are three most widely used rule sets

for fragmentation, namely [81], BRICS [82] and CCQ [83].

Figure 3.1: Extraction of substructures from 2D molecule graph (top) and the extrac-

tion of chemical words as fragments using BRICS (bottom).

3.1.1.3. Byte-Pair Encoding (BPE). Byte-Pair Encoding (BPE) is a compression tech-

nique [84] that inspired Senrich and co-workers to adopt it to the word segmentation

task [85]. BPE generates words based on high frequency sub-sequences starting from
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frequent characters. The system is initialized with a character vocabulary, which is

extracted from a large corpus that the model is trained on. The training process in-

cludes iteratively creating new symbols by merging the most frequent ones together.

For instance, frequent symbols “o” and “n” together creates the word “on”. Then,

combination of “on” and “e” leads to the word “one”.

A recent study adopted a linguistic-inspired approach to predict protein-protein

interactions (PPIs) [86]. To determine the “words” (i.e. bio-words) of the protein

language, they utilized a uni-gram model based on a data-driven word segmentation

algorithm and used BPE and expectation maximization [87] algorithms to build the bio-

word vocabulary. Wang and co-workers [86] suggested that segmented words indicate

a language-like behavior for the protein sequences.

3.1.1.4. Maximum Common Substructures. Cadeddu and co-workers [88] investigated

organic chemistry as a language in an interesting study that extracts maximum com-

mon substructures (MCS) from the 2D structures of pairs of compounds to build a

vocabulary of the molecule corpus. Contrary to the common idea of functional groups

(e.g. methyl, ethyl etc.) being “words” of the chemical language, the authors argued

that MCSs (i.e. fragments) can be described as the words of the chemical language [88].

A recent work investigated the distribution of these words in different molecule sub-

sets [89]. The “words” followed Zipf”s Law, which indicates the relationship between

the frequency of a word and its rank (based on the frequency) [90], similar to most

natural languages. Their results also showed that drug “words” are shorter compared

to natural product “words”.

3.1.2. Word/Sentence Embeddings

3.1.2.1. Vector Space Model. The Vector Space Model is used in information retrieval

to estimate the relevance of each document in a corpus to a user query [91]. A docu-

ment is represented by a vector of either weighted or un-weighted terms (usually words).

The document vector represents the document in the form of a bag-of-words [92]. For
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instance, the SMILES of ampicillin “CC1(C(N2C(S1)C(C2=O)NC(=O)C(

C3=CC=CC=C3)N)C(=O)O)C” can be represented as a bag-of 8-mers as follows:

{“CC1(C(N2”, “C1(C(N2C”, “1(C(N2C(”, “(C(N2C(S”,...,“N)C(=O)O” ,“)C(=O)O)”

,“C(=O)O)C” }. The bag {“1(C(N2C(”, “O)NC(=O)”, “=CC=C3)N”, “C3=CC=CC”,

...,“=O)C(C3=”, “N2C(S1)C”, “)C(=O)O)”} is equal to the previous bag. We can

vectorize this SMILES as S = [1, 1, 1, 1, ..., 1, 1, 1] in which each number refers to the

frequency of the 8-mers, “1(C(N2C(”, “O)NC(=O)”, “=CC=C3)N”, “C3=CC=CC”,

...,“=O)C(C3=”, “N2C(S1)C”, “)C(=O)O)”, respectively.

3.1.2.2. Term Frequency-Inverse Document Frequency (TF-IDF). Approaches,

such as vector-space models, that are based on counting the terms of the sentence

and/or document might prioritize insignificant but frequent words. For instance, com-

pared to the 8−mer “C3=CC=CC”, the existence of “(C(N2C(S” in a SMILES string

might give more information about the compound. To overcome this issue, a weighting

scheme can be integrated into the vector representation in order to give more impor-

tance to the rare terms that might play a key role in detecting similarity between two

documents.

One of the most popular weighting approach is to use term frequency-inverse

document frequency (TF-IDF). TF can be computed as described in Equation 3.1

where tft,d refers to the number of occurrences of term t in document d .

tft,d =

1 + log10(tft,d), if tft,d > 0

0, otherwise

(3.1)

Then TF-IDF weighting is computed as follows [93]:

tf -idft,d = tft,d ∗ idft (3.2)

in which idft indicates the inverse document frequency of term t. idft can be computed

as idft = log(D/dft) in which D is the number of documents in the corpus, and dft
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indicates the frequency of term t appearing in document d. idf of a rare term is higher

whereas informative words such as “the” or “a” have lower idf values. For instance, the

IDF of “C3=CC=CC” is lower than that of “(C(N2C(S” because the former appears

in more compounds than the latter.

3.1.2.3. Distributional Word Embeddings. The distributional word embeddings mod-

els have gained popularity with the introduction of Word2Vec that is proposed by

Mikolov and co-workers [94]. The main motivation behind the Word2Vec model is to

build real-valued high-dimensional vectors for each word in the vocabulary based on

its neighboring words. The power of distributed word embeddings comes from this fea-

ture, which encodes semantic relatedness of the words. Thus, two words that appear

in the same context have similar vector representations.

Word2Vec relies on a simple ANN structure with a single hidden layer in which

number of the nodes in the hidden layer decides the size of the embedding vector. The

model trains on a large corpus, such as Wikipedia [95] for English, to learn efficient

embeddings. Figure 3.2 shows an example of how words that are represented through

the embeddings learned via Word2Vec look when mapped into 2D-space. The rela-

tionships between Thor and Mjolnir, and between Merlin and Excalibur are similar to

each other in which two memorable weapons are often remembered with two famous

heroes of fiction.

Figure 3.2: Each dot (image) represents the position of the word in 2D space.
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There are two main approaches in Word2Vec: (i) Skip-Gram and (ii) Continuous

Bag of Words (CBOW). In the Skip-Gram model the aim of the model is to predict

context word given the center word, whereas in CBOW the objective of the model is

to predict the target word given the context words. The weight matrix between the

input layer and the hidden layer stores the embeddings of the vocabulary words.

The words are represented as one-hot encoded vectors in the input layer of the

Word2Vec algorithm. One-hot encoding means that for a vocabulary size of V , each

word wi is assigned to 1 in the corresponding position, and the remaining words are

represented as 0. For instance, 43 unique 8-mers can be extracted from the SMILES

of ampicilin: {“CC1(C(N2”, “C1(C(N2C”, “1(C(N2C(”, “(C(N2C(S”,...,“N)C(=O)O”

,“)C(=O)O)” ,“C(=O)O)C” }. Thus, the size of the one-hot vector for each word

becomes 43 in which only the positions that represent the corresponding 8-mer is set

to 1.



CC1(C(N2

C1(C(N2C

1(C(N2C(

...

)C(=O)O)

C(=O)O)C


=



1 0 0 0 0 0

0 1 0 0 0 0

0 0 1 0 0 0

. . . . . .

0 0 0 0 1 0

0 0 0 0 0 1



Figure 3.3 illustrates the Skip-Gram network architecture in which for a given

word c number of context words are predicted.
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Figure 3.3: For a target word its neighbor words are predicted.

The Skip-Gram architecture can be explained as described in Equations 3.3, 3.4

and 3.5:

h = W Tx (3.3)

uc = W ′Th = W ′TW Tx c=1,2,...,C (3.4)

yc = Softmax(u) = Softmax(W ′TW Tx) c=1,2,...,C (3.5)

where x is the one-hot encoded input vector, V is the size of the vocabulary, N rep-
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resents the number of the nodes in the hidden layer (i.e. the size of the embedding

vector, W is the weight matrix that stores the embeddings and y is the output vector.

( x ∈ RV ,W ∈ RV xN ,W ′ ∈ RNxV )

3.1.3. Deep Learning

3.1.3.1. Artificial Neural Networks. An artificial neural network (ANN), which is in-

spired by the nervous system in the brain, is a model formed by interconnected layers

in a non-linear way [96,97]. Figure 3.4 depicts a simple ANN with a single hidden layer

between the input and output layer. The increase in the computational power of the

machines has enabled the design of neural networks with large number of hidden layers

and neurons, thus giving rise to deep neural networks (DNN).

Figure 3.4: An ANN that contains single hidden layer.

The DNN architecture can be described as in Equation 3.6 where x represent the

input data, zl is the input of the lth layer, W l is the weight matrix and b denotes the

bias term [26].

zl+1 = W lal + bl (3.6)
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a = f(x), where f(x) indicates the activation function. Following, we will shortly

describe the main parameters of general deep neural networks.

Activation function There are many activation functions widely used in differ-

ent studies such as sigmoid and tanh. However, recent studies showed that Rectified

Linear Unit (ReLU) [98], f(x) = max(0, x), is a better choice for deep learning stud-

ies [99]. DNN tries to minimize the difference between the expected (real) value and

the prediction during training.

Loss function evaluates how well the candidate solution performs. In regression

problems Mean Squared Error (MSE), in binary classification problems cross-entropy

are popular choices for loss functions.

Batch-size indicates the number of patterns you keep in memory before updating

the weights in order to reach the desired output.

Epoch describes the number of times the model sees the whole dataset.

Learning rate determines how much the weights should be updated after the

end of each batch. It is one of the important hyper-parameters of DNN architecture

design since it has an important effect on the speed and the performance of the model.

Dropout is a regularization technique that is used to avoid the over-fitting prob-

lem [100]. With dropout, some of the neurons are “dropped-out” meaning their acti-

vation is set to 0.

3.1.3.2. Convolutional Neural Networks. Convolutional Neural Network (CNN) is a

special type of an ANN. CNN architecture comprises one or more convolutional layers

usually followed by a pooling layer. A pooling layer down-samples the output of the

previous layer and provides a way of generalization of the features that are learned by

the filters. On top of the convolutional and pooling layers, the model is completed with
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one or more fully connected layers of a feed-forward neural network (FFNN). Figure

3.5 illustrates an image classification system designed with CNN with a FFNN on top.

Figure 3.5: An example of an image classification task.

The ability to capture the local dependencies is the most powerful feature of CNN

models which is achieved with the help of filters. Point-wise multiplication of the kernel

matrix with the values of the input constitutes the new output feature. The kernel

moves through the input to create new features with the given stride size.

Figure 3.6: Pairwise multplication of kernel and input matrix creates the output fea-

ture.

Figure 3.6 depicts the construction of an output vector from an input matrix of

size NxW in 1D convolution. The size of filter is 3, which corresponds to the number

of the rows. In 1D convolutional architecture the number of the features of the kernel

is always equal to the ones in the input matrix (i.e. W ). With stride equal to 1, the

first feature of the output vector is computed as, O1 = (I11 ∗K11) + (I12 ∗K12) + ...+
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(I3W ∗ K3W ). The number and size of the filters in a CNN directly affects the type

of features the model learns from the input. The increase in the number of filters is

positively correlated with the increase in the performance of the model at recognizing

patterns [101].

3.1.4. eXtreme Gradient Boosting

eXtreme Gradient Boosting (XGBoost) has became a popular choice for many

researchers even surpassing popular deep neural networks as the statistics from Kag-

gle challenges indicate [102]. XGBoost has also recently been employed in different

bioinformatics tasks such as QSAR studies [103] and prediction of physical chemistry

properties [104].

Gradient boosting tree (or gradient boosting machine) is one of the most popular

algorithms in machine learning that is an ensemble of sequential trees in which a given

tree t aims to learn from the misclassified samples of the previous t-1 trees by assigning

them higher weights [105]. eXtreme Gradient Boosting (XGBoost), proposed by Chen

and co-workers [102], is built on gradient boosting tree algorithm and is a regularized

and scalable version of the original algorithm to avoid over-fitting. A tree ensemble

can be formulated as follows (3.7) [106]:

ŷi =
K∑
k=1

fk(xi), fk ∈ F (3.7)

where K is the number of trees, f is a function in the functional space F , and F is

the set of all possible classification and regression trees (CARTs). And the objective

function can be expressed as in Equation 3.8:

obj(θ) =
n∑
i

l(yi, ŷi) +
K∑
k=1

Ω(fk) (3.8)

where l is the loss function that measures the difference between the actual value yi and

the predicted value ŷi, while Ω is the tuning parameter that controls the complexity of
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the model. The details are described in [102,107].

3.1.5. Transitive Clustering

Transitivity Clustering (TransClust) is a clustering method that is based on the

weighted transitive graph projection problem [108]. TransClust uses a weighted cost

function to construct transitive graphs by adding or removing edges from an intransitive

graph. The weighted cost function is expressed as the distance between a pre-defined

(e.g. user-defined) threshold and a pairwise similarity function.

In a protein clustering task, TransClust can be used to connect proteins on the

network if their similarity is greater than the user-defined threshold. The graph is

expanded by adding or removing edges until it becomes a disjoint union of clusters.

3.1.6. Markov Clustering Algorithm

Markov Clustering (MCL) is a network clustering algorithm that works on flows

of the network [109], which means that the edge weights of the network are considered

for the clustering process. The algorithm is implemented for given number of iterations.

For each iteration, first, the matrix is expanded by algebraic matrix multiplication to

itself. Then, each non-zero elements of the new matrix are raised to a power which

is an input of the algorithm called granularity inflation. Increasing the inflation value

causes the emerging of new clusters of the network.

3.1.7. Kronecker Regularized Least Squares

Kronecker Regularized Least Squares (KronRLS) approach aims to minimize the

following f function [24] (Equation 3.9):

J(f) =
m∑
i=1

(yi − f(xi))
2 + λ||f ||2k (3.9)



33

where xi is the training inputs and yi is the real value. λ acts as a regularization

parameter that negotiates between the model complexity and and the prediction error,

whereas ||f ||2k is the norm of f function associated with the kernel k [24].
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4. SMILESVec: DISTRIBUTED REPRESENTATION OF

LIGANDS

4.1. Introduction

The description of a ligand is a significant task for many bio/cheminformatics

problems. Ligands can be described in various different forms including knowledge-

based fingerprints, graphs, or strings. SMILES, which is a character-based representa-

tion of ligands (more details in Section 2.1.1), has been used for QSAR studies [110,111]

and protein-ligand interaction prediction [33,112]. Even though it is a string based rep-

resentation form, use of SMILES yielded close performance to powerful graph-based

representation methods in protein-ligand interaction prediction [33]. Our team also

showed that SMILES-based representation is computationally cheaper in terms of run-

ning time [33]. Besides, as a character-based form, SMILES provides a promising

environment for the adoption of Natural Language Processing (NLP) methodologies.

Distributed word representation models have been widely adopted in recent stud-

ies of NLP problems, in particular with the introduction of the Word2Vec algorithm

[94]. The neural-network based model requires a large amount of text data to learn

the representations of words. Then, the model describes the words in low-dimensional

space as real valued vectors. These vectors comprise the syntactic and semantic fea-

tures of the words, since they are created by considering the neighbor words, e.g., the

vectors of words with close meanings are also similar.

Here, we introduce an approach called SMILESVec to represent ligands using

their SMILES strings. SMILESVec is built upon the distributed word embeddings,

in which a large SMILES corpus was used to train Word2Vec model to learn features

for the “chemical words”. And thus, instead of using manually constructed ligand

features, the words of the SMILES language are defined by a data-driven approach.

This chapter is based on the work published as [36] and introduces the SMILESVec
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approach that is utilized in [36].

4.2. Related Work

Learning an efficient representation for molecules has been attempted by many

studies in the recent years. The SMILES2Vec approach proposed a recurrent neu-

ral network (RNN) based architecture for training on SMILES to predict chemical

properties [113] whereas CheMixNet employed CNN and RNN based architectures to

learn both from SMILES and MACCS fingerprints for the same task. Mol2Vec, which

adopts the Word2Vec algorithm [94], on the other hand, extracted substructures from

SMILES using Morgan algorithm fingerprints, and then learned an embedding for each

substructure fingerprint to predict chemical properties [114].

Our method is different than these studies on this problem because of its NLP-

inspired nature. Bridging an analogy between NLP and chemistry, the SMILES string

is treated as a sentence and thus, “chemical words” are extracted from it. The words

of the sentence convey a sentiment or a topic in which some of the words are more

descriptive while the others are not. Thus, we can also use the analogy of sentence

similarity to design the similarity between the chemicals.

4.3. Methods

4.3.1. Distributed Representations of Chemical Words

Word embeddings are ways of representing words as low-dimensional real-valued

vectors using their context to integrate syntactical and semantic information. Word

embeddings were introduced over a decade ago [115] and followed by several studies

[116], and finally became popular with the success of Mikolov’s Word2Vec [94].

In the Word2Vec model, a word is embedded into a n-dimensional space depen-

dent of the context that the word occurs together after training on a large corpus. The

vector learning is based on the context of each word (e.g. its surrounding word) and
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can detect some important words that most often occur in the same contexts. Thus,

two words have similar vectors if they often appear together in similar contexts, such

as “Thor” and “Mjolnir”.

In this work, we adopt this methodology into the chemical/biological domain in

order to represent compounds. If the words of the chemical language (SMILES) is

determined, then these words and their relationships with each other can give away

important information about the chemical such as its functionality. Therefore every

word of a ligand SMILES was described in a semantically meaningful way with the

help of the neural-network based nature of Word2Vec.

SMILESVec is a NLP-inspired approach that combines: (i) identification of chem-

ical words, and (ii) representation of these words in the distributed space. The Word2Vec

model has been adopted to represent proteins using their sequences in an earlier

study [117]. The approach, that we will refer to as ProtVec throughout the article,

enhanced the performance for the protein classification problem.

Asgari and co-workers defined 3-mers as the words of the protein sequences in

ProtVec [117]. For SMILESVec, on the other hand, we performed several experiments

in which word size (k) varied in the range of 4-12 characters and 8-mers as the chem-

ical words yielded more meaningful results (The results are reported in Appendix A).

Figure 4.1 depicts the Zipf’s plot in which the distribution of 4-, 6-, 8-, and 10-mers

are compared to the distribution of the words in English, specifically all works of Sir

Arthur Conan Doyle.
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Figure 4.1: Zipf’s Law distribution of different k-mers (k=4,6,8,10).

Zipf’s Law indicates the relationship between the frequency of a word and its

rank (based on the frequency) [90] and it is often used to understand the distribution

of the words. Natural languages usually hold Zipf’s Law in which the frequency of a

word is inversely proportional to its rank. 8-mers in a randomly sampled 500K SMILES

corpus (chemical language) follows the Zipf’s law much similar to the distribution of

the words in the works of Sir Arthur Conan Doyle (English).

Figure 4.2 demonstrates an example protein sequence and its sequence list (biolog-

ical words) as well as an example ligand SMILES and its corresponding sub-sequences

(chemical words). The protein is represented as sequence-lists which comprise biolog-

ical words, a set of three characters (3-mers) of non-overlapping sub-sequences. Total

three sequence lists are generated where each list stores the biological words that starts

from the character indices 1,2, and 3, respectively [117]. The chemical words, on the

other hand, are created as 8-character long overlapping substrings (8-mers) of SMILES

with sliding window approach. The SMILES string “C(C1CCCCC1)N2CCCC2” is di-

vided into the following chemical words: “C(C1CCCC”, “(C1CCCCC”, “C1CCCCC1”,
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“1CCCCC1), “CCCCC1)N”, “CCCC1)N2”, ... , “)N2CCCC2” in Figure 4.2.

Figure 4.2: Chemical and biological words extracted from compounds and proteins.

4.3.2. SMILES Corpora

In order to train the Word2Vec algorithm for representing chemicals, we built two

different SMILES corpora: (i) PubChem canonical [54] and (ii) ChEMBL canonical [6].

Even though both SMILES databases are referred to as canonical, the encoded infor-

mation changes because of the use of different canonicalization algorithms. ChEMBL

considers isomeric information in canonical SMILES whereas PubChem does not.

While building the PubChem SMILES corpus, we followed two rules in selecting

compounds:

• Molecular weight should be less than 1000, (MW< 1000). (This eliminates the

large molecules such as peptides.)

• PubChem bioassay status should be Tested. (PubChem assigns bioassay status

to the compounds, representing whether it is experimented with a target or not.

A tested compound could either be active or inactive.)

These criteria resulted in SMILES information for approximately 2M compounds.
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ChEMBL SMILES corpus, on the other hand, is created with 1.7M canonical

SMILES from CHEMBL23 database [118]. No further filter is applied. Before training,

the elements represented with more than one character such as “Cl” and “Na” are

converted into a single character. As such, these elements are considered as a single

symbol while creating 8-mers.

4.3.3. SMILESVec

Once the words of the SMILES are determined, the next step is to learn dis-

tributed vector representations for these words. We used the Word2Vec model with

the Skip-gram approach to consider the order of the surrounding words. With the use

of the Word2Vec model, we were able to describe complex structures using their sim-

plified representations. For each sub-sequence (word) that was extracted from protein

ligand SMILES, Word2Vec produced a real-valued vector that is learned from a large

training set. As for training sets, we either used ChEMBL23 or PubChem corpora.

Figure 4.3 illustrates SMILESVec pipeline such that, first, Word2Vec is trained

on a large SMILES corpus to learn embeddings for the words (i.e. 8-mers) that are

extracted from these SMILES strings. Then, the learned word embedding vectors are

taken average of to construct the SMILES (i.e. compound) vector. SMILESVec can

be described in Equation 4.1:

SMILESV ec = vector(ligand) =

∑n
k=1 vector(wordk)

n
(4.1)

in which vector(wordk) represents the Word2Vec output vector for the kth word (i.e.

8-mer) of the SMILES string and n indicates the total number of these chemical words.

We will refer to ligand vectors as SMILESVec throughout the article.
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Figure 4.3: (A) Learning embeddings for chemical words from a large corpus. (B)

Combining word embeddings into a SMILES embedding.

We used the Gensim implementation [119] of Word2Vec and the size of the vectors

was set to the default value of 100. We also experimented with CBOW implementation

of Word2Vec, since it does not consider the order of the words. Our preliminary

experiments for CBOW and Skip-Gram implementations yielded similar results.

4.4. Conclusion

We have presented a novel approach, SMILESVec, to represent ligands using their

textual forms (i.e. SMILES). SMILESVec adopts the word-embeddings approach to

define ligands by utilizing the chemical words that are extracted from their SMILES

strings. Ligands are represented by learning features from a large SMILES corpus via

Word2Vec [94], instead of using manually constructed ligand features.
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SMILESVec can be used as alternative representation technique in different tasks

involving drug discovery such as prediction of molecular properties or binding affinities.

We will introduce a novel use of SMILESVec in the next chapter (Chapter 5) and

compare the performance of SMILESVec to popular fingerprint-based representations.

In Chapter 6, we will also investigate the use of SMILESVec in the drug-target binding

affinity prediction task. The design of chemical words is important in constructing the

SMILESVec. The work we introduced in this chapter provides examples of the words

that are determined as k-mers. Different word extraction techniques both from NLP

and chemical domains will be evaluated in Chapter 6 as well.
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5. SMILESVec-BASED PROTEIN REPRESENTATION

5.1. Introduction

Reliable representation of proteins plays a significant role in the performance of

myriad of bioinformatics tasks such as protein family classification and clustering, pre-

diction of protein functions and the interactions between protein-protein and protein-

ligand pairs. Proteins are usually represented based on their sequences [120–122].

However, even though the structure of a protein is determined by its sequence, se-

quence alone is usually not sufficient to thoroughly interpret its mechanism. Moreover,

the relationship between fold or architecture and function was shown to be weak, while

a strong correlation was reported for architecture and bound ligand [123].

As a consequence, a novel approach that describes proteins by integrating func-

tional characterizations can provide major information toward understanding and pre-

dicting protein structure, function and mechanism. Ligand-centric approaches are

based on the chemical similarity of compounds that interact with similar proteins [124].

The pioneering works that proposed to measure protein similarity using their lig-

ands [34, 125] inspired the following works that successfully adopted this approach for

tasks such as target fishing, off-target effect prediction and protein-clustering [126,127].

The use of chemical similarity of the interacting ligands of proteins to group them re-

sulted in both biologically and functionally related protein clusters [34, 35,128].

Motivated by these studies and their results, we propose an alternative approach

to describe proteins using their interacting ligands instead of using their sequences.

With this, we aim to integrate the functional information of the proteins that make

them the components of the interactions between a specific set of ligands.

In order to define a protein with a ligand-centric approach, the definition of

the ligands is vital. In this work, we utilize the ligand representation methodology

SMILESVec, that we introduced in Chapter 4. We first build SMILESVec for each
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ligand the proteins binds to. We then describe the protein using the average of its

interacting ligand vectors (ie. SMILESVec). The proposed ligand-centric protein rep-

resentation is evaluated in protein family/superfamily clustering task. We practised

an identical pipeline for evaluation that is presented in the work of Bernardes and

co-workers [129]. The authors compared the performances of different clustering algo-

rithms on the task of detecting remote homologous protein families/super-families. We

measured how well SMILESVec-based protein representation describes proteins within

a protein clustering task by utilizing two state-of-the-art clustering algorithms; transi-

tive clustering (TransClust) [108] and Markov clustering algorithm (MCL) [109]. We

also compare the performance SMILESVec-based protein representation to MACCS

and ECFP6 based protein representations as well as sequence based approaches. This

chapter is based on the work published as [36].

5.2. Related Work

Proteins are most often described using their sequences [120–122]. The earliest

works of classifying proteins into families are the global alignment [130] and local

alignment [12] algorithms, and the local alignment model is carried to today with

BLAST [71]. Semantic features such as functional categories, annotations and gene

ontology classes [131–134] have been proposed to integrate the functional understanding

of proteins, yet the description of these features usually in the form of binary vectors

prevents the direct use of the available information.

A recent study adapted Word2Vec [94], which has been a popular word-embeddings

model in NLP tasks, into the genomic space to describe proteins as low-dimensional con-

tinuous vectors using their sequences, and used these vectors to classify proteins [117].

Unlike the explicit integration of the evolutionary information among the amino-

acids via Position Specific Scoring Matrix [135] or grouping amino acids into six ex-

change groups [136], provided a large sequence corpora, a neural-network based model

might learn this information implicitly from the raw data. However, modelling the

segments/sub-sequences/words that are directly or indirectly associated with func-

tional properties of a protein is still a difficult task.
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5.3. Methods

5.3.1. Ligand-centric Protein Representation

Ligand-centric protein representation is based on representing a protein using its

interacting ligands. Thus, for each interacting ligand, a vector representation should

be constructed. In order to represent proteins we utilized SMILESVec approach.

SMILESVec is based on the average of the embeddings of the chemical words (i.e.

8-mers) that are learned via the Word2Vec algorithm [94]. Figure 5.1 illustrates the

construction of the ligand-based vector for protein NDM-1 from the SMILESVec of its

interacting ligands, ampicillin and L-captopril.

Figure 5.1: (A) SMILESVec for each interacting ligand of NDM-1 is constructed. (B)

Vector for NDM-1 is built by taking the average of the SMILESVec of the ligands it

binds to.
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Equation 5.1 describes the construction of a protein vector from its binding lig-

ands, where SMILESVec represents the ligand vector and nl represents the total number

of ligands that the protein interacts with.

vector(protein) =

∑nl

k=1 vector(SMILESV eck)

nl
(5.1)

While constructing SMILESVec-based protein vectors, we investigated the effect

of three factors on SMILESVecs: (i) different types of canonical SMILES, (ii) word

or character based learning in ligand representation, and (iii) different techniques for

combining word/character embeddings to molecule embedding.

5.3.1.1. Canonical SMILES type. We first examined an important feature of SMILES

representation which is the canonical form. Because of the possibility of representing

a single molecule with several valid SMILES, canonicalization algorithms were origi-

nated for generating a unique SMILES for a molecule. However they couldn’t obviate

the diverseness that came with different canonicalization algorithms. Therefore, it is

no surprise that canonical SMILES definition can change from database to database.

ChEMBL utilizes Accelryss̈ Pipeline Pilot that is based on an algorithm derived from

Daylight’s [137], whereas PubChem uses OpenEye software [138] for canonical SMILES

generation [139]. The most apparent difference between the canonical SMILES of two

databases is that ChEMBL comprises isomeric and aromatic information, whereas Pub-

Chem does not. Thus, although we collected the SMILES of the interacting ligands

from the ChEMBL database, we both investigated the cases in which ChEMBL and

PubChem canonical SMILES corpora both separately and together (combined) are

used to learn embeddings for chemical words and characters.

5.3.1.2. Word versus Character Embeddings. We also investigated whether the use of

SMILES characters as the words of the SMILES sequence can provide improvement

over 8-mers.
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Word embedding. SMILES sequences are divided into 8-mers, and for each

chemical word a continuous vector is learned. These vectors, are then combined to

represent complete ligands as described in Equation 4.1 in Chapter 4.

Char embedding. Each character of the SMILES string is treated as a word,

and thus the Word2Vec model is trained on characters. We created char-level embed-

dings for 59 and 61 unique characters that occur in SMILES strings in ChEMBL23

and PubChem datasets, respectively.

Equation 5.2 describes SMILESV ecchar where n in this case represents the total

number of the characters in a SMILES.

SMILESV ecchar = vector(ligand) =

∑n
k=1 vector(chark)

n
(5.2)

5.3.1.3. Vector Combination. After obtaining word embedding vectors, we need to

combine these into a SMILES (i.e. compound) vector. In Chapter 4 while describing

SMILESVec, the word vectors are taken average of to obtain the compound vector.

However, we can also describe a protein/ligand vector as the output of the maximum

or minimum functions, where m is the total number of the words that are created

from the protein/ligand sequence and d is the dimensionality of the vector (i.e. the

number of features). MINi is equal to the minimum value of the ith feature among

m sub-sequences (i.e. words) (Equation 5.3). To build a ligand vector of minimum,

MINi is selected for each feature as defined in Equation 5.4. Similarly, MAXi define

the maximum value of the ith feature among m sub-sequences (Equation 5.5) and

ligand vector of maximum is created as in Equation 5.6 for d number of features. The

concatenation of these minimum and maximum protein vectors results in a vector with

twice the dimensionality of the original vectors [140]. The min/max representation is

explained in Equation 5.7.
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MINi = min([sub-sequence0i, sub-sequencemi]) (5.3)

vectormin(protein) = [MIN0MIN1...MINi...MINd] (5.4)

MAXi = max([sub-sequence0i, sub-sequencemi]) (5.5)

vectormax(protein) = [MAX0MAX1...MAXi...MAXd] (5.6)

vectorminmax(protein) = [vectormin(protein)][vectormax(protein)] (5.7)

5.3.2. Ligand-based Protein Similarity Computation

Ligand-based protein representation model can be utilized to compute protein

similarity without using protein sequence. Here, other than SMILESVec, we used fin-

gerprints and bag-of-words based ligand representations to create protein embeddings.

Then, we used cosine similarity to compute similarity between two proteins.

5.3.2.1. SMILESVec-based Protein Similarity. Proteins were represented as SMILES-

Vec-based vectors (Equation 5.1) and cosine similarity was used to compute similarity.

5.3.2.2. Fingerprint-based Protein Similarity. We used MACCS and ECFP, two finger-

print-based compound representation methods, to compare against SMILESVec.

MACCS and ECFP are represented with 166 and 1024 bit vectors, respectively. The

default settings of Chemical Development Kit [141] was utilized to obtain the MACCS
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and ECFP representations of the ligands. For ECFP, we employed ECFP6 which as-

sumes the value of 6 as the maximum diameter. The proteins were represented as

explained in Equation 5.8 where fingerprint vectors are utilized to represent each in-

teracting ligand.

vector(protein) =

∑nl

k=1 vector(FingerprintMethodk)

nl
(5.8)

Fingerprints were used in order to evaluate how competitory a text-based data-driven

approach (SMILESVec) is against the popular chemical descriptors.

5.3.2.3. SMILES word frequency-based Protein Similarity. For each interacting lig-

and of a protein, 8-mers that are extracted from SMILES were utilized as words.

Then, the similarity between two proteins was computed as explained in Equation 5.9

using the set of chemical words of their respective interacting ligands. In order to

compute the similarity between these two proteins, we adopted the formula depicted

in Equation 5.9 [142]:

WordFrequencysim(P1, P2) =

∑m
i=1 1− |NP1,i

−NP2,i|
|NP1,i

+NP2,i|
m

(5.9)

where m is the total number of unique chemical words that are extracted from the

interacting ligands of P1 and P2, NP1,i is the frequency of chemical words of type i in

protein P1 and NP2,i is the frequency of chemical words of type i in protein P2.

5.3.3. Sequence-based Protein similarity computation

We also utilized protein sequence based approaches to compute protein similarity

to be able to compare ligand-based protein representation approach. We used BLAST

and ProtVec methods as baseline.
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5.3.3.1. BLAST. Basic Local Alignment Tool (BLAST) reveals the similarity between

protein sequences using the local alignment algorithm [71]. We used both BLAST se-

quence identity values and BLAST e-values that were previously obtained by Bernardes

and co-workers [129] with all-versus-all BLAST with e-value threshold of 100, for the

benchmark dataset.

5.3.3.2. Word Frequency-based Protein Similarity. Word frequency-based protein sim-

ilarity method utilizes 3-mers as protein words that are created following the procedure

explained in Section 3.1.2.3. However, instead of a employing a learning process, the

occurrences of the protein words in a protein sequence was counted. The similarity

between two proteins was then computed as explained in Equation 5.10:

WordFrequencysim(L1, L2) =

∑m
i=1 1− |NP1,i

−NP2,i|
|NP1,i

+NP2,i|
m

(5.10)

in which m represents the total number of unique words created from protein sequences

P1 and P2, NP1,i is the frequency of words of type i in protein P1 and NP2,i is the

frequency of words of type i in protein P2.

5.3.3.3. ProtVec-based Protein Similarity. ProtVec is a Word2Vec based model that

constructs protein vectors by taking average of the 3-mer sub-sequence vectors that

are extracted from the sequence [117]. ProtVec can be formulated as in Equation 5.11:

ProtV ec = vector(protein) =

∑m
k=1 vector(sub-sequencek)

m
(5.11)

where vector(sub-sequencek) refers to the 100-dimensional continuous vector for the

kth sub-sequence and m corresponds to the total number of sub-sequences that can be

extracted from a protein sequence. The cosine similarity function was used then, to

compute the similarity between two protein vectors P1 and P2 as in Equation 5.12:

CosSim(P1, P2) =

∑d
i=1 P1iP2i
‖P1‖‖P2‖

(5.12)
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where d is the size (dimensionality) of the vectors. Even though the original method

used averaging to build protein vectors from 3-mer vectors, in this work we also ex-

perimented with minmax combination method as well. To learn 3-mer sub-sequence

embeddings, 550K protein sequences from UniProt were used in training Word2Vec.

5.4. Dataset

The ASTRAL datasets are part of Structural Classification of Proteins (SCOP)

collection and classified under folds, families and super-families [143]. A family indi-

cates a group of proteins with conventionally distinct functionalities but also with high

sequence similarities. A super-family, on the other hand, is a group of protein families

with structural and functional similarities amongst families.

The minimum sequence similarity of the proteins that they contain determines

the name of the ASTRAL datasets. For instance, ASTRAL50 (A-50) dataset includes

proteins with at most 50% sequence similarity. In this work, A-50 dataset from SCOP

1.75 version was utilized as benchmark to demonstrate the performance of the protein

representation methods [144]. The proteins were clustered into families and super-

families for evaluation. We utilized the same protein pairs that Bernardes and co-

workers [129] used for A-50 to compute similarity scores [145] and thus removed the

families and super-families with a single protein.

5.5. Evaluation

We utilized the F-measure, precision and recall metrics to assess the performance

of the proposed methods which are commonly used in the evaluation of classification

methods. We followed the formulation explained by Bernardes and co-workers [129] to

adapt these metrics for the evaluation of the clustering task.

For a dataset of n proteins, let us assume nf represents the number of proteins

that belong to the f th family or class, ng is the number of proteins that are placed in

the gth cluster and nfg represents the number of proteins that belong to the f th family
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and are placed in the gth cluster. Precision of cluster g with respect to the f th family

is computed as precisionfg = nfg/ng, whereas recall is defined as recallfg = nfg/nf .

Finally we can define F-measure as in Equation 5.13:

F-measure =
1

n

∑
f

nfmaxg
2precisionfgrecallfg
precisionfg + recallfg

(5.13)

maxg indicates that for each family f , we compute precision and recall values for each

cluster g, and choose the maximum resulting F-score. The weighted mean precision

and recall are described in Equations 5.14 and 5.15, respectively [129].

Precision =
1

n

∑
f

nfmaxgprecisionfg (5.14)

Recall =
1

n

∑
f

nfmaxgrecallfg (5.15)

We also utilized Pearson Correlation [146] to measure the linear correlation be-

tween similarity methods X and Y , which can be described as in Equation 5.16:

P (X, Y ) =
cov(X, Y )

sd(X)sd(Y )
(5.16)

in which cov indicates covariance function and sd indicates standard deviation.

5.6. Results

We evaluated the performance of five different protein similarity computation ap-

proaches in clustering of the A-50 dataset. These were BLAST, ProtVec, SMILESVec,

MACCS, and ECFP, the first two of which are protein sequence based similarity

methods, whereas the latter three utilize the ligands to which proteins bind. We

accepted word-frequency based protein similarity methods that use protein sequences
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and compound SMILES strings, respectively, as the baseline. Average (avg) and min-

imum/maximum (min/max) of the vectors were taken to build combined vectors for

ProtVec and SMILESVec from their word vectors.

We performed our experiments on the A-50 dataset using two different clustering

algorithms, TransClust and MCL. The ligand-based (SMILESVec, MACCS and ECFP)

protein representation approaches require a protein to bind to at least one ligand in

order to define a ligand-based vector for that protein. Therefore, we removed the

proteins with no binding ligands from both datasets. Table 5.1 provides a summary of

the A-50 dataset before and after filtering.

Table 5.1: Distribution of families and super-families in A-50 dataset before and after

filtering.

dataset Num. Sequences Super-families Families

Before filtering 10816 1080 2109

After filtering 1639 425 652

When the set of proteins that remain in our dataset are examined, we observed

that some of the superfamilies/families that were initially in the top-10 most frequent

family and super-family lists are replaced by others. Among the superfamilies that

are no longer in the most frequent list are “Winged helix” DNA - binding domain

and thioredoxin - like superfamilies because the number of known ligands is lower.

On the other hand, super-families and families that weren’t initially in the top-10 list

such as Protein-kinase like (d.144.1) super-family and nuclear-receptor binding domain

(a.123.1) and their respective descendant families make it to the frequent set of proteins

when ligand interactions are taken into account. Table 5.2 summarizes the top-10 most

frequent family and super-families with known ligand interactions.
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Table 5.2: Distribution of the top-10 most frequent super-families and families with

known ligand interactions.

Super-family # prots. Family # prots.

1

Protein

kinase-like

(d.144.1)

47

Protein kinases,

catalytic subunit

(d.144.1.7)

39

2

P-loop containing

nucleoside

triphosphate hydrolases

(c.37.1)

43

Fibronectin

type III

(b.1.2.1)

28

3
Immunoglobulin

(b.1.1)
41

Eukaryotic

proteases

(b.47.1.2)

25

4

NAD(P)-binding

Rossmann-fold domain

(c.2.1)

32
EGF-type module

(g.3.11.1)
24

5

Trypsin-like serine

proteases

(b.47.1)

31
Immunoglobulin I set

(b.1.1.4)
23

6
Fibronectin type III

(b.1.2)
28

SH2

domain

(d.93.1.1)

22

7
EGF/Laminin

(g.3.11)
27

Nuclear receptor

ligand-binding domain

(a.123.1.1)

18

8
SH2 domain

(d.93.1)
22

Cyclin

(a.74.1.1)
15

9
Cysteine proteinases

(d.3.1)
20

Pleckstrin-homology

domain

(b.55.1.1)

15

10

Nuclear receptor

ligand-binding domain

(a.123.1)

19

Tyrosine-dependent

oxidoreductases

(c.2.1.2)

15

In the filtered dataset where all proteins have an interacting ligand, there are

1057 proteins with fewer than 200 ligands (64% of all proteins) and 101 proteins with
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single ligands (0.6% of all proteins). There are 67 proteins with more than 10000

interacting ligands (0.4%), thus increasing the mean number of the interacting ligands

to 1791. The protein with the highest number of interacting ligands is d2dpia2 (DNA

polymerase iota), a protein involved in DNA repair [147] and implicated in esophageal

squamous cell cancer [148] and breast cancer [149], with 115018 ligands.

We assessed the performance of the clustering algorithms with F-measure val-

ues for two different clustering scenarios, family and super-family clustering. We also

provided Precision and Recall values for each of the methods. In clustering, high

recall indicates that the method assigns a high number of proteins from the same

family/super-family to the same cluster. High precision, on the other hand, means

the assigned clusters contain high percentage of proteins that belong to the same

family/super-family. Higher precision values indicate that the clusters are more ho-

mogeneous, i.e., mostly contain proteins from the same families/supefamilies.

Tables 5.3 and 5.4 report the Precision, Recall and F-measure values for family

and super-family clustering and the number of clusters that are detected with the

TransClust algorithm, and Tables 5.5 and 5.6 report the same metrics for family and

super-family clustering with the MCL algoritm, respectively. Between TransClust and

MCL, TransClust produced better F-measure values in all representation methods on

the A-50 dataset. The results obtained by both clustering algorithms were better in

family clustering than in super-family clustering, which was an expected outcome, since

detection of relationships between distantly related proteins is a much harder task.

To group proteins, both clustering algorithms utilized their similarity scores.

Among the protein sequence-based similarity methods, the poorest clustering perfor-

mance with F-measure metric in super-family/family (0.350/0.500) belonged to BLAST

with e-value, the baseline. Protein word frequency obtained the best performance on

the A-50 dataset in super-family and family clustering (0.686/0.744). The performance

of the ProtVec Avg (0.681/0.739) and the ligand-based protein representation methods

followed the best result closely. Bringing in a semantic aspect with learning through

the Word2Vec model, ProtVec-based similarity (avg and minmax), was outperformed
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Table 5.3: Precision, Recall and F-measure values for all protein similarity computation

methods in super-family clustering with TransClust algorithm. The values indicated

in bold shows the best F-measure for the Protein sequence and ligand based methods.

Super-family

No.Clusters Precision Recall F-measure

Protein sequence based

Blast (e-val) A-50 1596 0.997 0.261 0.350

Blast (identity) A-50 606 0.861 0.550 0.595

Protein Word frequency A-50 708 0.952 0.621 0.686

ProtVec Avg (word) A-50 655 0.927 0.620 0.681

ProtVec Avg (char) A-50 707 0.940 0.603 0.674

ProtVec MinMax (word) A-50 586 0.891 0.623 0.667

Ligand based

SMILES Word frequency A-50 801 0.951 0.548 0.624

SMILESVec (word, chembl) A-50 621 0.921 0.621 0.677

SMILESVec (word, PubChem) A-50 573 0.888 0.627 0.668

SMILESVec (word, combined) A-50 617 0.923 0.627 0.675

SMILESVec (char, chembl) A-50 636 0.920 0.621 0.678

SMILESVec (char, PubChem) A-50 714 0.941 0.600 0.671

SMILESVec (char, combined) A-50 712 0.949 0.602 0.675

MACCS A-50 589 0.909 0.629 0.679

ECFP6 A-50 611 0. 917 0.627 0.679

by the straightforward word-frequency based approach.

The results also showed that the average-based combination method (ProtVec

avg) was better than the min/max-based combination method (ProtVec minmax) to

build a single protein vector from sub-sequence vectors in the protein clustering task.

Since min/max-based combination method did not perform well in sequence-based

protein similarity, we did not test the technique for SMILES-based protein similarity

approaches.

Among the ligand based representation methods, we examined the performance

of the word-based embeddings and character-based embeddings as well as the effect of

the source of the training dataset on the embeddings. We collected canonical SMILES
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Table 5.4: Precision, Recall and F-measure values for all protein similarity computation

methods in family clustering with TransClust algorithm. The values indicated in bold

shows the best F-measure for the Protein sequence and ligand based methods.

Family

No.Clusters Precision Recall F-measure

Protein sequence based

Blast (e-val) A-50 1636 1.0 0.399 0.500

Blast (identity) A-50 660 0.781 0.668 0.631

Protein Word frequency A-50 688 0.844 0.777 0.744

ProtVec Avg (word) A-50 704 0.845 0.757 0.739

ProtVec Avg (char) A-50 707 0.842 0.746 0.729

ProtVec MinMax (word) A-50 704 0.829 0.741 0.718

Ligand based

SMILES Word frequency A-50 957 0.934 0.658 0.704

SMILESVec (word, chembl) A-50 730 0.855 0.744 0.735

SMILESVec (word, PubChem) A-50 692 0.839 0.751 0.730

SMILESVec (word, combined) A-50 764 0.873 0.732 0.735

SMILESVec (char, chembl) A-50 710 0.844 0.743 0.729

SMILESVec (char, PubChem) A-50 715 0.845 0.744 0.729

SMILESVec (char, combined) A-50 712 0.850 0.749 0.739

MACCS A-50 683 0.839 0.757 0.736

ECFP6 A-50 725 0.860 0.746 0.733

from both ChEMBL (∼1.7M) and PubChem (∼2.3M) databases. The SMILES strings

of the interacting ligands were only collected from ChEMBL. The main difference be-

tween these two databases is that ChEMBL allows the isomeric information of the

molecule to be encoded within SMILES. The results indicated that the choice of the

SMILES corpus in which the word-embeddings are trained on should be considered

carefully, since even slight changes in the notation of SMILES, affects the formation of

the chemical words directly. In our case, since the SMILES of the interacting ligands

of the A-50 dataset were collected from the ChEMBL database, the performance of

SMILESVec in which embeddings were learned from training with ChEMBL SMILES

rather than PubChem SMILES was notably better. We also investigated whether us-

ing the combination of the SMILES corpus of ChEMBL and PubChem can improve

the performance of SMILESVec embeddings. We indeed reported an improvement on
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Table 5.5: Precision, Recall and F-measure values for all protein similarity computation

methods in super-family clustering with Markov Clustering (MCL) algorithm. The

values indicated in bold shows the best F-measure for the Protein sequence and ligand

based methods.

Super-family

No.Clusters Precision Recall F-measure

Protein sequence based

Blast (e-val) A-50 728 0.792 0.271 0.290

Blast (identity) A-50 783 0.882 0.496 0.540

Protein Word frequency A-50 411 0.769 0.625 0.590

ProtVec Avg (word) A-50 1001 0.964 0.514 0.596

ProtVec Avg (char) A-50 1017 0.964 0.508 0.590

ProtVec MinMax (word) A-50 1014 0.964 0.508 0.590

Ligand based

SMILES Word frequency A-50 312 0630 0.550 0.470

SMILESVec (word, chembl) A-50 867 0.937 0.544 0.608

SMILESVec (word, PubChem) A-50 857 0.931 0.544 0.604

SMILESVec (word, combined) A-50 894 0.940 0.540 0.607

SMILESVec (char, chembl) A-50 999 0.962 0.514 0.596

SMILESVec (char, PubChem) A-50 977 0.958 0.514 0.595

SMILESVec (char, combined) A-50 1006 0.963 0.514 0.595

MACCS A-50 874 0.936 0.540 0.606

ECFP6 A-50 618 0.863 0.582 0.599

character-based embedding in family clustering (0.739 F-measure) whereas word-based

embedding produced F-measure values higher than the PubChem-based learning and

lower than the ChEMBL-based learning. We can suggest that the increase in the per-

formance of the character-based learning with the combination of two different SMILES

corpora might be positively correlated with the increase in SMILES samples, while the

number of unique letters that appear in the SMILES did not significantly change be-

tween databases (e.g. absence/presence of the few characters that represent isometry

information). However, with the word-based learning, we observed that there was

significant increase in the variety of the chemical words, thus the combined SMILES

corpus model did not work as well as it did in character-based learning. This result

suggests that the size of the learning corpus may affect the representation of the embed-
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Table 5.6: Precision, Recall and F-measure values for all protein similarity computation

methods in family clustering with Markov Clustering (MCL) algorithm. The values

indicated in bold shows the best F-measure for the Protein sequence and ligand based

methods.

Family

No.Clusters Precision Recall F-measure

Protein sequence based

Blast (e-val) A-50 728 0.687 0.406 0.379

Blast (identity) A-50 783 0.803 0.622 0.592

Protein Word frequency A-50 411 0.643 0.767 0.606

ProtVec Avg (word) A-50 1001 0.909 0.639 0.665

ProtVec Avg (char) A-50 1017 0.910 0.633 0.662

ProtVec MinMax (word) A-50 1014 0.909 0.634 0.662

Ligand based

SMILES Word frequency A-50 312 0.497 0.686 0.475

SMILESVec (word, chembl) A-50 867 0.870 0.672 0.667

SMILESVec (word, PubChem) A-50 857 0.861 0.673 0.664

SMILESVec (word, combined) A-50 894 0.877 0.666 0.668

SMILESVec (char, chembl) A-50 999 0.908 0.641 0.668

SMILESVec (char, PubChem) A-50 977 0.900 0.643 0.667

SMILESVec (char, combined) A-50 1006 0.909 0.641 0.669

MACCS A-50 874 0.866 0.668 0.667

ECFP6 A-50 618 0.762 0.710 0.631

dings, and a larger SMILES corpus could lead to better character-based embeddings

for SMILESVec.

Considering only ChEMBL trained SMILESVec, word-based approach was slightly

better than character-based SMILESVec in terms of F-measure in family clustering. In

super-family clustering however, character-based approach performs as well as word-

based SMILESVec. Similarly, ProtVec is also better represented in word-level rather

than character-level.

The ligand-based protein representation methods, SMILESVec and MACCS-

based approach performed almost as well as ProtVec in family and super-family cluster-

ing with TransClust algorithm, even though no protein sequence information was used.
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A lower clustering performance was obtained with MCL than with to TransClust, and

both SMILESVec and MACCS-based method produced slightly better F-measure than

ProtVec Avg in both super-family and family clustering. Since ligand-based protein

representation methods capture indirect function information through ligand binding,

they were recognizably better at detecting super-families than families compared to

sequence-based ProtVec on a relatively distant dataset. Furthermore, SMILESVec,

a text-based unsupervised learning model, produced comparable F-measure values to

MACCS and Extended-Connectivity Fingerprints, which are binary vectors based on

human-engineered and hash-based feature descriptions, respectively.

Table 5.7 reports the Pearson correlations [146] among the protein similarity

computation methods. Comparison with BLAST e-value resulted in a negative corre-

lation, as expected, since e-values closer to zero indicate high match (similarity). Lig-

and based protein representation methods had higher correlation values with BLAST

e-value than protein-sequence based methods. We also observed strong correlation

among the ligand-based protein representation methods, suggesting that, regardless of

the ligand representation approach, the use of interacting ligands to represent proteins

provides similar information.

We further investigated a case in which similar super-family clusters were pro-

duced with SMILESVec-based protein similarity and ProtVec protein similarity using

the TransClust algorithm. We chose one of the medium-sized clusters for manual in-

spection. We observed that Fibronectin Type III proteins (7 proteins) were clustered

together when SMILESVec was used, whereas using ProtVec placed them into four dif-

ferent clusters; one cluster contained four of those proteins, another cluster contained a

single protein and the other two proteins were part of other clusters. The protein that

was clustered by itself (SCOP ID:d1n26a3, Human Interleukin-6 Receptor alpha chain)

had two interacting ligands (CHEMBL81;Raloxifene and CHEMBL46740;Bazedoxifene)

that were also shared by a protein (SCOP ID:d1bqua2,Cytokine-binding region of

GP130) clustered separately with ProtVec. Thus, we can suggest that using infor-

mation on common interacting ligands, SMILESVec achieved to combine these seven

proteins into a single cluster, while ProtVec failed to do so with a sequence-based
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approach.

Table 5.7: Pearson correlation between protein similarity methods.

Method Method Pearson correlation

BLAST (e-value) BLAST (identity) -0.109

BLAST (e-value) Protein word frequency -0.250

BLAST (e-value) ProtVec (avg) -0.291

BLAST (e-value) SMILESVec (word, chembl) -0.335

BLAST (e-value) SMILESVec (char, chembl) -0.207

BLAST (e-value) MACCS -0.336

SMILESVec (word, chembl) MACCS 0.895

SMILESVec (char, PubChem) MACCS 0.590

SMILESVec (word, chembl) SMILESVec (char, PubChem) 0.682

SMILESVec (word, chembl) ECFP6 0.933

ECFP6 MACCS 0.898

We would like to mention that ASTRAL datasets contain domains rather than

full length proteins, while CHEMBL collects protein - ligand interaction information

based on the whole protein sequence from UniProt. A multidomain protein may have

multiple and diverse chemotypes of ligands binding to each domain and retrieving lig-

and information based on the full length protein may lump this disparate information

together, leading to loss of information on domain specific ligand interactions. The

performance of domain sequence based methods is therefore at an advantage because

family/superfamily assignment in SCOP is also based on domain sequence, while the

ligand based approach we use in SMILESVec uses more noisy data. Despite this dis-

advantage, ligand based approach performs as well as the sequence based approaches.

Due to the domain based nature of the ASTRAL datasets, clustering based on the

full protein sequence can lead to a reduction in performance because of the presence

of multidomain proteins. Similarly, we hypothesized that the ligand-based methods

might not show their true performance, since the interactions collected from ChEMBL

are based on protein-ligand interactions and not domain-ligand interactions. For in-

stance, the domains d2nxyb1 and d2nxyb2 belong to different families, b.1.1.1 and

b.1.1.3, respectively. If the ligands that bind to each of these domains were known,

the performance of the ligand-based models might have improved. However, in our
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current setting, for each of these domains, we collected the same interacting ligands

from ChEMBL, since their target identifiers are the same. Therefore, as expected we

observed that these two domains were clustered together with ligand-based protein

representation methods leading to a decrease in F-measure.

To test our methodology on single domain proteins of the A-50 dataset, we cre-

ated a subset that contains only single domains and another that contains the rest

of the sequences. SCOP stable domain identifier (sid) uses 7-charactered system in

which the last character defines the domains uniquely (e.g., d2sqca1, d2sqca2 for sev-

eral domain or d1n4qb when there is no need for domain specification). The single

domain subset comprised sequences with sid ending with the “ ” character. Using the

predicted clusters, we measured how accurately proteins of the single-domain were as-

signed by computing the percentage of True-Positives (TP) (NTP/N) where N is the

number of the samples in the subset and NTP is equal to the number of the correctly

clustered samples of the subset. As expected, when only single domains were consid-

ered, we observed that both Protvec and SMILESVec had higher percentage of TPs.

The performance of SMILESVec was increased from 0.743 for all proteins to 0.82 for

single domain proteins. ProtVec had a slightly less pronounced increase from 0.757 to

0.829. On the other hand, when multidomain proteins were taken into account, the TP

percentage reduced to 0.671 (SMILESVec) and 0.689 (ProtVec). These results suggest

that taking domain information into account can enhance the performance of these

representation methods.

5.7. Conclusion

In this study, we first propose to represent proteins using their interacting lig-

ands. In this approach, the interacting ligands of each protein in the dataset are

collected. Then, the SMILES string of each ligand is divided into fixed-length over-

lapping substrings (i.e. words, 8-mers). These created substrings are then used to

build real-valued vectors using the Word2vec model and then the vectors are combined

into a single vector to represent the whole SMILES string (i.e. SMILESVec). Finally,

protein vectors are constructed by taking the average of the vectors of their ligands.
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The effectiveness of the proposed method in describing the proteins was measured by

performing clustering on the ASTRAL 50 (A-50) dataset from the SCOP database us-

ing two different clustering algorithms, TransClust and MCL. Both of these clustering

algorithms use protein similarity scores to identify cliques. SMILESVec-based pro-

tein representation was compared with other protein representation methods, namely

BLAST and ProtVec, both of which depend on protein sequence to measure protein

similarity, and the MACCS and ECFP binary fingerprint based ligand-centric protein

representation approaches. The performance of the clustering algorithms, as reported

by F-measure, showed that protein word-frequency based similarity model was a bet-

ter alternative to BLAST e-value or sequence identity to measure protein similarity.

Furthermore, ligand-based protein representation methods also produced comparable

F-measure scores to ProtVec.

Using SMILESVec, we were able to define proteins based on their interacting

ligands even in the absence of sequence or structure information. SMILESVec-based

protein representation had better clustering performance than BLAST and compara-

ble clustering performance to protein word-frequency based method, both of which use

protein sequences. We should emphasize that SCOP datasets were constructed based

on protein similarity, thus high performance with the protein sequence-based models

in family/super-family clustering is no surprise. However, the fact that ligand-based

protein representation methods, either learning from SMILES or represented with bi-

nary compound features, perform as well as protein sequence-based models is quite

intriguing and promising.

SMILESVec, MACCS and ECFP representations performed similarly in the task

of protein clustering, suggesting that the word-embeddings approach that learns rep-

resentations from a large SMILES corpus in an unsupervised manner is as accurate as

widely adopted Fingerprint models. We propose that the ligand-based representation

of proteins might reveal important clues especially in protein-ligand interaction related

tasks like drug specificity or identification of proteins for drug targeting. The similar-

ity between a candidate ligand and the SMILESVec for a protein can be used as an

indicator for a possible interaction.
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The study we conducted here also showed that SMILES description is sensitive to

the database definition conventions, therefore the use of SMILES strings requires careful

consideration. Since the protein-ligand interaction and ligand SMILES information are

obtained from ChEMBL database to represent proteins, building SMILESVec vectors

from the chemical words trained in ChEMBL SMILES corpus yielded better F-measure

than the model in which the PubChem SMILES corpus was used for training of the

chemical words.
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6. DRUG-TARGET BINDING AFFINITY PREDICTION

6.1. Introduction

Identification of high affinity drug-target interactions is a significant first step

in the drug discovery pipeline. The development of novel drugs is an expensive and

resource-consuming process and the repurposing/repositioning of existing approved

drugs is a major alternative [3]. Thus, exploiting the available protein - drug interaction

knowledge can provide a good starting point in drug repurposing studies. Furthermore,

understanding bimolecular recognition between proteins and drugs can also provide

valuable information for generation of novel drugs using generative models [28,150,151].

Drug-target interaction prediction has often been investigated as a binary classi-

fication problem [13,14,33,152–155], but recent studies have also been focusing on the

prediction of the strength of the interaction between the drug and its target [24, 25].

Binding affinity is expressed in dissociation constant (Kd), inhibition constant (Ki),

or the half maximal inhibitory concentration (IC50) values. The prediction of binding

affinity for novel interactions is still a challenging task because (i) representation of

proteins and ligands in the computational space is complicated by the inherent three-

dimensional nature of the binding, (ii) there are only 14,761 protein - ligand complex

structures in PDBBind [31] in which the interaction mode is reported, (iii) the chem-

ical space sampled by the currently available data is limited, and (iv) the prediction

algorithm needs to take the level of noise in experimental measurements into account.

As the number and reproducibility of the available protein - ligand interaction data

increases, utilizing this large dataset provides access to a larger chemical space, and a

reduction in signal to noise ratio.

In this part of the thesis, we introduce two text-based approaches to address the

drug-target binding affinity prediction problem: (i) a machine learning approach that

combines the protein and ligand representations that we have presented (Chapters 4

and 5) so far, under a linguistic perspective, and (ii) a deep learning approach that
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simply utilizes raw textual data of proteins and compounds. The field of chemical

linguistics that brings the chemistry and linguistics domains together is growing since

its initial inception in the 1960s [156] with efforts that focus on identifying information

rich patterns and important keywords. The works presented here aim to benefit from

the rich textual information that the biochemical data has in order to enhance the

available drug-target binding affinity prediction models.

In the first work, motivated by the promising results of SMILESVec in the protein

clustering task, we introduce a strictly SMILES-based methodology to predict drug-

target binding affinity. The novelty of this approach is that we combine the ligand-

centric protein representation based on SMILESVec with SMILESVec in predicting

binding affinity. SMILESVec combines the embedding vectors of the chemical words

extracted from SMILES to build a vector representation for the whole SMILES and the

proteins are represented as the average of the SMILESVec vector of their interacting

ligands. We also introduce two modifications to further analyze the drug-target binding

system. First, instead of using all interacting ligands (with either high or low binding

affinity) we only choose the ligands that bind to the protein with high affinity to

represent the protein. In this way, novel ligands with high possibility of binding to the

target might be highlighted. Second, we investigated different techniques to extract

“chemical words” from the SMILES strings. The original SMILESVec algorithm was

based on 8-mers, but we also performed experiments using Byte-Pair Encoding (BPE)

and Maximum Common Substructure (MCS) techniques to extract words.

We also adopted a recent approach, namely DeepSMILES, which introduces a new

syntax for SMILES representation [52]. DeepSMILES transforms the regular SMILES

syntax by updating the use of ring closure digits and paired parantheses that are

used to represent branching. We investigated the effect of using DeepSMILES syntax

in prediction task. Finally, the IDF weighting was utilized in ligand-based protein

representation to emphasize rare chemical words which might be important for the

binding functionality of the protein.
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In the second work, instead of defining the words of the proteins and ligands

explicitly, we benefited from a deep-learning based approach to learn the important

patterns (i.e. words) of the biochemical data from their raw representations. We

adopted Convolutional Neural Networks (CNN) [157], which are good at capturing

local patterns, to learn abstract representation from the protein sequences and SMILES

strings. The high-level representations were then fed into a feed-forward neural network

to predict drug-target binding affinity with a promising performance. The model,

which we named DeepDTA, contained two CNN blocks, each for protein and compound

representation, and a feed-forward neural network on top to perform the prediction

from the CNN-based representations.

We reported the performance of SMILES-based drug-target binding affinity pre-

diction on two different datasets: Kinase KIBA dataset [158] and BindingDB(BDB)

dataset [7] that we collected and filtered. For DeepDTA, other than these two datasets,

a smaller Kinase dataset Davis [159] was also utilized as a benchmark. We compared

our results with two recent state-of-the-art studies that employ traditional machine

learning methods to predict binding affinity of drug-target pairs, namely KronRLS [24]

and SimBoost [25] using Concordance Index (CI) and Mean Squared Error (MSE)

metrics.

This chapter is based on the works published as DeepDTA [38] and the updated

version of the arXiv paper on chemical language processing based approach for binding

affinity prediction [37].

6.2. Related Work

Molecular docking, which is a computational technique to identify two main fea-

tures of the target and the small molecule: (i) the binding pose and (ii) the binding

affinity [22], is an essential part of drug discovery. The determination of the binding

affinity of a drug-target pair is an important component of many tasks such as virtual

screening, target druggability, and protein function prediction [160].
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Scoring functions rank and score protein-ligand complexes in order to predict

binding affinity and classify between active and inactive compounds (virtual screen-

ing) [161]. Existing studies focused on scoring are usually categorized under three

main classes: force-field, knowledge-based and empirical. Using different features of the

protein-ligand complexes, these approaches have been dependent on a scoring function

in which the parameters are estimated from experimental and computational data [22].

Furthermore, these functions are also reported to have low correlation with experi-

mental binding along with the drawback of taking too much time and being hard to

implement [162].

Non-parametric machine learning methods, which enables flexibility by learning

the required parameters from data, have been used as an alternative to scoring func-

tions as of last decade [22, 163]. Among several regression methods such as Linear

Regression and Support Vector Regression, Random Forest (RF) algorithm has been

widely adopted by the studies that pursue machine-learning based scoring prediction.

RF is dessigned as an ensemble of decision trees in which RF-score is measured by

the vote of all trees. The first study to employ RF to protein-ligand scoring used the

frequency of interacting protein-ligand atom pairs within a special distance as feature

and reported a success over traditional scoring functions including widely-used X-Score

and SYBYL [22].

The first applications of machine learning in predicting the drug-target interac-

tions were classification models that employed either similarity-based [13, 15, 164–166]

or feature-based [26, 27, 167–171] representation of compounds and proteins by em-

ploying mostly 1D or 2D based representations, since 3D structure of molecules is not

always available. Even though similarity-based methods performed well, several studies

showed that predicting targets for compounds based on similarity is a lot more compli-

cated process since similar drugs might have different mechanisms [172,173]. Feature-

based approaches, on the other hand, either utilized binary feature vectors that are

encoded based on the existence of different structural properties or were dependent of

different tools. Pahikkala and co-workers were first to propose the prediction of bind-

ing affinity values and approached DTI identification as a regression problem. They
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employed Kronecker Regularized Least Squares (KronRLS) algorithm on a similarity-

based model [24]. The results showed that there is much to improve, especially for

predicting S4 interactions. SimBoost method was then proposed to predict binding

affinity scores and prediction intervals for a DT pair using KronRLS [25].

Gabel and co-workers, however, speculated machine-learning based methods that

use features such as co-occurence of atom-pairs etc. might over-simplify the description

and lead to the loss of information that the raw interaction complex could provide [174].

Around the same time this study published, deep learning has become a very popular

architecture powered by the big data and high capacity computing machines challenging

machine learning methods. Several studies have been already proposed to use deep

learning architectures, which are better at handling the raw data and learning hidden

patterns from it, for protein-ligand interaction scoring.

More recently, there has been a significant increase in the number of studies that

employed deep learning architectures such as Convolutional Neural Networks (CNNs)

to predict binding affinity [28, 29, 161, 175, 176]. These studies utilized 3D-based in-

formation of drug-target complex to address point (i). The major drawback of these

approaches is that the available information on 3D structure of the protein - compound

complex is limited compared to the sequence information of proteins and compounds

as stated in point (ii). Therefore, a sequence based approach can take advantage of

the increasing wealth of information on protein - drug recognition. String based ap-

proaches take advantage of the tools and algorithms developed in the natural language

processing (NLP) domain.

6.3. Datasets

Binding affinity describes the strength of the intermolecular interaction between

the small molecule and its target. It is usually measured by disassociation constant

(Kd), inhibition constant (Ki) and the half maximal inhibitory concentration (IC50).

Most studies prefer using Ki/Kd data since IC50 depends on the concentration of target

and ligand along with other conditions [177]. Low Ki/Kd means high binding affinity
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(e.g. good inhibitors have around Ki 1nM or better.) and is usually represented in

terms of pKd or pKi, the negative logarithm of binding or inhibition constants. Most

studies choose to preprocess their protein-ligand interaction data to build high-quality

data based on pre-defined conditions such as resolution, elements in the ligands etc,

using only Ki/Kd data. The final aim of a model is to predict binding affinity values.

Recent studies pointed out that inclusion of low quality data in the training set (i.e.

IC50) improves the performance of the test set [23,160].

We evaluated our proposed models on three different datasets: Davis Kinase

dataset [159], KIBA Kinase dataset [158], and BindingDB (BDB) dataset we collected

from BindingDB database [7]. Both Davis and KIBA were previously used as bench-

mark dataset for binding affinity prediction evaluation [24]. Table 6.1 reports the

dataset statistics for these datasets.

Table 6.1: Binding affinity dataset statistics.

Proteins Compounds Interactions

Davis (Kd) 442 68 30056

KIBA 229 2111 118254

BindingDB (BDB) 490 924 31368

Davis. The Davis dataset contains selectivity assays of the kinase protein family

and the relevant inhibitors with their respective disassociation constant (Kd) values. It

comprises interactions of 442 proteins and 68 ligands. While [24] used the Kd values of

the Davis dataset directly, we used the values transformed into log space pKd similarly

to [25] as explained in Equation 6.1.

pKd = −log10(
Kd

1e9
) (6.1)

KIBA. KIBA dataset is originated from an approach called KIBA, in which

kinase inhibitor bioactivities from different sources such as Ki, Kd, or IC50 were com-

bined [158]. KIBA scores were constructed to optimize the consistency between Ki,
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Kd, or IC50 by using statistical information they held within. KIBA dataset originally

comprised 467 targets and 52498 drugs, but filtered by [25] to contain only drugs and

targets with at least 10 interaction observations yielding to total 229 unique proteins

and 2111 unique drugs.

BindingDB (BDB). BDB dataset is collected from BindingDB database and

filtered based on several criteria:

• only Kd values are kept and Equaton 6.1 is applied to convert Kd values to pKd

• high affinity experiment is chosen if there were multiple instances of the same

pair,

• proteins with at least 6 interactions, and

• compounds with at least 3 interactions are kept.

Figure 6.1 top histogram illustrates the distribution of the binding affinity val-

ues in pKd form for Davis dataset. We can clearly observe the peak at pKd value 5

(10000nM) which constitutes more than half of the dataset (20931 out of 30056). These

values correspond to the negative pairs that either have very weak binding affinities

(Kd > 10000nM) or are not observed in the primary screen [24]. The distribution of

the KIBA scores was depicted in the middle histogram of Figure 6.1. We used pre-

processed KIBA scores which were updated by first, taking the negative of each value

and then adding to minimum value to all scores. Finally, the bottom histogram in 6.1

illustrates the distribution of the pKd values in BindingDB dataset.

The protein sequences of the Davis dataset were extracted from the UniProt pro-

tein database based on gene names/RefSeq accession numbers [69]. Similarly, UniProt

IDs of target in KIBA and BDB datasets were used to collected protein sequences.
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Figure 6.1: Distribution of binding affinity values of Davis (top), KIBA (center) and

BindingDB (bottom) datasets.

Figure 6.2 (top) right side shows the lengths of the sequences of the proteins

in the Davis dataset. The maximum length of a protein sequence is 2549 and the

average length is 788 characters. Figure 6.2 right side depicts the distribution of protein

sequence length in KIBA targets. The maximum length of a protein sequence is 4128
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and the average length is 728 characters.

Figure 6.2: Distribution of SMILES and protein sequences of Davis (top), KIBA (cen-

ter) and BindingDB (bottom) datasets.

The compound SMILES strings were extracted from the PubChem [54] and

ChEMBL [6] databases. Figure 6.2 (left side) illustrates the distribution of the lengths

of the SMILES strings of the compounds in the Davis, KIBA and BDB datasets, re-

spectively. Among the compounds of Davis, the maximum length of a SMILES is 103,

while the average length is equal to 64. The distribution of SMILES character length

of KIBA drugs is illustrated in Figure 6.2 (middle, right side). the maximum length of

a SMILES is 590, while the average length is equal to 58.
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Figure 6.3, on the other, hand depicts the heatmaps for the S-W based protein

similarity and PubChem structure based compound similarity matrices for KIBA, Davis

and BindingDB datasets, respectively.

Figure 6.3: Illustration of a protein and ligand similarity matrices for three benchmark

datasets.

In order to learn a generalized model, we randomly divided each dataset into six

equal parts in which one part is selected as the independent test set. The remaining

parts of the dataset were used to determine the hyper-parameters via five-fold cross

validation. The same setting was run for KronRLS [24] and SimBoost [25] for a fair

comparison.
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6.4. Evaluation

Gabel and co-workers define two evaluation criteria that machine-learning based

scoring models should pass: scoring power test and docking power test [174]. Scoring

power test measures the performance based on the correlation between predicted and

experimental binding affinity values. Existing studies mostly report scoring power test

by using Pearson correlation coefficient, the Spearman correlation coefficient, and the

root-mean-square error as evaluation metrics. The evaluation metrics that we adopted

for the proposed approaches are summarized.

Concordance Index (CI) is adopted to measure the performance of a regression

model in binding affinity prediction task [24]. To evaluate the performance of a model

that outputs continuous values, Concordance Index (CI) can be used [178]:

CI =
1

Z

∑
δi>δj

h(fi − fj) (6.2)

where fi is the prediction value for the larger affinity δi, fj is the prediction value for

the smaller affinity δj, Z is a normalization constant, h(m) is the step function [24]:

h(x) =


1, if x > 0

0.5, if x = 0

0, if x < 0

(6.3)

r2m index can be used to evaluate the external predictive performance of QSAR

models where r2m values greater than 0.5 for the test set was determined as an acceptable

model (Equation 6.4) [179,180].

r2m = r2 ∗ (1−
√
r2 − r20) (6.4)



75

Mean Squared Error (MSE) is used as an evaluation metric and as a loss

function in DeepDTA. MSE can be desribed as in Equation 6.5:

MSE =
1

n

n∑
i=1

(Pi − Yi)2 (6.5)

in which P is the prediction vector whereas Y corresponds to the vector of actual

outputs.

The Area Under Precision Recall (AUPR) score AUPR metric is usually

used to evaluate binary classification performance. AUPR is especially useful in cases

where the training data is unbalanced. It is calculated based on the Precision (Equation

6.6) and Recall (Equation 6.7) values.

Precision =
TP

TP + FP
(6.6)

Recall =
TP

TP + FN
(6.7)

in which TP , FP , and FN correspond to the number of True Positive, False Positive

and False Negative predictions, respectively.

6.5. Baseline methods

The following two machine learning methods were employed as the baselines, in

order to compare the performances of the proposed methodologies.

KronRLS algorithm was utilized by Pahikkala and co-workers (Section 3.1.7) in

predicting binding strength of the proteins and ligands. [24]. Their model used protein

and compound similarity matrices as kernel functions. The similarity of the proteins

were computed using Smith-Waterman (S-W) algorithm and the compound similarities

are computed via PubChem structural similarity.



76

SimBoost is a gradient boosting machine based method that depends on the fea-

tures constructed from drugs, targets and drug-target pairs [25]. The proposed method-

ology uses feature engineering to build three types of features: (i) object-based features

(for both drug and target) that utilize occurrence statistics and pairwise similarity infor-

mation (SW and PubChem structure similarity), (ii) network-based features (for both

drug and target) which were collected from two separate networks (each drug/protein

represented as a node and connected to another node if above a user-defined similarity

threshold ) such as neighbor statistics, network metrics (betweenness, closeness etc.),

PageRank [181] score etc., and (iii) network-based features which were collected from a

heterogeneous network where either drugs or targets are nodes and connected to each

other via binding affinity value. In addition to the network metrics, neighbor statistics

and PageRank score, latent vectors from matrix factorization were also included.

These features were fed into a supervised learning method named gradient boost-

ing regression trees [102,107] which was derived from gradient boosting machine model

[105]. With gradient boosting regression trees, for a given drug-target pair dti, the

binding affinity score is ȳ predicted as follows [25]:

ȳi = θ(dti) =
M∑
m=1

fm(dti), fm ∈ F (6.8)

in which M denotes the number of regression trees and F represents the space of all

possible trees.

6.6. ChemBoost: Chemical Language-based Drug-Target Binding Affinity

Prediction

In this section, we will describe our first approach that employs XGBoost to solve

the binding affinity prediction problem. The proposed system combines SMILESVec

and SMILESVec-based protein representation while investigating the effect of chemical

word design.
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6.6.1. Chemical Word Design

SMILESVec is ligand representation technique that is built upon the Word2Vec

algorithm which learns abstract features for words from a large corpus. The model is

successful at capturing the semantic similarity between words that appear in similar

contexts, since it considers the neighboring words of each word within a window frame

during training. Thus, we hypothesize that the choice of chemical word extraction

technique might have an important effect on describing ligands with SMILESVec.

6.6.1.1. k-mer. SMILESVec is originally built upon k-mer approach to determine the

chemical words in which k is chosen as 8 [36]. More details are available in Chapter 4.

8-mers were used to train embeddings from the ChEMBL SMILES corpus.

6.6.1.2. Maximum Common Substructures (MCS). MCS were accepted as the words

of the chemical language in recent studies [88,89]. The authors extracted a vocabulary

of MCS from a large molecule corpus in which pairwise 2D representations are compared

pairwise. These substructures were then converted into SMILES sub-sequences (i.e.

words) via RDKit [182], a chemistry-specific development package.

The MCS vocabulary, which comprised 100K MCS (in SMILES form), was kindly

provided to us by the authors of [89]. The SMILES sequences, however, were expressed

in RDKit format. For instance an aromatic carbon “c” was represented as “C:” in the

vocabulary. In order to prevent the confusion that might be caused because of this

syntax, we used RDKit to convert these SMILES sub-sequences, first into a mol file,

and then into SMILES which were compatible with ChEMBL canonical SMILES con-

vention. We further filtered out the MCS that has at most one or two characters. These

processes, resulted in vocabulary size reduced to around 68K SMILES words, combined

with the failure of RDKit to perform conversion for some of the sub-sequences. The

final vocabulary was used to extract words from the ChEMBL SMILES corpus and to

train the Word2Vec algorithm.
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6.6.1.3. Byte-Pair Encoding (BPE). BPE segmentation algorithm is used to extract

words from the SMILES sequence in order to construct SMILESVec [85]. The algorithm

is trained on ChEMBL SMILES corpus with the maximum vocabulary size of 20K,

character coverage of 0.99, maximum word length of 100 characters. The SentencePiece

library was utilized to train the model [183]. In order to parse the SMILES string

efficiently, “number split” and “unicode split” features of the SentencePiece library

were set to “False”.

Table 6.2 provides examples of the words that are extracted with these word

segmentation techniques from the SMILES of ampicillin,

“CC1(C(N2C(S1)C(C2=O)NC(=O)C(C3=CC=CC=C3)N)C(=O)O)C”.

Table 6.2: Example words extracted from the SMILES of ampicillin using different

techniques.

Method Words

k-mer (i.e. 8-mer)
CC1(C(N2, C1(C(N2C, 1(C(N2C(, ..., )C(=O)O),

C(=O)O)C

MCS CC=CC, C=C, C=CC=C, C=CC

BPE
CC1(, C(N2, C(S1), C(C2=O), NC(=O)C(,

C3=CC=CC=C3, )N), C(=O)O)C

We also utilized DeepSMILES syntax for the representation of SMILES strings

[52]. DeepSMILES hypothesizes that the proposed syntax will improve the performance

of machine learning models that deal with SMILES strings with the help of the modi-

fications on the branch and ring representations in the SMILES. Therefore, in order to

investigate the effectiveness of the DeepSMILES syntax, we first converted our training

data corpora into DeepSMILES. Then, we created 8-charactered sub-sequences from

each DeepSMILES to train the Word2Vec algorithm. We will refer to DeepSMILES-

based embeddings as DeepSMILESVec in the rest of the thesis.
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6.6.2. SMILESVec-based Protein Representation

In order to represent proteins, we adopted a ligand-centric approach, where a

protein is represented as a vector that is the average of the SMILESVec vectors of its

interacting ligands [36]. Different from our recent work in [36], where all chemical words

are considered to be equally important, proteins are represented using the ligands that

they bind to with strong binding affinity values. For the Davis and BindingDB datasets,

we selected the pKd value of 7 as threshold to divide the ligands into strong-binding

and weak-binding classes (pKd ≥ 7 strong binding) [25], whereas for KIBA dataset,

KIBA value of 12.1 was chosen as threshold to choose between weak and strong binding

ligands.

If a protein interacts with at least one ligand from the high-binding class, then

that ligand is used to represent the protein. If not, the protein is represented with all

of its interacting ligands.

protein =

high affinity ligands, if pKd ∨KIBA ≥ threshold

all interacting ligands, otherwise

Eventually, a protein is represented using its strong binding (SB) ligands.

6.6.3. Finding Important Chemical Words

Not every word in the chemical language has the same importance. For instance,

some words might be the key players of the action of binding to a target. Since the

protein is represented with the chemical words of its (high) binding ligands, it is be

crucial to detect the important words which might provide insights about the binding

mechanism of the protein. Thus, we propose to weight the chemical words using

Inverse Document Frequency (IDF). The TF weight is implicitly considered in the

protein representation because of the consideration of the same chemical word based

on its occurence. IDF weight, on the other hand, assigns higher importance to the rare



80

words in a corpus. It is described as in Equation 6.9:

IDF (cw,D) = log
N

|s ∈ S : cw ∈ s|
(6.9)

where cw, S and N denote the chemical word, SMILES corpus, and number of SMILES

in the corpus, respectively [184]. SMILES corpus in this work is designed as the protein

universe that is constructed by the chemical words. In other words, a chemical word

that appears in many proteins has a low IDF weight, whereas another that appears in

rare proteins has a weight.

6.6.4. Experiment Settings

We evaluated the performance of the presented models on the benchmark datasets,

KIBA [158] and BindingDB (BDB). XGBoost algorithm was utilized for prediction.

The hyper-parameters C and γ were determined via five-fold cross validation. We

chose the values for C and γ among 0.01, 1.0, 100.0 and 0.1, 1.0, 10.0, respectively. The

parameter combination with which we obtained the best CI value on the training set

was selected to model the test set. We performed statistical significance tests with

paired t-test with the 95% confidence interval.

Proteins and ligands are both described with 100-dimensional real-valued word

embeddings. Therefore, the input for the prediction model is a 200-dimensional vector,

which is equal to the concatenation of the protein and ligand vectors for each protein-

ligand pair.

6.6.5. Results

With this work, we introduce a novel drug - target binding affinity prediction

method based only on SMILES string representation with which ligands and their tar-

get proteins are represented. We adopted the eXtreme Gradient Boosting (XGBoost)

algorithm as the prediction algorithm and performed our experiments on the KIBA

Kinase and BDB datasets. Proteins were represented with their strong affinity ligands
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and the results were compared with protein sequence based methodologies. We refer

to the proposed prediction system in which both proteins and ligands are represented

through chemical words as ChemBoost.

Tables 6.3 and 6.4 report the performance of the prediction systems on the re-

spective test sets of KIBA and BDB, respectively, in terms of CI, MSE, and AUPR

metrics. To compute AUPR, the threshold values are set to 12.1 and 7.0 for KIBA and

BDB, respectively, to divide the datasets into positive (binding) and negative (non-

binding) classes.

Table 6.3: CI and MSE values for KIBA dataset on the independent test set using

XGBoost algorithm. ChEMBL canonical SMILES were used. Standard deviations are

given in the parenthesis. (SB: refers to strong-binding ligands)

Method Proteins Compounds CI MSE AUPR

KronRLS [24] S-W Pubchem Sim 0.782 (0.0009) 0.411 0.635 (0.004)

SimBoost [25] S-W Pubchem Sim 0.836 (0.001) 0.222 0.760 (0.003)

DeepDTA CNN CNN 0.864 (0.003) 0.197 (0.003) 0.787 (0.007)

XGBoost (1) S-W Pubchem Sim 0.824 (0.0003) 0.248 (0.001) 0.735 (0.001)

XGBoost (2) S-W SMILESVec 0.837 (0.0004) 0.221 (0.001) 0.761 (0.0008)

XGBoost (3) Protvec SMILESVec 0.826 (0.0004) 0.245 (0.001) 0.735 (0.002)

ChemBoost (4) ProtVec
SMILESVec

(BPE)
0.828 (0.0004) 0.238 (0.001) 0.743 (0.002)

XGBoost (5) ProtVec
SMILESVec

(MCS)
0.716 (0.0005) 0.508 (0.001) 0.454 (0.003)

ChemBoost (6) SMILESVec SMILESVec 0.826 (0.0008) 0.249 (0.001) 0.728 (0.001)

ChemBoost (7)
SMILESVec

(SB)
SMILESVec 0.838 (0.0006) 0.221 (0.0006) 0.770 (0.001)

ChemBoost (8)
SMILESVec

(BPE, SB)

SMILESVec

(BPE)
0.838 (0.0006) 0.220 (0.001) 0.773 (0.002)

In both datasets, SimBoost [25] performed better than KronRLS [24] in three

of the evaluation metrics. This outcome might be expected since SimBoost relies on

network-based features as well as the features KronRLS utilized, S-W and PubChem

similarity scores. Model (1) reports the performance with XGBoost algorithm when
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only S-W and PubChem similarity scores are used as features, which as expected,

performed worse than the SimBoost method (MSE values of 0.222 and 0.485 for KIBA

and BDB, respectively), with MSE values of 0.248 for KIBA and 0.698 for BDB.

However, when PubChem similarity scores were replaced with SMILESVec in ligand

representation in Model (2), we observed an increase in the performance compared to

Model (1). Furthermore, Model 2 achieved a similar performance to SimBoost in Davis

dataset in terms of CI, whereas in BDB dataset Model (2) over-performed SimBoost

in CI and MSE metrics.

Model (3) utilized ProtVec, a Word2Vec-based method that is built upon 3-mers,

as the protein representation technique, unlike Model (2) which used S-W. The results

indicated that, when combined with SMILESVec ligand representation, S-W (value of

0.221 in KIBA/ value of 0.437 in BDB) is better than ProtVec (value of 0.245 in KIBA/

value of 0.493 in BDB) in protein description in terms of MSE metric.

The effect of different chemical word identification methods in ligand represen-

tation was investigated by comparing the Models (3), (4), (5) which correspond to ,

8-mer, BPE, and MCS, respectively. In both datasets, 8-mer based SMILESVec and

BPE-based SMILESVec yielded to close performances whereas MCS-based SMILESVec

provide the worst results. This might be due to, even though comprising a 68K vo-

cabulary, MCS words being rare in the compounds of KIBA and BDB datasets. Fur-

thermore, most compounds were represented with common words such as “NCCO”,

“C=CC”, and “CCO” thus leading to a simplified and similar representations.

In all three metrics, Model (7) performed better than Model (6) in both datasets,

indicating that using strong binding ligands instead of all interacting ligands improved

the protein representation for binding affinity prediction task. Model (7) and Model

(8) in which 8-mers and BPE segments were used as chemical words yielded to similar

performances in BDB and in KIBA, except for AUPR value in which BPE-based system

was better than 8-mers based system. For KIBA dataset, ChemBoost systems, when

strong ligands are used in protein representation (Models (7) and (8)), were better
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than KronRLS and almost as well as SimBoost, both of which utilized protein sequence

information. For BDB dataset, Models (7) and (8) overperformed the KronRLS and

SimBoost systems, especially in terms MSE.

Table 6.4: CI and MSE values for BindingDB (pKd) dataset on the independent test

set using XGBoost algorithm. ChEMBL canonical SMILES were used. Standard

deviations are given in the parenthesis. (SB: refers to strong-binding ligands)

Method Proteins Compounds CI MSE AUPR

KronRLS [24] S-W Pubchem Sim 0.814 (0.002) 0.939 (0.004) 0.709 (0.006)

SimBoost [25] S-W Pubchem Sim 0.853 (0.003) 0.485 (0.038) 0.827 (0.010)

DeepDTA [38] CNN CNN 0.873 (0.009) 0.409 (0.046) 0.836 (0.009)

XGBoost (1) S-W Pubchem Sim 0.818 (0.001) 0.698 (0.006) 0.699 (0.003)

XGBoost (2) S-W SMILESVec 0.878 (0.001) 0.437 (0.002) 0.812 (0.003)

XGBoost (3) Protvec SMILESVec 0.866 (0.001) 0.493 (0.004) 0.787 (0.003)

XGBoost (4) ProtVec
SMILESVec

(MCS)
0.750 (0.002) 0.925 (0.008) 0.560 (0.005)

XGBoost (5) ProtVec
SMILESVec

(BPE)
0.863 (0.001) 0.508 (0.002) 0.784 (0.004)

ChemBoost (6) SMILESVec SMILESVec 0.854 (0.001) 0.503 (0.005) 0.803 (0.004)

ChemBoost (7)
SMILESVec

(SB)
SMILESVec 0.867 (0.0009) 0.422 (0.003) 0.830 (0.002)

ChemBoost (8)
SMILESVec

(BPE, SB)

SMILESVec

(BPE)
0.866 (0.001) 0.425 (0.002) 0.830 (0.002)

We also investigated a new syntax, DeepSMILES [52], that modified the original

SMILES syntax by updating branch and ring number syntax rules. When, ChemBoost,

in which proteins are represented with strong binding ligands, was updated to utilize

DeepSMILES instead of SMILES, in KIBA dataset there was a significant increase in

the performance considering the MSE metric (from 0.422 to 0.213), whereas the CI

(from 0.867 to 0.843) and AUPR (from 0.830 to 0.783) values dropped. In the BDB

datasets, SMILES-based ChemBoost and DeepSMILES-based ChemBoost yielded sim-

ilar values in both metrics. When investigated, we observed that the number of unique

chemical words dropped when DeepSMILES was used instead of SMILES, from 21K
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to 14K in KIBA dataset, and from 10K to 8K in BDB. Therefore, the reason why the

effect of DeepSMILES was more prominent in KIBA might be the number of unique

words changing dramatically between two forms.

Figures 6.4 and 6.5 illustrate the distribution of chemical words identified with

different techniques in 2D space for KIBA and BDB datasets, respectively. The 100D

embeding of each word is mapped into 2D space via t-Distributed Stochastic Neigh-

bor Embedding (t-SNE) [185] which is a dimensionality reduction technique. Python

sklearn [186] implementation of t-SNE was utilized.

Figure 6.4: Representation of chemical words of KIBA dataset.
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While 8-mers cover a larger space in both datasets, we can observe slight differ-

ences between SMILES-based 8-mers and DeepSMILES-based 8-mers in two datasets.

While SMILES-based 8-mers look more compact than DeepSMILES-based 8-mers in

KIBA, the distribution of the SMILES-, and DeepSMILES-based 8-mers look similar

in BDB dataset. MCS words constitute a quite small area, whereas BPE words contain

small clusters.

Figure 6.5: Representation of chemical words of BDB dataset.

In natural languages, not every word has the same importance for a given text.

We hypothesized that the proteins that are represented by the chemical words of its

interacting ligands, should also have some words that are important for that particular

protein. For that, we used IDF weighting to find the rare words of the protein. We

computed IDF values with two different approaches: global and local. The global
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IDF of a word is computed based on its occurences in a large SMILES corpus (i.e.

ChEMBL23), whereas the local IDF of each word is based on the number of proteins

it appears. However, integration of either global or local IDF did not result in an

improvement in the prediction performance for both datasets.

6.7. DeepDTA: Deep Drug-Target Binding Affinity Prediction

In this section, we will introduce the second approach that we proposed to model

drug-target binding affinity. Unlike the previous model, DeepDTA depends on CNN

networks to extract features from chemical and protein sequences implicitly.

6.7.1. CNN-based Prediction Module

In this work, we adopted a popular deep learning architecture, Convolutional

Neural Network (CNN) as the prediction model. CNN is an architecture that contains

one or more convolutional layers often followed by a pooling layer. A pooling layer

down-samples the output of the previous layer and provides a way of generalization of

the features that are learned by the filters. On top of the convolutional and pooling

layers, the model is completed with one or more fully connected (FC) layers. The

most powerful feature of CNN models is their ability to capture the local dependencies

with the help of filters. Therefore, the number and size of the filters in a CNN directly

affects the type of features the model learns from the input. It is often reported that as

the number of filters increases, the model becomes better at recognizing patterns [101].

We proposed a CNN-based prediction model that comprises two separate CNN

blocks, each of which aims to learn representations from SMILES strings and protein

sequences. For each CNN block, we used three consecutive 1D-convolutional layers with

increasing number of filters. The second layer had double and the third convolutional

layer had triple the number of filters in the first one. The convolutional layers were

then followed by the max-pooling layer. The final features of the max-pooling layers

were concatenated and fed into three FC layers, which we named as DeepDTA. We

used 1024 nodes in the first two FC layers, each followed by a dropout layer of rate
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0.1. The third layer consisted of 512 nodes and was followed by the output layer. The

proposed model that combines two CNN blocks is illustrated in Figure 6.6.

Figure 6.6: DeepDTA pipeline.

As activation function, we used Rectified Linear Unit (ReLU) [98], g(x) = max(0, x),

which has been widely used in deep learning studies [99]. A learning model tries to

minimize the difference between the expected (real) value and the prediction during

training. Since we work on a regression task, we used mean squared error (MSE) as

the loss function (Equation 6.5). The learning was completed with 100 epochs and

mini-batch size of 256 was used to update the weights of the network. Adam was used

as the optimization algorithm to train the networks [187] with the default learning

rate of 0.001. We used Keras [188] and the available embedding layer to represent

characters with 128-dimensional dense vectors. The input for Davis dataset consisted

of (85, 128) and (1200, 128) dimensional matrices for the compounds and proteins,

respectively. We represented KIBA dataset with a (100, 128) dimensional matrix for

the compounds and a (1000, 128) dimensional matrix for the proteins.

6.7.1.1. Representation of Proteins and Ligands. We used integer/label encoding which

uses integers for the categories (label/integer encoding) to represent inputs. We scanned
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through approximately 2M SMILES sequences that we collected from PubChem and

compiled 64 labels (unique letters). For protein sequences, we scanned 550K protein

sequences from UniProt and 25 categories (unique letters) were extracted.

Here we simply represent each label with a corresponding integer (e.g. “C”:1,

“H”:2, “N”:3 etc.). Label encoding for the example SMILES, “CN=C=O”, is given

below.

[
C N = C = O

]
=

[
1 3 63 1 63 5

]

Similar to the SMILES, protein sequences are encoded in the same fashion using label

encodings. Both SMILES and protein sequences have varying lengths. Hence, in order

to create an effective representation form, we decided on fixed maximum lengths of

85 for SMILES and 1200 for protein sequences. We chose these maximum lengths

based on the distributions of the sequence lengths (illustrated in Figure 6.2) so that

the maximum lengths cover most of the dataset. The sequences that are longer than

the maximum length are truncated, whereas shorter sequences are 0-padded.

Both SMILES and protein sequences have varying lengths. Hence, in order to

create an effective representation form, we fixed the length of SMILES and protein

sequences to 85 and 1200, respectively. The sequences that are longer than maximum

length are truncated whereas shorter sequences are 0-padded.

6.7.2. Experiment Settings

We decided on three hyper-parameters for our model, the number of the filters

(same for proteins and compounds), the length of the filter size for compounds, and

the length of the filter size for proteins. We chose to experiment with different filter

lengths for compounds and proteins instead of a common one, due to the fact that they

have different alphabets in terms of characters. The hyper-parameter combination that

provided the best average CI score over the five-folds was chosen as the best combi-

nation in order to model the test set. We first experimented with hyper-parameters



89

chosen from a wide range and then fine-tuned the model. For example, to determine

the number of filters we performed a search over [16, 32, 64, 128, 512]. As explained in

the Proposed Model subsection, the second convolution layer was set to contain twice

the number of filters of the first layer, and the third one was set to contain three times

the number of filters of the first layer. 32 filters obtained the best results over the

cross-validation experiments. Therefore, in the final model, each CNN block consisted

of three 1D convolutions of 32, 64, 96 filters, respectively. For all test results reported

in Table 6.6 we used the same structure summarized in Table 6.5 except for the lengths

of the filters that were used for the compound CNN-block and protein CNN-block.

Table 6.5: Parameters setting for DTA model.

Parameters Range

Number of filters 32*1; 32*2; 32*3

Filter length (compounds) [4,5,6,8]

Filter length (proteins) [4,6,8,12]

epoch 100

hidden neurons 1024; 1024; 512

batch size 256

dropout 0.1

optimizer Adam

learning rate (lr) 0.001

In order to provide a more robust performance measure, we evaluated the per-

formance over the independent test set, when the model was trained with the learned

parameters in Table 6.5 on the five training sets that we used in five-fold cross validation

(note that the validation sets were not used).

The final CI score was reported as the average of these five results. Keras with

Tensorflow [189] back-end was used as development framework. Our experiments were

run on OpenSuse 13.2 (3.50GHz Intel(R) Xeon(R) and GeForce GTX 1070 (8GB)).

The work was accelerated by running on GPU with cuDNN [190].
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6.7.3. Results

In this study, we propose a deep-learning model that uses two CNN-blocks to

learn representations for drugs and targets based on their sequences. As a baseline

for comparison, the KronRLS algorithm and SimBoost methods that use similarity

matrices for proteins and compounds as input were used. The Smith-Waterman (S-W)

and PubChem Sim algorithms were used to compute the pairwise similarities for the

proteins and ligands, respectively. We then used these S-W and PubChem Sim simi-

larity scores as inputs to the FC part of our model (DeepDTA) to evaluate the model.

Finally, we used three alternative combinations in learning the hidden patterns of the

data and used this information as input to our DeepDTA model. The combinations

were (i) learning only compound representation with a CNN block and using S-W

similarity as protein representation , (ii) learning only protein sequence representation

with a CNN block and using PubChem Sim to describe compounds, and (iii) learning

both protein representation and compound representations with a CNN block. We call

the last combination used with DeepDTA the combined model.

Tables 6.6 and 6.7 report the average MSE and CI scores over the independent

test set of the five models trained with the same parameters (shown in Table 6.5) using

the five different training sets for Davis and KIBA datasets.

Table 6.6: The average CI and MSE scores of the test set trained on five different

training sets for the Davis dataset. The standard deviations are given in parenthesis.

Proteins Compounds CI (std) MSE

KronRLS [24] Smith-Waterman PubChem Sim 0.871 (0.0008) 0.379

SimBoost [25] Smith-Waterman PubChem Sim 0.872 (0.002) 0.282

DeepDTA Smith-Waterman PubChem Sim 0.790 (0.009) 0.608

DeepDTA CNN PubChem Sim 0.835 (0.005) 0.419

DeepDTA Smith-Waterman CNN 0.886 (0.008) 0.420

DeepDTA CNN CNN 0.878 (0.004) 0.261

In the Davis dataset, SimBoost and KronRLS methods perform similarly while
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the CI values for SimBoost is higher than that for KronRLS in the larger KIBA dataset.

When the similarity measures S-W, for proteins, and PubChem Sim, for compounds,

are used with the the fully-connected part of the neural networks (DeepDTA), the CI

drops to 0.79 for the Davis dataset and to 0.71 for the KIBA dataset. The MSE in-

creases to more than 0.5. These results suggest that the use of a feed-forward neural

network with predefined features is not sufficient to describe drug target interactions

and to predict drug target affinities. Therefore, we used CNN layers to learn represen-

tations of drugs and proteins to capture hidden patterns in the datasets.

Table 6.7: The average CI and MSE scores of the test set trained on five different

training sets for the KIBA dataset. The standard deviations are given in parenthesis.

Proteins Compounds CI (std) MSE

KronRLS [24] Smith-Waterman PubChem Sim 0.782 (0.0009) 0.411

SimBoost [25] Smith-Waterman PubChem Sim 0.836 (0.001) 0.222

DeepDTA Smith-Waterman PubChem Sim 0.710 (0.002) 0.502

DeepDTA CNN PubChem Sim 0.718 (0.004) 0.571

DeepDTA Smith-Waterman CNN 0.854 (0.001) 0.204

DeepDTA CNN CNN 0.863 (0.002) 0.194

We first used CNN to learn representations of proteins and used the predefined

PubChem Sim scores for the ligands. Using this combination did not improve the

results suggesting that use of a CNN architecture is not effective enough to learn from

amino acid sequences.

Then we used the CNN block to learn compound representations from SMILES

and used the predefined S-W scores for the proteins. This combination outperformed

the baselines on the KIBA dataset with statistical significance (p-value of 0.0001 for

both SimBoost and KronRLS), and on the Davis dataset (p-value of around 0.03 for

both SimBoost and KronRLS). These results suggested that the CNN is able to capture

more information than PubChem Sim in the compound representation task.

Motivated by this result, we tested the combined CNN model in which both



92

protein and compound representations are learned from the CNN layer. This method

performed as well as the baseline methods with CI score of 0.878 on the Davis dataset

and achieved the best CI score (0.863) on the KIBA dataset with statistical significance

over both baselines (p-value of 0.0001 for both). The MSE values of this model were

also notably lower than the MSE of the baseline models on both datasets. Even though

learning protein representations with CNN was not effective, combination of the two

CNN blocks for proteins and ligands provided a strong model.

Table 6.8: The average CI and MSE scores of the test set trained on five different

training sets for the BDB dataset. The standard deviations are given in parenthesis.

Proteins Compounds CI (std) MSE

KronRLS [24] Smith-Waterman PubChem Sim 0.814 (0.002) 0.939

SimBoost [25] Smith-Waterman PubChem Sim 0.853 (0.003) 0.485

DeepDTA CNN CNN 0.873 (0.009) 0.409

XGBoost CNN CNN 0.854 (0.002) 0.539

Table 6.8 reports the performance of DeepDTA on BDB dataset in which the

best performance was obtained with DeepDTA. However, when the combined protein-

ligand features (192-dimensional) that are learned through the separate CNN blocks

were fed into the XGBoost algorithm, instead of the using the FFNN, the performance

decreased dramatically in both datasets. This might be due to FFNN module being

simply better than XGBoost algorithm at interpreting the CNN-based features.

In an effort to provide a better assessment of our model, we measured the perfor-

mances of DeepDTA with two CNN modules and two baseline methods with two dif-

ferent metrics as well, namely r2m index and The Area Under Precision Recall (AUPR)

score. AUPR is adopted by many studies that utilize binary prediction. In order to

measure AUPR based performances, we converted the quantitative datasets into bi-

nary datasets by selecting binding affinity thresholds. For Davis dataset we used pKd

value of 7 as threshold (pKd ≥7 binds) similar to [25]. For KIBA dataset we used

the suggested threshold KIBA value of 12.1 [25, 158]. Tables 6.9 and 6.10 depict the

performances of DeepDTA with two CNN modules and two baseline methods on Davis
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and KIBA datasets, respectively.

Table 6.9: The average r2m and AUPR scores of the test set trained on five different

training sets for the Davis data set. The standard deviations are given in parenthesis.

Proteins Compounds r2m (std) AUPR (std)

KronRLS [24] Smith-Waterman PubChem Sim 0.407 (0.005) 0.661 (0.010)

SimBoost [25] Smith-Waterman PubChem Sim 0.644 (0.006) 0.709 (0.008)

DeepDTA CNN CNN 0.630 (0.017) 0.714 (0.010)

The results suggest that both SimBoost and DeepDTA are acceptable models for

affinity prediction in terms of r2m value and DeepDTA performs significantly better than

SimBoost in KIBA dataset in terms of r2m (p-value of 0.0001) and AUPR performances

(p-value of 0.0003).

Table 6.10: The average r2m and AUPR scores of the test set trained on five different

training sets for the KIBA data set. The standard deviations are given in parenthesis.

Proteins Compounds r2m (std) AUPR (std)

KronRLS [24] Smith-Waterman PubChem Sim 0.342 (0.001) 0.635 (0.004)

SimBoost [25] Smith-Waterman PubChem Sim 0.629 (0.007) 0.760 (0.003)

DeepDTA CNN CNN 0.673 (0.009) 0.788 (0.004)

Figure 6.7 illustrates the predicted against measured (actual) binding affinity

values for Davis and KIBA datasets. A perfect model is expected to provide a p = y

line where predictions (p) are equal to the measured (y) values. We observe that

especially for KIBA dataset, the density is high around the p = y line.



94

Figure 6.7: Predictions from DeepDTA model with two CNN blocks against measured

(real) binding affinity values for Davis (pKd) and KIBA (KIBA score) datasets.

6.8. Conclusion

In this chapter, we introduced two works that we propose to solve drug-target

binding affinity prediction problem. In the first work, we adopted a machine learning

based approach in which XGBoost was used as the prediction algorithm. The novelty of

this method was its use of only SMILES strings to predict the strength of the binding.

Furthermore, different chemical word identification techniques and their effects on the

prediction performance were investigated.

In the second work, DeepDTA, we utilized a deep-learning based methodology for

prediction. In this model, two symmetric CNN modules were used to extract features
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from the sequences of proteins and compounds. Therefore, instead of explicitly defining

chemical words, CNN modules extracted the features from the raw sequences.

The results indicated that DeepDTA provided the best performance on three of

the interaction datasets compared to state-of-the-art machine learning systems, Kro-

nRLS [24] and SimBoost [25]. However, when features that are extracted via CNN

modules were fed into XGBoost algorithm, the performance of the DeepDTA dropped

considerably. This might be indicator of artificial neural network as the prediction sys-

tem was better at explaining the features that are extracted by CNN than XGBoost

algorithm.

The ligand-centric prediction system, ChemBoost, yielded to better evaluation

values than KronRLS and either better or close performances to SimBoost algorithm,

which utilizes protein sequence and network-based interaction statistics for prediction.

We were able to predict drug-target binding affinity using only SMILES strings without

using any protein sequence or structure information. As expected, using only the high

affinity ligands in the protein representation provides a significantly better performance

than using all available or tested ligands. Furthermore, the investigation of different

word identifaction techniques showed that 8-mers and BPE-based segments provides

similar performances, whereas MCS words cover much smaller chemical space, and fails

to provide an efficient ligand representation.

The power of the ligand based representation lies in its ability to describe func-

tional properties of a protein. A limitation of our approach is that it is only available

for datasets that have proteins with at least one ligand interaction. On the other hand,

structure based prediction tools are limited by the small number of protein - drug

complex structures. Our results suggest that adding our ligand centric approach to

approaches that utilize orthogonal pieces of information such as 3D structure of the

complex, or binding site residues on the protein can provide significant depth to our

understanding of the mechanism of protein - drug recognition.
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7. TOOLS

In this chapter, the products of the approaches that are discussed in Chapters 4,

5 and 6 are introduced.

7.1. SMILESVec

SMILESVec is a ligand representation methodology that is built upon learning

embeddings for the chemical words [36]. The source code of SMILESVec is written in

Python language [191]. The users can create SMILESVec representations for their com-

pounds or SMILESVec-based protein representations for their proteins. Figure 7.1A

illustrates the pipelines for constructing ligand and ligand-based protein embeddings.

Figure 7.1: (A) Creating SMILESVec for a given list of SMILES strings. (B) Creating

SMILESVec-based protein vectors for a given list of UniProt IDs.
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Both pipelines require a pre-trained “chemical” word (i.e. 8-mers) embedding

file in order to compute ligand and protein vectors. These pre-trained embeddings are

available online as well:

• word-level (8-mer) embeddings trained on ChEMBL23 available at [192].

• word-level (8-mer) embeddings trained on PubChem available at [193].

• char-level (1-mer) embeddings trained on ChEMBL23 available at [194].

• char-level (1-mer) embeddings trained on PubChem available at [195].

The user can train their own embeddings on a different corpus with different parame-

ters. The instructions are available at [196].

7.1.1. Requirements

The following environments/tools should be installed in order to run the SMILESVec

package:

• Python 2.7.x or Python 3.x

• numpy

• sklearn

• chembl webresource client

• gevent==1.2.2

• greenlet==0.4.12

• pickle

7.1.2. Usage

get SMILESVec for a given SMILES set. For a list of SMILES strings,

it outputs the corresponding SMILESVec for each SMILES in a pickle file named

“smiles.vec”. The following code runs for “smiles sample.txt” file under utils folder.

The user needs to either modify this file or name their input “.txt” file with the same

name.



98

python getsmilesvec.py [embedding file name]

get SMILESVec-based representation for a given protein UniProt ID

. To build a SMILESVec-based protein vectors, the user shpuld provide a list of

UniProt IDs of the desired proteins. The script first converts UniProt IDs to ChEMBL

targets, and searches for interacting ligands of each protein. The output is a pickle

file (“prot.vec”) which contains corresponding SMILESVec-based protein vectors for

each UniProt ID, if they have at least one interacting ligand. Otherwise the output

is “None”. The following code runs for “prots sample.txt” file under utils folder. The

user needs to either modify this file or name their input “.txt” file with the same name.

python getligprotvec.py [embedding file name]

7.2. DeepDTA

DeepDTA is a CNN-based deep learning approach to predict drug-target binding

affinities through text-based representations [38]. The source code is written in Python

language. DeepDTA is publicly available at [197] as a Python package. The perfor-

mance of the DeepDTA is reported on Davis [159] and KIBA [158] datasets in the

original article [38]. The user can either reproduce these results or employ DeepDTA

to predict the binding affinities of their own data.

7.2.1. Requirements

DeepDTA is dependent on the following tools:

• Python 3.X

• Keras 2.x

• Tensorflow 1.x

• numpy
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• matplotlib

7.2.2. Reproducing the Original Results

If the user simply wants to reproduce the original results with Davis and Kiba

datasets, the following script can be executed. seq window lengths and smi window lengths

arguments can take a list of kernel sizes, if users want to experiment with.

python run experiments.py

–num windows 32

–seq window lengths 8

–smi window lengths 4

–batch size 256

–num epoch 100

–max seq len 1000

–max smi len 100

–dataset path “data/kiba/”

–isLog 0

–log dir “logs/”

7.2.3. Use of New Datasets

The use of new train/test datasets with DeepDTA model is explained at [198].

Training set

• DTC is a a subset of data collected from [199] that only contains pKd binding

affinity values. DTC can be used as a training set, if the user wants to train a

model based on pKd binding affinity values. The user should download the pickle

file, Y, which stores binding affinity values from the address [200], and place “Y”

under DTC folder in order to utilize DTC as a training set.
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• The user also can use his/her own training set. In that case, line 552 in

“run experiments.py” file should be un-commented. Otherwise, the script as-

sumes that DTC will be used as a training set.

prepare new data(FLAGS.test path, test=False)

Test set. The script assumes that the test set is provided by the users. The set

contains three files that store information for ligands, proteins, and binding affinity,

respectively. Binding affinty file, Y, can either be empty or filled with real interaction

strength values.

ligands.tab: each line contains tab-seperated ligand ID and corresponding SMILES

of the ligands in the dataset.

proteins.fasta: FASTA inputs for each protein in the dataset.

Y.tab: tab-separated binding affinity file (drugs x proteins matrix). The number

of rows corresponds to the number of drugs and the number of columns is equal to the

number of proteins. This can be all 0s if one wants to predict binding affinity values

for the unknown data. Or you can simply use the known affinity values for each drug-

protein pair in which unknown interactions are indicated as “nan”.

Example Y for predicting unknown protein-drug interactions



0 0 0 . 0

0 0 0 . 0

0 0 0 . 0

. . . . .

0 0 0 . 0
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Example Y for predicting known + unknown protein-drug interactions


8.1 2 12 nan 15 . 50

4 4.3 5 14 nan . nan

. . . . . . .

nan 2.2 5 8 12 . 0.2



The script below provides an example of how a user can run the script for train-

ing/testing their own data.

python run experiments.py

–num windows 32

–seq window lengths 8

–smi window lengths 4

–batch size 256

–num epoch 100

–max seq len 1000

–max smi len 100

–train path “data/DTC/”

–test path “data/mytest/”

–isLog 0

–log dir “logs/”

7.2.4. Arguments

The arguments of DeepDTA Python scripts are explained as follows:

• –num windows indicates the number of kernels in CNN blocks for proteins and

ligands.

• –seq window lengths indicates the size of kernels in CNN block for proteins.

• –smi window lengths indicates the size of kernels in CNN block for ligands.
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• –batch size the number of training samples considered per parameter update.

• –num epoch defines the number of times the model observes all training data.

• –max seq len is the length of maximum protein sequence that is allowed. The

sequences longer than this value are cut, and shorter than this value are padded.

• –max smi len is the length of maximum ligand SMILES that is allowed.

• –log dir is the directory where the training and test results are saved.

• –isLog is a flag to indicate whether Y values will be transformed into log form. 0

indicates negative, whereas 1 indicates positive.

• –test path is the argument to use when a user wants to use their own test set.

• –train path is the argument to use when a user wants to use their own training

set.

• –dataset path is the argument that sets the datasets path when user wants to

reproduce the original results.

7.3. PLITOOL

The ligand representation method SMILESVec is actively used in a web tool,

Protein-Ligand Interaction Tool (PLITOOL) which enables its users to collect protein-

ligand interactions from databases and build networks.

PLITOOL focuses on providing a ligand-centric perspective to PPIs instead of

aiming to cover all PPIs. It combines two useful functionalities: (i) automatic collection

of P-L (Protein-Ligand) interaction information from UniProt [69] and ChEMBL, and

(ii) network representation of protein-protein interactions (PPIs) based on the ligand-

centric network models (LCN) that we previously proposed [35]. The identity based

LCN connect a pair of proteins if they have a ligand in common. In the similarity based

LCN, PPI network is built based on the pairwise chemical similarity of the ligands

that proteins bind to. PLITOOL presents a user friendly environment to collect P-L

interaction data of a given protein or a protein family and allows the construction of

LCN with an option to use SMILESVec [36], which is a high dimensional real-valued

vector representation, for compound similarity calculations. Stand-alone versions of

both collecting P-L interactions and LCN are available under the respective web-pages
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in the PLITOOL web-server.

7.3.1. PLITOOL Features

PLITOOL is a combined online platform to collect P-L interaction information

and to perform and visualize PPIs on a ligand-centric network (LCN) model [201].

Figure 7.2: PLITOOL main screen. A) Protein-related queries and organism (op-

tional). B)The activity types and ranges. C) Network types and similarity calculation

method if similarity network is chosen. D) Out file contains interactions between

proteins based on the similarity of their interacting ligands. E) Visualization of the

network given in (D).

Figure 7.2 illustrates main user input screen of PLITOOL. PLITOOL allows its

users to collect ligand-centric information by using any query allowed in UniProt such as

protein/protein-family names, UniProt identifiers (IDs), Gene Ontology identifiers [202]

or Enzyme Classification numbers for their choice of organism which is also optional

(Figure 7.2A). Then, users are expected to choose at least one type of activity such

as Ki, Kd, IC50 etc. and a range of values to obtain P-L interactions (Figure 7.2B).

Once the interaction list is extracted, a LCN is built either based on identity of shared

ligands or their similarity. If a user decides to obtain results for similarity LCN, they

are expected to choose their preferred algorithm to compute ligand similarity (Figure
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7.2C). Ligand similarity can be calculated by MACCS [203], LINGO (a sub-sequence

based similarity method) [142] and SMILESVec [36] methods.

PLITOOL collects the corresponding P-L interaction information, which is for-

matted as | Protein Name < tab > Ligand ChEMBL Id < tab > Ligand SMILES |, by

using BioServices python package [204] and ChEMBL web client [205] to connect the

UniProt and ChEMBL databases, respectively. This interaction information format is

then used to build identity and similarity LCN [35]. The output of the LCN are pro-

tein interaction networks formatted as | Protein Name < tab > Interaction Information

< tab > Protein Name < tab > Interaction weight | (Figure 7.2D). This output format

is compatible with network visualization tools such as Cytoscape [206]. Figure 7.2E

provides the final network that is visualized in PLITOOL using Cytoscape interface. It

displays the weighted similarity protein interaction LCN output of the inputs depicted

in Figure 7.2. Depending on the number of interacting ligands, computation time of

these methods can increase, especially for similarity LCN since it uses the pairwise

similarity of the interacting ligands. Building the identity network takes 142 seconds

for 8 proteins with 500 ligands while building the similarity network takes 180 seconds

for the same set of P-L using SMILESVec as ligand similarity metric. Users can provide

an e-mail address to which result files in zipped format will be forwarded.

7.3.2. Summary

PLITOOL is an online web interface for exploring protein-protein interactions

with a ligand-centric approach. We provide ligand interactions for a protein of interest

and build ligand-centric networks either by using ligand sharing or ligand similarity

information and also enable the visualization of these networks either through our vi-

sualization interface powered by Cytoscape or other network visualization tools. PLI-

TOOL is useful for any researcher that is interested in collecting P-L interaction data

and to further investigate these interactions with LCN-based PPI models. With the

help of network analysis tools, researchers can perform many different operations on

these networks such as clustering or detecting important/hub proteins.
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8. CONCLUSION

8.1. Summary of Contributions

This thesis had a main goal of understanding the interactions between proteins

and compounds through their textual representations, and we investigated this goal

under three perspectives: (i) representation of the compound, (ii) representation of the

protein, and (iii) the prediction of the interaction strength between proteins and com-

pounds. Chapters 4 and 5 describe the work we did to target the first two perspectives,

and introduce two novel text-based representation approaches. Chapter 6 explains two

different text-based methodologies that we proposed to address the binding affinity pre-

diction task. The approaches introduced in this thesis are available online as Python

tools which are explained in detail in Chapter 7.

Although proteins and compounds can be expressed in different forms such as 2D

and 3D, the major advantage of the 1D representation (or the textual form) is that it is

available for every molecule, unlike the 3D representation. Furthermore, even though

comprising almost as much information as available in 2D, the simplistic nature of tex-

tual information makes it easier to process. This in turn makes processing of textual

representations computationally less expensive compared to 2D and 3D representa-

tions. We hypothesize that, much like natural languages, sequences of proteins and

compounds have their own alphabets and, most likely, grammars. Therefore, attempts

to extract knowledge from these sequences is no different than assigning meaning to

the text in a natural language. The linguistic properties of protein sequences [207]

and compounds [156] have been investigated in early studies, reporting and underlying

lingiustic patterns. The text-based systems that we introduced in this thesis achieved

the state-of-the-art performances in the protein clustering and binding affinity predic-

tion tasks. These results showed that textual forms of these bio-chemical entities indeed

encode effective information to model solutions to bio/cheminformatics problems.

In Chapter 4 we introduced a text-based ligand representation method, that we
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named as SMILESVec. SMILESVec was inspired from the analogy between a document

and the textual form of a chemical, SMILES. Much like words describing the content

of a document, we suggested that a SMILES text might contain meaningful textual

units (i.e. chemical words). Consequently, we extracted words from SMILES strings as

k-mer which is one of the most widely adopted approaches in NLP to identify words.

Our initial experiments suggested that 8-mer could be an alternative for a chemical

word, which is in agreement with the findings of Wozniak and co-workers [89], who

reported the length of the common substructures vary between 8-12. We also observed

that 8-mers extracted from a large SMILES corpus follow the Zipf’s Law, which is a

power law to which most natural languages conform. We then proposed to utilize the

Word2Vec algorithm, which learns distributed high level representations for the words

when trained on a very large corpus. The representations of the words contain syntactic

and semantic relatedness stemming from the concept in which Word2Vec considers the

neighbor words within a given window range. Thus, we trained Word2Vec on a large

SMILES corpus in which each SMILES is decomposed into its chemical words (i.e. 8-

mers). We hypothesized that the representations that are learned through Word2Vec

might help capture the relations between the chemical words. Finally, the chemical

word representations were combined into a compound representation via averaging,

building the SMILESVecs. To our knowledge, SMILESVec presented one of the first

attempts at using the textual SMILES form directly to build a representation through

words. SMILESVec achieved similar performances to knowledge-based fingerprints of

compounds. We should add that a data-driven representation such as SMILESVec,

has the flexibility of generating task specific representations rather than generating a

universal ligand representation.

Protein sequence similarity is not always a good indicator of functional similarity.

With the aim of capturing the functional and mechanistic properties of proteins, a novel

approach to represent proteins using their interacting ligands is proposed. In Chap-

ter 5 we proposed a novel methodology to represent proteins using their interacting

ligands. Earlier studies reported a correlation between the architecture of the protein

and the ligand [123], while much recent works in which interacting ligands are used

to detect protein similarity also arrived at similar conclusions [34, 35, 125]. Motivated
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by these works, we proposed a ligand-centric protein representation in which proteins

are described through their interacting ligands. Such approach requires the correct

representation of ligands, and for that, we utilized SMILESVec. The proteins are rep-

resented with the SMILESVec vectors of their interacting ligands. This new protein

representation method is evaluated for the task of protein clustering. The results show

that, even though protein sequence information is not used, similar F-measure perfor-

mance is obtained for this task compared to state-of-the-art sequence-based protein

representation methods. Further analysis, revealed that ligand-based protein repre-

sentation is able to cluster proteins from the same family even when they have low

sequence similarity.

The performance of the SMILESVec-based protein representation was assessed

on the protein family/super-family classification task using TransClust and MCL algo-

rithms [36]. In super-family/family clustering of SCOPE A-50 dataset, the proposed

representation (0.678/0.729) performed similarly to ProtVec (0.681/0.739), a state-of-

the-art sequence based protein representation technique, and over-performed BLAST

e-value (0.350/0.500) in terms of the F-measure metric with the TransClust algorithm.

SMILESVec was compared to two widely-used fingerprints, ECFP6 and MACCS, as

well, in which they yielded close F-measure scores. These results also indicated that

regardless of the ligand representation methodology, ligand-centric protein representa-

tion might be a promising alternative to protein sequence based methods. It is also

noteworthy that the ligand-centric approach was as well as sequence-based systems, in

classifying a dataset that was created based on sequence/structure similarity informa-

tion. In conclusion, we were able to define proteins based on their interacting ligands

without requiring sequence or structure information.

We should, however, mention that ligand-centric nature of the proposed protein

representation method limits the biological space of proteins to the ones that have at

least one interacting ligand. We hypothesize that ligand-based protein representation

might be especially useful in predicting possible ligands with which the protein can

interact.
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With this hypothesis in mind, we focused on the drug-target interaction predic-

tion task in which the ligand and protein representation methods are combined. In

the first half of Chapter 6, we introduced a chemical-language based prediction system

which is solely built upon chemical words. For ligands, SMILESVec representation

was used, while proteins were described through the SMILESVecs of their interacting

ligands. The original protein representation [36] was updated such that proteins are

represented with their high affinity ligands (strong binding, SB). As this work was

based on chemical words, we investigated the application of different word identifica-

tion techniques other than k-mers, which are Maximum Common Substructures (MCS)

and Byte-Pair Encoding (BPE). MCSs were created based on the maximum common

substructures that are extracted from the 2D representations a pair of molecules, and

expressed as a SMILES sub-sequences. We used pre-constructed MCS vocabulary

that was kindly provided by Wozniak and co-workers [89]. BPEs, on the other hand,

were created based on the frequency of characters and sub-sequences. We created

SMILESVecs with the chemical words designed as 8-mers, MCSs, and BPE-based seg-

ments. We evaluated the performance of chemical-word based prediction system on

two datasets, KIBA and BDB, using the XGBoost algorithm.

The state-of-the-art machine learning methods with which we compared the pro-

posed system were KronRLS [24] and SimBoost [25]. Both methods utilized S-W simi-

larity score to represent proteins and PubChem 2D-based similarity for ligand descrip-

tion. SimBoost further integrated network-based statistics to the prediction system.

We first compared the performance of SMILESVec-based ligand representation and

PubChem using XGBoost algorithm. In both BDB and KIBA datasets, SMILESVec

provided comparably better values in terms of CI, MSE, and AUPR metrics. We

also observed that with SMILESVec as ligand representation method, S-W based pro-

tein representation and SMILESVec-based representation yielded close performance in

KIBA and better MSE value in BDB datasets. In KIBA dataset, BPE-based words

and 8-mers yielded to close performances in terms of MSE metric, out-performing the

KronRLS baseline [24] and performing as well as SimBoost [25]. MCS-words based

prediction system performed the worst. A similar trend was observed in BDB dataset

as well. These results indicated that ligand-based protein representation was as strong
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as S-W similarity based protein representation. In terms of word identification meth-

ods, BPE and 8-mers were comparable whereas MCS words was not as informative

as the other two. MCS words, although comprising a 68K vocabulary, were not that

common in the corpus that we utilized to train Word2Vec. The embedding vectors

were generated for only about 11K of them. For instance, the average number of MCS

words that are extracted from the compounds of BDB dataset was 4.2, whereas they

were 10.4 and 69.1 for BPE-based words and 8-mers, respectively. Thus, we can sug-

gest that MCS were not rich enough to describe compounds, whereas BPE was able to

to describe the compounds as well as 8-mers while using less number of words.

We also investigated a recent syntax, DeepSMILES [52], which is introduced to

overcome the challenges the SMILES syntax brings with the branch and ring symbols.

The prediction system that is built upon 8-mers extracted from DeepSMILES per-

formed better (0.843/0.213/0.783) than SMILESVec (8-mer) (0.838/0.221/0.770) based

system in three metrics, CI, MSE and AUPR, respectively, in KIBA dataset. In BDB

dataset, however, DeepSMILES-based system performed similarly to SMILESVec-based

system.

We should note that, integrating weights to the chemical words in protein rep-

resentation via computing their Inverse Document Frequency (IDF) in both local and

global scale did not result in an increase in the performance. In the local scale, we

assigned the IDF value based on the number of proteins they are observed in, whereas

in the global scale IDFs were computed based on the occurences of the chemical words

in the SMILES corpus (1.7M). Another alternative might be to consider the number

of chemical words in the strong binding ligands over the number of all ligands to be

the IDF value.

In the second half of Chapter 6, we introduced a deep-learning based prediction

system, DeepDTA [38], which, instead of extracting words explicitly, aims to learn

implicit patterns via Convolutional Neural Networks (CNN) from the raw sequences of

proteins and compounds. In DeepDTA, abstract features were extracted from protein

sequences and SMILES through CNN blocks, which were then combined and fed into a
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feed forward neural network (FFNN) to perform binding affinity prediction. We com-

pared the performance of the DeepDTA against the baseline state-of-the-art machine

learning methods KronRLS and SimBoost, as well as, our proposed method that de-

pends on chemical words to describe the protein-ligand interaction. In both datasets,

KIBA and BDB, DeepDTA provided the best performance in terms of MSE and AUPR

metrics.

We investigated whether the features that are extracted via CNN are the sole

reason in the increased performance by using XGBoost as predictor instead of FFNN.

Surprisingly, CNN blocks combined with XGBoost yielded a decrease in the perfor-

mance, indicating that the prediction module is important to evaluate and to utilize

the features. We should also note that proteins were difficult to represent through CNN

due to the high signal-to-noise ratio (i.e. the ratio of informative sequences about the

binding information were low compared to the length of full sequence). In Chapter 6,

we concluded that even though deep-learning based methodologies were good at reach-

ing state-of-the-art performances, both the feature extraction and prediction modules

have complementing power on the prediction performance of the system. The integra-

tion of the word-based inputs might improve the performance of the whole system as

reported in our preliminary work, WideDTA [208].

In this thesis, we focused on the processing of textual representations of chemical

data in order to bring hidden knowledge to light. We presented two novel representa-

tions for proteins and compounds that can be used in any bio/cheminformatics task

that involves the use of these components. These methodologies were purely text-

based, which increase the availability of these systems unlike the systems that depend

on 3D-information. We further introduced two protein-ligand binding affinity pre-

diction systems that can be applied to any related dataset with available sequence

information.
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8.2. Future Work

In this thesis, we introduced four text-based systems to model interactions be-

tween compounds and ligands: (i) a novel ligand presentation, SMILESVec, (ii) a novel

ligand-based protein representation, (iii) two systems to predict the binding affinity of

protein-ligand interactions.

In Chapter 4, we proposed a distributed representation, SMILESVec, for ligands

based on their SMILES text. SMILESVec was centered around the idea of extracting

chemical words from the SMILES, which were then used to train Word2Vec algorithm.

Even though creating representations based on the neighboring words of a target word,

the Word2Vec algorithm might still not be enough to integrate the contextual infor-

mation. For instance, a chemical word might act differently based on the chemical and

the group of chemical words it appears with. In such cases, contextual embeddings

such as ELMo [209] and BERT [210] might be quite useful. Unlike Word2Vec-based

representations, contextual representations are not fixed, and have the ability to change

considering the context the word appears in. The integration of contextual represen-

tations might improve the effectiveness of SMILESVec and SMILESVec-related tasks

such as ligand-based protein representation that we introduced in Chapter 5.

The ligand-based protein representation yielded similar performance to state-of-

the-art protein representation that is based on amino-acids sequences without the use of

sequence/structure information. However, this representation is only available for pro-

teins with at least one interacting ligand. In order to address this limitation, a future

direction to follow might be to integrate the sequence/structural similarity information

to predict ligand-based representation for those proteins. The use of sequence/structure

information along with the ligand-based representation might be another revenue of

future work. Another point is that the success of ligand-based systems depend on how

well chemical words are described. In this thesis, we explored three different word

identification techniques (i.e. k-mers, BPE, and MCS). k-mers and BPE-based words

provided similar performances in ChemBoost, a protein-ligand binding affinity predic-

tion system. However, a more intelligent hybrid system which combines a data-driven
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approach with expert knowledge might provide a better word identification strategy.

This in turn, might directly affect the performances of systems that depend on chem-

ical words such as SMILESVec and ChemBoost. We introduced two binding affinity

prediction systems for protein-ligand interaction in Chapter 6. ChemBoost utilized

only chemical words to design the interaction system, whereas DeepDTA utilized the

whole SMILES and protein sequences instead explicitly identifying words. Most often,

a prediction system is interpreted based on the prediction results. Deep-learning ar-

chitectures are quite powerful when there is large enough data to learn from, and often

comprises large number of layers and nodes to extract abstract features from the in-

puts. However, the complexity of these systems makes their explainability all the more

challenging. With DeepDTA, we tried to assess how well CNN extracted features from

protein and ligand sequences, and the results showed that protein sequences were more

difficult to model compared to SMILES. These experiment-based tests provide only

limited information about the cases for which the deep-learning system has difficulties

to model the input. A recent work by Jacovi and co-workers [211] attempts to under-

stand how CNNs work in text classification. The authors connect the maximum scores

chosen by the max-pooling layer to the original n-grams. Integrating such system to

DeepDTA might help us to detect important sub-sequences of proteins and SMILES

that are highlighted by CNN modules.
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197. Öztürk, H., A. Özgür and E. Ozkirimli, “DeepDTA source code”, https:

//github.com/hkmztrk/DeepDTA, 2019, accessed on March 10, 2019).



136
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APPENDIX A: PRELIMINARY RESULTS FOR

DESIGNING CHEMICAL WORD LENGTH

Our initial design choice for 8-mer was originated from the following preliminary

work on drug-target interaction task, in which compounds were represented as the

combination of the embeddings of chemical words which varied in size ranging between 4

to 12. We also reported the performance of the words that were created via BRICS rule

based fragmentation as well as PubChemFP. KronRLS [24] was used as the prediction

model and Davis [159] was utilized as the benchmark dataset.

Table A.1: Comparison of distributed compound vectors for drug-target binding affinity

task using KronRLS algorithm in terms of Concordance Index (CI) scores.

Compound Protein CI score

PubChem Sim S-W 0.883

4-mer (avg) S-W 0.879

5-mer (avg) S-W 0.882

6-mer (avg) S-W 0.882

7-mer (avg) S-W 0.883

7-mer (minmax) S-W 0.887

8-mer (avg) S-W 0.884

8-mer (minmax) S-W 0.890

9-mer (avg) S-W 0.883

11-mer (avg) S-W 0.882

12-mer (avg) S-W 0.883

BRICS S-W 0.857

PubchemFP S-W 0.837

NULL S-W 0.5

The results on Table A.1 indicated that that the word-embeddings representation

with word lengths of k=7,8 performed well for compounds.




