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ABSTRACT

3D FACE REGISTRATION USING MULTIPLE AVERAGE

MODELS

Three dimensional (3D) face recognition is a frequently used biometric method

and its performance is substantially dependent on the accuracy of registration. In

this work, we explore registration techniques. Registration aligns two faces and make

a comparison possible between the two surfaces. In the literature, best results have

been achieved by a one-to-all approach, where a test face is aligned to each gallery

face separately. Unfortunately, the computational cost of this approach is high. To

overcome the computational bottleneck, we examine registration based on an Average

Face Model (AFM). We propose a better method for the construction of an AFM. To

improve the registration, we propose to group faces and register with category-specific

AFMs. We compare the groups formed by clustering in the face space with the groups

based on morphology and gender. We see that gender and morphology classes exist,

when faces are categorized with the clustering approach. As a result of registering via

an AFM, it is possible to apply regular re-sampling on the depth values. With regu-

lar re-sampling, improvements in recognition performance and comparison time were

obtained. As another factor causing diversity in the face space, we explore expression

variations. To reduce the negative effect of expression in registration and recognition,

we propose a region-based registration method. We divide the facial surface into several

logical segments, and for each segment we create an Average Region Model (ARM).

Registering via each ARM separately, we examine regional recognition performance.

We see that even though some regions such as nose or eye area are less affected by

expression variations, no single region is sufficient by itself and the use of all regions

is beneficial in recognition. We experiment with several fusion techniques to combine

results from individual regions and obtain performance increase.
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ÖZET

ÇOKLU ORTALAMA MODELLERLE ÜÇ BOYUTLU YÜZ

KAYITLAMA

Sıkça kullanılan biyometrik yöntemlerden biri olan 3B yüz tanımanın başarımı,

büyük ölçüde kayıtlamanın doğruluğuna bağlıdır. Bu çalışmada kayıtlama yöntemlerini

inceledik. Kayıtlama, yüz yüzeylerinin hizalanmasını sağlayarak karşılaştırma yapmayı

mümkün kılar. Literatürde en iyi sonuçlar, bir test yüzünün tüm galeri yüzleriyle

ayrı ayrı hizalanmasına dayanan birden-tüme kayıtlama yaklaşımıyla elde edilmekte-

dir. Ancak bu yöntemin zaman karmaşıklığı çok yüksektir. Bu sorunu aşmak için,

ortalama yüz modeline dayalı kayıtlama yöntemlerini inceledik. Ortalama yüz mod-

eli oluşturmak için daha başarılı bir yöntem önerdik. Ortalama yüz modeli tabanlı

kayıtlamayı geliştirmek için, yüzleri gruplayarak kategoriye ait ortalama modeller ile

kayıtlama yapmayı önerdik. Şekil uzayında topaklama sonucu oluşan gruplarla, mor-

foloji ve cinsiyet bilgisine dayanan grupları karşılaştırdık. Topaklama sonucu, mor-

foloji ve cinsiyete dayalı gruplaşmanın da varolduğunu gördük. Ortalama yüz mode-

line dayalı kayıtlama sayesinde, kayıtlama sonrasında derinlik değerlerinin eşit aralıklı

örneklenmesi mümkün oldu. Bu yöntem, hem tanıma başarımında hem de karşılaştırma

hızında artış sağladı. Yüz uzayında çeşitliliğe neden olan diğer bir etken olarak ifadeyi

inceledik. Kayıtlama ve tanıma başarımlarında düşüşe neden olan ifadenin etkisini

azaltmak için, bölgesel modellerle kayıtlama yapmayı önerdik. Bu nedenle yüzü an-

lamlı bölgelere bölerek, her bir bölge için ayrı bir ortalama bölge modeli elde et-

tik. Her bir bölge modeliyle ayrı ayrı kayıtlama yaparak, bölgesel tanıma sonuçlarını

inceledik. İfade değişimlerinden daha az etkilenmesine rağmen, burun ya da göz

çevresi bölgesinin tek başına yeterli olmadığını ve tüm bölgelerin kullanımının tanıma

başarımını arttırdığını gördük. Bu nedenle bölgesel kayıtlama sonuçlarını tümleştirme

yöntemleriyle birleştirerek, tanıma performansını arttırdık.
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1. INTRODUCTION

Recognition of humans by computers, has attracted increasing interest especially

over the last 20 years. The main application areas are security systems that are required

for a wide variety of applications ranging from international border crossing to database

security. Automatic recognition of identities also plays an important role in Human-

computer interaction systems.

In identity management systems, the task of determining the correct identity of

a person is critical. Identity representation systems utilizing a password of an identifi-

cation card are not reliable, since these representations can easily be forgotten or lost,

shared with unauthorized acquaintances, or stolen by malignant parties. To overcome

these difficulties, identity management system studies have moved towards the use of

biometrics.

In biometric studies, methods are developed to recognize human beings from their

intrinsic or behavioral characteristics. Commonly used biometrics include fingerprint,

face, iris, hand geometry, voice, palm-print, handwritten signatures and gait. Iris and

fingerprint biometrics offer great accuracy when cooperative subjects who do not will-

ingly mislead the acquisition process are present. Human recognition systems that are

based on face information have several advantages over other biometrics: The main

advantage of face recognition emerges in the acquisition process, where the acquisi-

tion of faces is a non-intrusive process requiring no contact with the subject. The

recent studies [1] also showed that the performance of face recognition have reached a

level where it is comparable with the high accuracies obtained from iris or fingerprint

recognition systems. It is also stated that the computer-aided recognition of faces has

overtaken the accuracy of recognition of faces by humans.
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1.1. Terminology

Before going on, some terminology used widely in the face recognition studies

is defined in this section for clarification. Recognition can signify different scenarios.

The term “recognition” is often used to denote “identification” scenarios. Another

scenario can be “authentication” or sometimes referred to as “verification”. In both

scenarios, a set of faces with known identities are present and this set is referred to as

the “gallery” set. The faces that are to be identified against the gallery are referred

to as the “probe” or “test” set. In recognition or identification, a probe face is tested

against the whole gallery set to determine the identity of the person. In authentication

or verification, a probe face is tested against only the gallery images with the claimed

identity and the face is accepted or rejected. In recognition tests, Cumulative Match

Characteristic (CMC) curves may be consulted. A CMC curve plots the percentage of

correctly matched probe faces as a function of the rank that is considered as a correct

match. In recognition studies, rank-1 recognition rates are reported. In verification

tests, Receiver Operator Characteristics (ROC) curves are studied. A ROC curve

summarizes the percentage of falsely rejected probes as a function of the falsely accepted

probes. Conceived from the curve, Equal Error Rate (EER), which is the percentage

of probes where the False Reject Rate (FRR) is equal to the False Accept Rate (FAR),

is often reported.

In face recognition, different representations can be used. In most of the studies, a

face is represented in two dimensional space and the representation is named “intensity

image” or “texture map”. In recent studies, three dimensional surface information has

been used. The 3D information can have various representations such as point clouds

giving 3D coordinates of facial points, range or depth images holding the distance or

depth values of a surface from the sensor, or wire-frame meshes where the 3D facial

surface is represented as a graph with 3D points as vertices with edges and faces

representing the surface.
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1.2. Motivation

We are interested in face recognition that exploits 3D facial data, because it is be-

lieved that the use of 3D information of facial surface leads to more accurate recognition

performances than the results obtained from the traditional two-dimensional intensity

images of faces. Medioni and Waupotitsch [2] state that by working in 3D space, they

surmount the constraints caused by the changes in the viewpoint and lighting condi-

tions. In [3], Hesher et al. express that by using 3D information, the changes in the

shape space can be captured without being effected by the lighting variations. Gordon

declares in [4], that depth and curvature features extracted from 3D space are more

advantageous over traditional 2D images because by 3D features surface information

can be more accurately described, especially for areas such as cheeks and forehead and

also because these features are not dependent on the viewpoint. In [5], Nagamine et al.

state that using 3D information instead of 2D gives the advantage of being irrelative of

changes caused by lighting and makeup. Chua et al. state in [6], that even though the

appearance of a face can be altered with makeup visually, the biometric information

still exists in 3D facial surface. As stated in [7], use of 3D geometric information allows

better handling of alterations caused by expression.

We are motivated to work on 3D data, because face is a 3D surface and the

examination of the geometry can lead to more accurate registration and recognition of

faces. By using 3D information, the effect of illumination differences can be avoided

and small pose changes can be rectified. The expression variations deform the facial

surface, thus the faces under presence of expressions can be analyzed comprehensively

when they are considered as 3D surfaces.

This work focuses mainly on registration of faces prior to recognition. It is nec-

essary to align two faces, before they can be compared. If the registration process is

executed on 3D information, more realistic and accurate alignments can be achieved.



4

1.3. 3D Face Recognition Literature Review

This literature review mainly focuses on the recognition studies that have per-

formed matching on the three-dimensional shape information of the face. Recent sur-

veys of earlier works in 3D face recognition area are given in [8] by Bowyer et al. and

in [9] by Scheenstra et al..

The earliest work done in 3D face recognition area dates back to the early 90’s

[4],[5],[10],[11]. Studies in this area has increased in number in the recent years. Most of

the earlier studies were on small data sets with a few number of subjects not exceeding

100 and on neutral and frontal faces. Therefore, in most of these researches, the

reported performances reached 100 percent recognition rates. Only a small number of

studies cover the variations in pose and expression [12],[13],[14],[15]. The algorithms

developed to cope with challenges caused by alterations in pose and expression space

are important if 3D recognition is to be performed with uncontrolled acquisition of

faces. The most recent works focus on these challenges [16],[17],[18].

1.3.1. Holistic Approaches

Some algorithms developed for 3D face recognition take face into account as a

whole. The face can be expressed in different representations in holistic methods.

In [19], Achermann et al. extend the use of two 2D face recognition approaches

to be used on range images: the Eigenface approach and the Hidden Markov Model

(HMM) approach. In the Eigenface method, the range images are transformed into

face space by Principal Component Analysis (PCA) and the base vectors formed from

the eigenvalues are used for similarity calculations. In the HMM method, feature

vectors are formed by using a sliding window that scans the image from top to bottom

and records the pixel value. The dataset used consists of 120 training and 120 test

images of 24 subjects each with ten images. The Eigenface approach with 100 per

cent performance outperforms the HMM method which has 90 per cent recognition

accuracy.
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In [6], Chua et al. propose to represent facial surfaces using point signatures. In

the registration phase, the facial parts with low registration error are identified as rigid

regions. These portions of the face that are less affected by expression are used in the

recognition phase. The tests run on a data set of six subjects with multiple scans of

four different facial expressions give 100 per cent performance.

In [20], Achermann and Bunke represent the facial range data in two different

ways, as point sets and voxel arrays. The Hausdorff distance, which is a similarity

measure of two point sets in 2D, is extended to be applied in 3D space. Registration is

carried out by fitting a plane to the set of points and transforming this plane to bring

the facial surfaces in alignment. A data set of 24 subjects, each with ten images of

different head orientations are used to test the methods and they achieve 100 per cent

recognition performance.

Hesher et al. [3] use PCA and Independent Component Analysis (ICA) to reduce

the dimensionality of range images. Prior to dimensionality reduction, images are

registered via some feature points extracted heuristically. The nearest neighbor rule

is applied on the reduced dimensions for identification. Experiments are run on the

FSU 3D face database with 37 subjects, each with six different expression scans. The

experiments include tests with a gallery containing one scan of each subject and a

gallery with multiple images of subjects.

Medioni and Waupotitsch [2] align 3D facial surfaces with the Iterative Closest

Point (ICP) algorithm. After the alignment, distances between the surfaces are com-

puted and classification is based on the distance map. A database of 100 subjects,

each with seven different head poses, is used and an EER better than two per cent is

obtained.

Pan et al. [21] explore verification approaches based on the Hausdorff distance and

Eigenfaces. The 3D facial surfaces are registered before comparison and the registration

phase is based on partial directed Hausdorff distance. Verification tests based on the

Hausdorff distance and PCA approaches are run on the 3D-RMA database including
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pose and expression variations and results of approximately four per cent and six per

cent EER values are reported on the two approaches, respectively.

In [22], Lee and Shim implement a recognition system based on the Depth-

Weighted Hausdorff Distance (DWHD) that encapsulates both the depth and the cur-

vature information. A dataset of 42 subjects each with two images is used for the

experiments and performances of 92.8 per cent, 97.6 per cent, and 92.6 per cent are

achieved with the DWHD method respectively on maximum, minimum and gaussian

curvatures.

Russ et al. [23] use Hausdorff metric, which is extended to be used for alignment

and matching of range images. Verification experiments are run on a dataset of 200

subjects with an additional 68 impostors in the probe set. A verification rate of 98 per

cent with a FAR of zero per cent is achieved. In recognition experiments, a subset of

30 subjects from this data set was used to obtain a performance of 93 per cent.

Bronstein et al. [12] develop an expression-invariant face recognition system, as-

suming that facial expressions can be defined as isometries of the neutral facial surface.

Isometric embedding of calculating geodesic distances between surface points is used

and multi-dimensional scaling is applied to model facial isometries. This approach is

problematic in cases of topology changes such as mouth opening and the tests were

run scans with closed mouths. A database of 30 subjects with 220 scans of varying ex-

pression and pose is considered and multiple images of subjects are used in the gallery.

They achieve a rank-1 recognition rate of 100 per cent and report that they are also

able to recognize identical twins with zero per cent error.

In [24], Russ et al. apply the Hausdorff metric for matching on range images.

The registration of faces prior to recognition is handled with an iterative procedure

similar to ICP. A subset of the Face Recognition Grand Challenge (FRGC) version 1

(v.1) face database is used for experimental purposes, where the gallery consists of 198

subjects that have multiple scans and the probe set contains only one probe image per

subject. 98.5 per cent rank-1 recognition performance and 93.5 per cent verification
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accuracy with 0.1 per cent FAR is reported.

In [7], Pan et al. apply PCA over range images where Region Of Interest (ROI) of

facial surfaces is automatically extracted. Prior to ROI extraction, nose tip localization

and axis of symmetry detection are used for alignment. Relative depth values, which

are pose-invariant, are mapped into a circular range image and PCA is applied. Rank-1

recognition rate of 95 per cent and an EER of 2.83 per cent is achieved on FRGC v.1

face database.

In [25], Lu et al. combine surface matching with appearance-based matching.

They apply a hybrid ICP algorithm in registering and matching phases of 3D facial

surfaces. In the hybrid ICP, two classical ICP algorithms, using point-to-point and

point-to-plane distances are the similarity metrics, where the first algorithm is used for

alignment and the second for refinement. Coarse alignment prior to ICP is handled by

extracting three corresponding feature points. For appearance-based matching, Linear

Discriminant Analysis (LDA) on 2D textures is implemented. The weighted sum rule

is used to combine the two classifiers. On a database of 200 subjects in the gallery

and 598 probe scans with lighting, pose and expression variations, recognition results

of 86 per cent, 77 per cent and 90 per cent are obtained respectively for ICP, LDA and

ICP-LDA combination.

Lu and Jain [18] propose a method to model expression deformations to deal with

expression variations. A small group of subjects, namely the control group, is used to

calculate different deformations caused by expressions. When matching a test scan to

gallery faces, all deformation models obtained from the control group are applied to the

gallery and ICP algorithm is used to find the best fit. A database of ten subjects, each

with three different pose and seven different expression scans is used. A recognition

rate of 92.1 per cent is achieved when deformable models are used, whereas without

deformation modeling, 87.6 per cent accuracy is obtained.

In [26], Faltemier et al. explore the effect of using multiple gallery images per

subject with expression variations to improve the performance. They used a superset
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of FRGC version 2 (v.2), namely ND-2006, data set which consists of 13, 450 scans

from 888 subjects with six different facial expressions. For multi-instance enrollment,

the best results are obtained by putting two neutral and three happiness scans of each

subject in the gallery. The matching is done by applying ICP on one single nose region.

A recognition performance of 97.2 per cent is reported on ND-2006 database.

1.3.2. Feature-based Approaches

In some face recognition approaches, instead of considering a face as a whole,

some features are extracted and matching is performed on these features.

Cartoux et al. [10] deal with recognition of faces from range images. Gaussian

curvatures of the facial surfaces are extracted from range images and the plane of

symmetry is found using these curvature values in an iterative manner. The plane of

symmetry is used both for matching purposes and for pose normalization, where the

normalized facial surfaces are used for recognition. For a small data set of five subjects,

a recognition rate of 100 per cent is reported.

Gordon [4] represents the face in the form of features extracted from range images.

The features extracted for a face include both curvature and metric properties such as

Gaussian curvatures or distance from the symmetry plane. Matching is done by nearest

neighbor clustering on a test set of 24 faces, three views of each of eight subjects. Tests

run on different sets of features give recognition results in the range of 80 − 100 per

cent.

Nagamine et al. propose to use curves of intersections of the facial surface with the

vertical and horizontal planes and with a cylinder [5]. The poses of faces are normalized

with five heuristically found feature points on the surfaces. After the pose correction,

curves are matched using the Euclidean distance. Various curves and profiles extracted

are evaluated and it is stated that the intersections near the vertical profile are the most

distinctive facial features for recognition. In a data set of 16 subjects each with ten

images, 100 per cent recognition performance is achieved using the vertical profile
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curves that pass through the center of the face.

In [27], Tanaka et al. approach the face recognition problem by analyzing maxi-

mum and minimum principal curvatures and their directions. The faces are represented

by Extended Gaussian Imagess (EGIs) and the similarities for recognition are calcu-

lated by Fisher’s spherical correlation of EGIs of faces. The data set of NRCC (National

Research Council of Canada) consisting of 37 range images are used for testing purposes

and 100 per cent recognition performance is reported.

Lee et al. [28] develop a system that recognizes faces using facial features ex-

tracted from surface geometry. Using depth and curvature, generic points especially

related to the nose and eyes are extracted and relative features based on distance,

ratio and angle values are defined. Two recognition algorithms are implemented. One

approach uses depth information and is based on Dynamic Programming (DP). The sec-

ond approach is based on Support Vector Machines (SVM) and the features extracted

are used. For experimental purposes, frontal faces from the BERC face database is

used. For depth-based DP, scans of 20 subjects are used and 95 per cent rank-1 ac-

curacy is achieved. For feature-based SVM, 96 per cent rank-1 recognition rate is

obtained on a data set of 100 subjects.

In [29], Li and Barreto integrate an expression recognition system with face recog-

nition, where for each expression a different recognition approach is to be used. As

an initial work, they only deal with neutral and smiling expressions. Their database

consists of 30 subjects, each subject having two neutral and two smiling scans. They

extract facial metrics such as distances between points, ratios of distances and angles

between facial points. These metrics are used to recognize the expression of a given

face. For neutral face recognition, central vertical profiles and contours are used for

matching, whereas the smiling face recognition is based on eigen decomposition com-

bined with vertical profile and contour matching. Neutral face recognition achieves an

accuracy of 97 per cent on neutral probes and 57 per cent on smiling probes, whereas

by the smiling face recognition a performance of 87 per cent is obtained on smiling test

scans.
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1.3.3. Classifier Fusion Approaches

In 3D face recognition, some approaches combine results obtained from different

classifiers. These fused classifiers can be based solely on 3D information or classifiers

implemented for 2D and 3D face recognition can be combined together.

In [30], Xu et al. use both global and local features to represent a 3D facial

surface. The face is globally represented with a regular mesh fitted to the 3D point

cloud of the face. Local shape variation information especially near the areas such as

mouth, nose and eyes, is extracted using the Gaussian-Hermite moments to define local

features. The low dimensional feature vector is obtained with PCA and the matching is

done with nearest neighbor classifier. The method is tested on the 3D-RMA database

and recognition rates of 72.4 per cent and 96.1 per cent are obtained respectively with

120 and 30 subjects in the test database.

Maurer et al. [31] fuse the matching based on 2D and 3D. For alignment and

matching in 3D space, ICP is used. The matching scores obtained from 2D and 3D

separately are combined with a weighted sum rule. For the experiments, FRGC v.2

database is used and for a FAR of 0.01 per cent recognition rates of 85 per cent and 92

per cent are obtained respectively for 3D only and 3D together with 2D information.

For these tests, the gallery is composed of neutral faces and probe set is the whole data

set.

In [32], Gökberk et al. use different 3D shape representations to define a face,

namely point clouds, surface normals, facial profiles and depth images. Classifiers based

on these different representations, are implemented and decision-level fusion techniques

in both parallel and hierarchical modes are applied to obtain better recognition rates.

In the experiments, 3D-RMA face database is used with 571 images from 106 subjects.

The best individual performance of 96 per cent is outperformed with an accuracy of

99 per cent using the nonlinear rank-sum fusion technique.

Gökberk and Akarun in [33], use different classifiers implemented for different
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facial representations, namely point cloud based, depth image based, profile based and

shape index based classifiers. Decision-level fusion techniques that run in parallel are

considered; consensus voting, borda count, sum and product rules, weighted sum rule,

consensus voting via confidence values, weighted consensus voting, highest confidence.

Also serial fusion of classifiers is implemented. On 3D-RMA database, the best result

of 97.93 per cent accuracy was obtained by serially fusing the top 20 classes selected by

the point cloud based classifier with depth-image based approach at the second stage.

1.3.4. Component-based Approaches

To deal with facial expressions or partial occlusions that degrade the recognition

performance, some approaches consider multiple regions segmented from the facial

surface and fuse classification scores of individual region recognizers.

In [11], Lee and Milios calculate the sign of mean and Gaussian curvatures at

each point of a range image and segment the face into convex regions. Their work

is based on the observation that distinct facial features correspond to convex regions.

After the convex regions are extracted, EGIs corresponding to each region are created.

Regional matching is obtained by the correlation between the EGIs. This approach is

reported to be able to cope with expression variations and occlusions.

In [15], Moreno et al. segment the 3D facial surface using mean and Gaussian cur-

vatures and various descriptors for the segments are extracted. A database of 420 scans

from 60 subjects, each with seven scans of different pose and expression, is used. The

database is used for testing different subsets of feature vectors. Experimental results

of 78 per cent rank-1 recognition on frontal views and 92 per cent rank-5 recognition

are obtained.

Cook et al. [34] use Log-Gabor Templates (LGT) on range images to deal with

expression variations. A range image is divided into multiple regions both in spatial and

frequency domains. Each individual region is classified separately and these classifier

are fused at the score level. The facial image is divided into 147 regions and the LGT
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responses are reduced in dimension by PCA. For classification, Mahalanobis Cosine

distance metric is used and the classifiers are fused by the sum rule. The experiments

on FRGC v.2 database with a gallery of neutral expressions, 94.63 per cent recognition

performance is achieved.

In [13], Chang et al. propose a matching method based on multiple regions

selected around the nose area which has the least shape variation due to facial expres-

sions. Facial surfaces are registered via ICP and similarity measures computed from

individual alignments are fused using sum, min or product rules. FRGC v.2 database is

used, where the gallery consists of one neutral image per subject. A rank-1 recognition

result of 92 per cent was reported using the product rule.

In [35], Faltemier et al. extend the use of multiple regions. Seven overlapping

regions around nose are extracted and ICP is used to separately align individual seg-

ments. Threshold values are determined for regions and the identities determined for

each individual region and its threshold value are combined with committee voting.

On the FRGC v.2 database, a rank-1 accuracy of 94.9 per cent is reported.

Faltemier et al. [16] expand the use of multi-regions to segments extracted from

the whole facial surface. 38 regions are used in the experiments that run on the

FRGC v.2 database. The individual regions are again aligned with ICP and the best

performance reported is 97.2 per cent recognition accuracy which uses the best 28

regions and fusing these classifiers with a modified borda count method.

In [17], Kakadiaris et al. use a deformable facial model to describe the facial

data. After fitting the deformable model to facial surface, a 2D geometry image is

calculated via regular re-sampling to a 2D grid and a normal map is constructed for

multiple regions of the facial surface. Both representations of each region are analyzed

with a wavelet transform and the classifiers where combined using a weighted sum.

The experiments run on the FRGC v.2 face database give rank-1 identification result

of 97.0 per cent, whereas verification accuracy of 97.3 per cent with a FAR of 0.001

per cent is obtained.
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Mian et al. [36] develop a multi-modal algorithm which combines 2D and 3D

and the matching is handled in the hybrid mode where feature-based and holistic

approaches are fused. Automatic extraction of inflection points around the nose tip

are used to segment the face into eyes-forehead and nose regions which are less affected

by facial expressions. Separate matching of regions are handled with ICP and the

similarity measures are fused at the metric level. The FRGC v.2 database is used

at the experiments and use of 3D information alone gives 98.82 per cent and 92.36

per cent recognition rates for neutral and non-neutral probe sets respectively. When

multi-modal approach is applied recognition accuracies of 98.20 per cent and 93.74 per

cent are achieved respectively for neutral and non-neutral probes.

1.4. Approach and Contributions

A face recognition system depends mainly on a good registration of facial surfaces

before any comparisons can be made. To compare a test face to the gallery, it needs

to be aligned to each of the faces in the gallery set. The accuracy of the registration

step can alter recognition performances.

In general, the registration of a test face to any of the gallery faces is handled

separately and this greatly increases the computational cost. To overcome this bottle-

neck of registration, Irfanoğlu et al. [37] proposed to construct an Average Face Model

(AFM) which can be used as an indexing surface. The gallery faces are registered to

this AFM, where for each point on the model, the corresponding point on the gallery

face is labeled. When a test face comes, this face is registered only to the AFM and

this alignment procedure automatically leads to finding point-to-point correspondences

between a test surface to all of the gallery faces. For classification, Point Set Differ-

ence (PSD) calculation is used, where the total Euclidean distance between registered

points of the test face and a gallery face is computed and the identity of the gallery face

giving the minimum distance is assigned as the identity of the test scan. They have

experimented on the 3D-RMA face database and obtained 96.66 per cent recognition

accuracy.
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In [38], we explored and expanded the AFM-based registration. Instead of us-

ing only one AFM for the whole data set, the use of multiple AFMs is proposed to

increase the registration accuracy. For each facial category a separate average model

is constructed and faces that fall in a specific category are registered with the respec-

tive AFM. The construction of facial categories is handled in two different ways. One

method is based on cognitive cues that are present in facial information such as gen-

der or morphology data. The other one is based on clustering of facial surfaces in an

unsupervised manner. Recognition is handled with PSD calculations between gallery

and test faces. Prior to PSD calculation, the registered faces are aligned to a regularly

re-sampled grid. After regular re-sampling, the registered faces all have the same x and

y values, and only z values are used for calculating the PSD. By regularizing the facial

point set, the PSD computation is simplified down to one dimensional space instead of

using all three dimensions.

Motivated from the previous work on using multiple AFMs, we explored the use

of multiple models for registering facial surfaces prior to recognition when expression

variation is present. Also in the presence of expression, some regions of a facial surface

are deformed, leading to error in PSD calculations. Therefore instead of using whole

face models, we proposed to use Average Region Models (ARMs) to register individual

regions of faces. The registered regions are again used in PSD calculations and the

individual distances are fused in the decision level to augment the affect of regions

that are relatively rigid under expression, whereas the deformed regions will be less

effective.

1.5. Outline of Thesis

Chapter 2 describes the mathematical details of the registration methods used,

including Procrustes Analysis, Thin Plate Spline Warping, and Iterative Closest Point

Algorithm.

In Chapter 3, the use of multiple AFMs in registration is explained. Recognition

results are given when multiple AFMs for supervised and unsupervised facial categories
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are constructed. Also in Chapter 3, the construction method for average models is given

in detail.

Chapter 4 includes the method of using multiple average models when expression

is present in the face space. The construction of ARMs for different expression classes

is explained. The proposed method is applied to a new database containing multiple

expressions and recognition results are presented.

Chapter 5 concludes the thesis by giving a summary of the results obtained,

followed by a list of future directions.
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2. 3D FACE REGISTRATION

The 3D data may have different translation, rotation or scaling due to the con-

trolled environment parameters such as the acquisition setup, device properties or due

to uncontrolled conditions such as the pose variations of the acquired subjects. In

either case, the 3D shapes need to be aligned to each other and should be brought

into a common coordinate frame before a comparison can be made. Registration is the

alignment procedure of two similar shapes.

Three dimensional face registration is the process of defining a transformation

that will closely align two faces. For the purpose of alignment, some parameters should

be defined. First of all, affine transformations such as translation, rotation or scaling

should be applied to roughly align the surfaces. Secondly, a similarity measure should

be determined that will be maximized as a result of a successful alignment. The

transformation used for registration can either be rigid, affine, elastic or liquid [39].

Different similarity measures are used for registration techniques such as the point-to-

point or point-to-surface distances.

In general, the registration process is guided by a set of fiducial points called

landmarks [40], that are used to define the transformation between two surfaces. The

registration techniques that are examined in the scope of this thesis make use of a set

of landmark points that are labeled for each face surface to be aligned.

The most accurate results in the literature so far have been achieved by one-

to-all registration approaches. In one-to-all registration, a test face is registered to

each of the training faces in the gallery separately, and a comparison is made for each

face couple. This approach despite its accuracy, is not preferred because of its high

computational cost. To reduce the computation complexity, Irfanoğlu et al. proposed

to use an Average Face Model (AFM) for the registration of 3D faces [37]. For the

registration process, a generic face model is provided and it is used for the alignment

of all the faces. When a test face is examined, it is registered to the average model
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for only once, because the gallery faces are already aligned with the AFM in an offline

fashion. Therefore the computation time of registering a test face to all of the gallery

faces has been greatly reduced.

For accurate and fast registration, we used the AFM based approach, where

the average model is used for indexing the face points of the model on any given

facial surface. The training faces were aligned to the AFM beforehand, using the ICP

method. A one-to-one correspondence is found between the points of the AFM and

each of the gallery faces, and the faces in the gallery are cropped according to the AFM

point set. The alignment and cropping steps are also applied to a test face in question.

In this approach, by only one registration, a test face is brought into alignment with all

the faces in the gallery. The cropping process facilitates the computation of Point Set

Difference (PSD), which is the similarity measure used for comparison in this work.

The mathematical fundamentals for the registration methods used in this thesis

are described in detail in the following sections. Procrustes Analysis, which uses only

landmark points defined for facial surfaces, finds the affine transformation between

the set of landmarks for alignment. Iterative Closest Point algorithm finds a rigid

transformation between the facial surfaces and coarsely aligns two point clouds. The

last method, Thin-Plate Spline algorithm, finds an elastic transform in which the two

surfaces are deformed for landmark points to be perfectly superimposed. The details

and the algebraic formulations for each method are given next.

2.1. Procrustes Analysis

Procrustes analysis proposed by Gower, in [41], analyzes the geometrical shapes

in a statistical approach [42]. A geometrical shape refers to the characteristics that

remain geometrically unaltered even though a translation, rotation or scaling is applied

to that figure. If a geometrical shape in R
N is labeled with l landmark points, it can

be represented with a l×N matrix P , each row giving a significant landmark point in

N dimensions.
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If two figures are P : l × N and P ′ : l × N , they have the same shape if there

exists a similarity transformation that relates them. This special similarity transform

can be stated as follows:

P ′ = αPΓ + 1lγ
T , (2.1)

where the parameters of the transformation are defined as Γ : N ×N, |Γ| = 1 standing

for the rotation, γ : N ×1 standing for the translation, α standing for a positive scaling

constant, and 1l defining a vector of ones. By the triple of these parameters (γ, Γ, α),

the similarity transformation consisting of translation, rotation and scaling that maps

the shape P to P ′ is defined.

In [41], the classical Procrustes idea of examining all possible pairs of shapes

was generalized. By using generalized Procrustes analysis, a consensus shape can be

derived from the whole set of shapes, by minimizing the sum-of-squares between each

shape and the consensus shape through translating, rotating, reflecting and scaling.

The finally obtained consensus can then be used to align a new shape with the whole

group of shapes by an affine transformation.

Below, the steps of the generalized Procrustes analysis are listed as given in [41]:

1. First of all, find the centroid of all shapes:

M =
1

N

N
∑

i=1

Pi (2.2)

2. Center all shapes Pi using the centroid M :

Pi = Pi − M (2.3)

3. Scale shapes so that they all have the average size according to either of these

techniques:
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(a) (b)

(c) (d)

Figure 2.1. A simple alignment example is given. In (a) the raw landmarks of two

shapes are shown. (b), (c) and (d) are the transformed landmarks after the

translation, scaling and rotation is applied respectively.

(a) In [41], it was proposed to set the mean of the squared landmark distances

of each shape to unit value, where Pi,k stands for the kth landmark of Pi:

Pi =
N ∗ Pi

∑N

k=1
||Pi,k||

(2.4)

(b) In [43], bringing the shapes to a common scale is handled by setting the

median of the squared landmark distances of each shape to unit value. The

formulation is given below:

Pi =
Pi

m(Di)
(2.5)
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whereDi = dj,k = ||Pi,j − Pi,k|| j, k = 1, . . . , N (2.6)

4. Initialize the consensus shape Y :

Y = P1. (2.7)

5. For i = 2, 3, . . . , N , rotate Pi to fit Y .

(a) in Gower’s method as explained in [41] Y is re-evaluated after each update

of Pi as

Y =
1

i

i
∑

j=1

Pj (2.8)

(b) In Rohlf and Slice’s method given in [43], Y is updated only once, after the

rotation of each Pi.

The rotation matrix H in two dimensional space can be expressed as:

H =





cosθ −sinθ

sinθ cosθ



 (2.9)

To find the best rotation, singular value decomposition [44] can be used:

H = V SUT (2.10)

where U contains a set of orthonormal output basis vector directions and V

contains a set of orthonormal input basis vector directions for H and these two

matrices holds for:

P T
i Y = UΣV T (2.11)

where Σ is a diagonal matrix, containing the singular values. Using S matrix,

whose diagonal elements are either +1 or −1, instead of Σ, restricts the transform

matrix H to be a rotation and not a shear.
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Figure 2.2. A visual example of matching shapes by ICP. A point-to-point

correspondence from one surface to the other is found.

6. Update the Pi and Y , while monitoring the residual sum-of-squares:

Sr = N(1 − tr(YtY
T
t − Yt−1Y

T
t−1)) (2.12)

where Yt stands for the consensus shape at iteration t, and Yt−1 is the consensus

shape at iteration t − 1. When Sr is below a threshold value stop iterating, and

the consensus shape is hence found.

2.2. Iterative Closest Point Algorithm

In this Section the ICP procedure is summarized as defined in [45]. Since it was

introduced by Chen et al. [46], it was widely used for matching of three dimensional

shapes. A basic visual example is given in Fig. 2.2. Although the ICP algorithm has a

high computational cost, its ease of implementation together with its applicability to

several geometrical representations of 3D data such as point sets, line segments, para-

metric curves and surfaces makes this method frequently referred for the registration

of 3D objects.

Before going into the details of the algorithm, some mathematical preliminar-

ies about computing the closest point on a model to a given point and finding the

correspondence between two surfaces by least-squares registration should be given.
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Let p1 and p2 be two points such that p1 = (x1, y1, z1) and p2 = (x2, y2, z2). The

Euclidean distance between these two points is formulated as follows:

d(p1, p2) = ||p1 − p2|| =
√

(x2 − x1)2 + (y2 − y1)2 + (z2 − z1)2 (2.13)

If P is a point set of Np points such that P = pi where i = 1, 2, ..., Np, the distance

between a given point pg and the point set can be defined as:

d(pg, P ) = miniǫ1,...,Np
d(pg, pi) (2.14)

A closest point pj in the point set P satisfies the definition below:

d(pg, pj) = d(pg, P ) (2.15)

The closest point computation explained above is in a general form and is applicable to

n dimensions. Another method for computing the least-squares rotation and translation

is the quaternion-based algorithm which is preferable over the Singular Value Decom-

position (SVD) algorithm. SVD approach uses the cross-covariance matrix between

the two point sets and it permits reflections which is not desired in the registration

of face data. This property makes the quaternion-based approach a preference. Next,

the quaternion-based approach will be given in details. Mathematical fundamentals on

quaternions are given in Appendix A.

The unit quaternion can be defined as a four vector ~qH = [q0q1q2q3]
T , provided

that q0 ≥ 0, and q2
0 + q2

1 + q2
2 + q2

3 = 1. The 3 × 3 rotation matrix H generated by the

unit quaternion is given below:

H =







q
2

0
+ q

2

1
− q

2

2
− q

2

3
2(q1q2 − q0q3) 2(q1q3 + q0q2)

2(q1q2 + q0q3) q
2

0
+ q

2

1
− q

2

2
− q

2

3
2(q2q3 − q0q1)

2(q1q3 − q0q2) 2(q2q3 + q0q1) q
2

0
+ q

2

1
− q

2

2
− q

2

3






(2.16)

If the translation vector is defined as ~qT = [q4q5q6]
T the complete registration state
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vector can be given as ~q = [ ~qH | ~qT ]T . Let P = {~pi} be an obtained point set to

be aligned to the model point set M = { ~mi}, where both of the point sets have

the same number of points such that Np = Nm = N and that each point pi is in

correspondence with point mi. The mean-square objective function to be minimized

by the ICP procedure is:

f(~q) =
1

N

N
∑

i=1

|| ~mi − H( ~qH)~pi − ~qT ||
2. (2.17)

The center of mass of the point set P , µp, and that of the model set, µy can be

formulated as follows:

µp =
1

N

N
∑

i=1

~pi , µm =
1

N

N
∑

i=1

~mi (2.18)

and the cross-covariance matrix Σpm can then be formulated as:

Σpm =
1

N

N
∑

i=1

[(~pi − ~µp)( ~mi − ~µm)T ] =
1

N

N
∑

i=1

[~pi( ~mi)
T ]) − ( ~µp ~µm)T . (2.19)

The cyclic components of the matrix Aij = (Σpm − ΣT
pm)ij are used to form a column

vector ∆ = [A23 A31 A12]
T , which is then used to form a symmetric 4 × 4 matrix

Q(Σpm) as given below:

Q(Σpm) =





tr(Σpm) ∆T

∆ Σpm + ΣT
pm − tr(Σpm)I



 (2.20)

where I is the 3 × 3 identity matrix. The unit eigenvector ~qH = [q0q1q2q3]
T corre-

sponding to the maximum eigenvalue of the matrix Q(Σpm) is chosen, that will give

the optimum rotation vector. The optimum translation vector qT can be computed as

follows:

~qT = ~µm − H( ~qH) ~µp (2.21)
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The least-squares quaternion operation can be written as:

(~q, d) = ϕ(P, M) (2.22)

where ~q denotes the quaternion operation and d the mean square error.

The point set P can be denoted by ~q(P ) after the transform represented by ~q is

applied.

Now that the mathematical preliminaries are given, the ICP algorithm computing

and applying these transformations iteratively can be given. The description of the

steps of the algorithm are given in Fig. 2.3.

Usually the number of points for the test surface and the model do not agree.

The faces in the gallery or the face model can have fewer points than the test face. In

our simulations, the training faces that were aligned to the AFM beforehand consisted

of about 30, 000 points, whereas the test faces had a larger number of points varying

between 70, 000 and 150, 000. Therefore, the test faces where used as the model in

computing the transformation that aligns the cropped gallery faces to it. After one-

to-one correspondence between the points of the training and test faces, the test face

was cropped discarding the points with no correspondence. The test faces were later

transformed back into the coordinate frame of the training faces using the inverse of the

transform found by ICP. This way, all the training faces and the test faces were brought

into a common coordinate system, making a comparison possible. If the registration

is correct, the test faces will be cropped perfectly, possibly leaving out any hair or

clutter. After successful registration and hence cropping, the surfaces aligned will have

the facial area that is sufficient for face recognition.

2.3. Thin Plate Spline Algorithm

The Thin Plate Spline (TPS) expresses the physical bending energy of a thin

metal plate that is fixed at a set of given points [47]. An example of such a deformation
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1. Given: the point set P with Np points and the model point set M with

Nm.

2. Initialize the iteration by setting: P0 = P , ~q0 = [1, 0, 0, 0, 0, 0, 0]T , k = 0,

k standing for the iteration number. The registration vectors should

be updated relative to the initial data set P0 so when convergence is

achieved, the obtained final registration will define the complete trans-

formation. The following steps are applied until convergence is achieved.

(a) Initialize ICP by setting P0 = P , ~q0 = [1, 0, 0, 0, 0, 0, 0]T and k = 0.

The registration is defined relative to P0, which requires a coarse

registration. Steps 2-5 are applied iteratively, until convergence is

achieved within a tolerance τ .

(b) Compute the closest points: Yk = C(Pk, Y ). The computational cost

of this step is O(NpNy) at the worst case, where Np is the number

of points on the registered point cloud, and Ny is the number of

points on the model shape.

(c) Compute the registration: (~qk, dk) = Q(P0, Yk). The computational

cost is O(Np).

(d) Apply the registration: Pk+1 = ~qk(P0). The computational cost is

O(Np).

(e) Terminate the iteration if the change in the mean square error is

below pre-set threshold τ . A heuristic value for τ is a multiple of
√

tr(Σy), where Σx is the covariance matrix of the model shape,

and the square root of its trace is a rough indicator of model shape

size.

Figure 2.3. The Iterative Closest Point Algorithm
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Figure 2.4. Deformation of a thin plate (from [47]).

is shown in Fig. 2.4 (from [47]). Using TPS warping, a shape is deformed while its

landmark points are transformed exactly onto the landmarks of another shape. The

transformation is one that minimizes the total bending energy over all the points of

that surface.

This model algebraically describes the deformations that are specified by given

corresponding point sets that are irregularly spaced. At the heart of the analysis is a

special surface function stated as follows:

z(x, y) = −U(r) = −r2 log(r2) (2.23)

where r =
√

x2 + y2 is the Euclidean distance from point (x, y) to the Cartesian origin.

A circular fragment of the surface defined by this function is given in Fig. 2.5 (from

[47]). The origin, included in the surface is marked with X in the figure.

Thin plate splines are used to model deformations while minimizing the bending

energy given below:

∫

R2

∫

((
∂2z

∂x2
)2 + (

∂2z

∂x∂y
)2 + (

∂2z

∂y2
)2)dxdy (2.24)

This minimization equation is called the integral bending norm.
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Figure 2.5. A circular fragment of the surface defined by the function

z(x, y) = −r2 log(r2) viewed from above (from [47]).

The following derivations show the computation of the weights of several basis

functions U , mapping the source landmark points to the target landmark points. When

the deformation is expressed as a weighted sum of these basis functions, the total energy

of the change will be minimized.

For a set of landmarks given as Pi = (xi, yi), i = 1 . . . n, the thin-plate spline

interpolation is a vector-valued function f(x, y) = [fx(x, y), fy(x, y)] that maps the

source landmark points to their specified homologues of target landmark points given

as P ′

i = (x′

i, y
′

i), i = 1 . . . n. It also specifies a surface with the least possible bending,

as measured by the integral bending norm. We will give a summarizing mathematical

specification of the model here.

Define rij = |Pi−Pj |, giving the distance between the points i and j. Also define

the following matrices:

K =

















0 U(r12) . . . U(r1n)

U(r21) 0 . . . U(r2n)

. . . . . . . . . . . .

U(rn1) U(rn2) . . . 0

















(2.25)



28

P =

















1 x1 y1

1 x2 y2

. . . . . . . . .

1 xn yn

















(2.26)

and

L =





K P

P T O



 (2.27)

where O is a 3 × 3 matrix of zeros. Let V be a matrix made up of the homologues of

the landmark points:

V =





x′

1 x′

2 . . . x′

n

y′

1 y′

2 . . . y′

n



 (2.28)

Define wi and the coefficients a1, ax, and ay as:

L−1(V |0, 0, 0) = (w1, w2, . . . , wn, a1, ax, ay)
T (2.29)

The function f(x, y) is defined as:

f(x, y) = a1 + axx + ayy +

n
∑

i=1

wiU(|Pi − (x, y)|) (2.30)

f(x, y) minimizes the nonnegative integral bending norm If over all such interpolants:

If =

∫∫

R2

(

(

∂2f

∂x2

)2

+ 2

(

∂2f

∂x∂y

)2

+

(

∂2f

∂y2

)2
)

dx dy (2.31)

The thin-plate spline function f(x, y) is invariant under rotations and transla-

tions. It maps the landmarks Pi to their homologues P ′

i , and defines a smooth interpo-

lation for the rest of the points on the surface. The source and target landmark points,
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Pi and P ′

i , taken together give an exact specification for the function f(x, y), and are

therefore crucial to the accuracy of the deformation.
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3. RECOGNIZING FACES WITH VARYING

MORPHOLOGY USING MULTIPLE FACE MODELS

In this work, we have used the AFM-based approach of [37]. A crucial point for

the success of AFM-based registration is the construction of the average face. The

average should be as close as possible to all of the faces, so that it can serve as an

intermediate surface for one-to-one correspondence between all facial surface points.

However, this is not always possible since faces exhibit large variations: Some faces

are long and thin, while others are broad. Often, men and women have different

facial characteristics; and so do people from different geographical regions. In order

to represent all these variations in an average face, we propose to group similar faces

together and to use a representative AFM for each. In this chapter, the details of

using multiple AFMs for registration are given. The novel AFM construction method,

the clustering techniques to obtain multiple models, rigid and non-rigid registration

methods and the classification approach are all described and experimental results are

reported in the following sections. The details of this work can be found in [48] and

also as a preliminary version in [38].

3.1. Methodology

The overall structure of the implemented 3D face recognition system is given

in Fig. 3.1. The main steps of the system are the AFM construction, landmarking,

registration, post-processing and classification stages.

The gallery images are used in the construction of AFMs. To test the novel

AFM construction method, an experiment using a single AFM is also carried out. Two

different approaches are implemented for the construction of multiple average models,

one based on cognitive cues and the other based on unsupervised clustering of landmark

points.
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Figure 3.1. The overall 3D face recognition system with registration based on

multiple AFMs.
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To test the dependence of registration upon the landmarking stage, automatic

landmarking is also implemented. The details for the algorithm used can be found in

[49], [50]. The automatically located landmark points include the inner and outer eye

corners, the nose tip and the mouth corners. These points are also manually labeled

as ground truth. Experiments are run using both the automatic and the manual

landmarks to make a comparison possible.

The registration procedure consists of two basic stages, coarse initialization and

dense alignment. Different approaches for the coarse alignment phase are tested and

the affect of coarse initialization on dense registration is reported.

Two different registration approaches are tested to compare rigid and non-rigid

registration methods. The rigid registration is based on the ICP algorithm, whereas

the non-rigid registration uses TPS warping. Both of these methods are dependent

upon landmark localization and for a comparison to be possible, experiments using

both manual and automatic landmark points are run for both methods where the

registration is handled using a single average model.

After registration, the facial points corresponding to the AFM surface are cropped

and regularly re-sampled to avoid any extra error that will arise from small differences

in x − y coordinates. After the post-processing, the faces have the same number of

points and same x − y coordinates with varying depth values.

The classification is carried out on the aligned and cropped images, and the

PSD calculation is adapted to find the nearest gallery image. PSD calculation is

tested both for the three-dimensional space where the cropped faces are used and for

one-dimensional space where the depth images obtained after regular re-sampling are

utilized.
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3.2. AFM Generation

For AFM-based registration, construction of an average model is necessary. This

model should contain points that are present in nearly all the faces, should exhibit the

facial characteristics and should be the mean of the faces in the data set. In [37], a

method for generating the AFM was proposed by Irfanoğlu et al. which uses the Thin

Plate Spline warping algorithm. In this method, the face having the minimum number

of points is selected as the candidate base model. The fiducial points are located on

all the training faces manually. Irfanoğlu et al. uses ten landmark points for the

registration. From these manual landmarks, a mean consensus shape is computed

using Procrustes analysis. All the training faces are warped onto the computed mean

consensus by TPS, using manually located landmarks. The final AFM is constructed

by checking the distance between each point on the mesh and its closest match on

every warped face and trimming the point if any of these distances is greater than a

threshold and averaging the rest. The trimmed points are usually the boundaries of

the facial surface. The average model created by this method appears to be a very

smooth average face.

We proposed a novel method to construct an average model. For the construc-

tion of an AFM, training faces which are manually landmarked are used. The seven

landmarks that are manually located for each face are the inner and outer eye corners,

the nose tip and the mouth corners. These landmark points can be seen in Fig. 3.2 on

an average model.

Using a set of training faces and their manual landmarks, generation of an AFM

can be summarized as follows:

• A mean distribution of landmarks (consensus shape) from the manual landmarks

of the faces is found by Procrustes Analysis.

• The landmarks of the consensus shape are transformed so that they represent a

face that is fully frontal. Transformation to a fully frontal space is handled by

rotating the face so that the eye and mouth planes are approximately parallel to
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Figure 3.2. The landmarks that are manually located on a face (the inner and outer

eye corners, the nose tip, the mouth corners). These landmarks are used for

registration purposes.

the x-axis and the z-axis respectively.

• Each training face is warped to the consensus shape using the TPS deforma-

tion, where the landmarks of the training face are exactly transformed onto the

consensus shape and all the other points of the face are interpolated.

• A regular x-y grid is generated and it is placed on a given face. From this grid,

the depth values corresponding to each grid vertex are re-sampled. Using a grid

assures that all training faces have points with overlapping x and y values, and

the depth values are given for matching points.

• A cropping mask that encloses the facial area is defined. To determine this mask,

the distances from nose tip to each landmark are computed. Ten percent of the

maximum distance is added to calculate the threshold value. The points that

have greater distance to the nose than this threshold value are trimmed off. The

remaining points constitute the cropping mask. This cropping mask is used to

crop the training faces.

• After all the training faces are cropped according to the cropping mask, the depth

values of the cropped training faces are simply averaged.
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An example of an AFM generated using this method can be seen in Fig. 3.2

together with the landmarks calculated for the average model. These seven landmarks

represent the fiducial points that are used in the coarse registration of faces. Any

irregular appearance in the average surface arises from failure in the pre-processing.

The database used was collected with a laser sensor which produces holes (especially

at the eyes and the mouth). Sometimes the pre-processing is not sufficient to repair

some errors that are larger than a limit.

3.3. Cognitive Approach to Multiple AFM Generation

As stated by Gauthier in [51], while objects are mostly recognized at the basic

level as being samples from a generic object class such as a cat or a table, humans per-

ceive each face at the most subordinate level and recognize them individually. Humans

are experts at discriminating faces of individuals by magnifying the differences between

the visual items belonging to a class of similar objects.

Although humans become face experts at a young age [52], recognition of faces

belonging to another race is a difficult task. This fact is termed as the the other

race effect. People easily recognize faces belonging to their own race, because they are

experienced with their own race rather than others [53],[54]. It is reasonable to conclude

that different facial morphologies expose different facial characteristics. Valentine has

applied principal component analysis to find different subspace projections and the

obtained results emphasized the effect of the other race effect [55].

In the light of the experiments based on the other race effect, we widen the

AFM-based registration approach. We propose that better recognition rates can be

achieved if the faces are clustered into morphological or gender groups that have greater

intra-class similarities than inter-class [38]. For different morphological groups such as

Asian, African and Caucasian and different gender groups such as males and females,

we construct six different average models. The AFMs constructed for groups having

different facial characteristics are given in Fig. 3.5. Note that, the grouping is handled

with manually labeling each face with a gender and a morphology information.
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3.4. Clustering Approach to Multiple AFM Generation

If morphology and gender are discriminative dimensions of facial surfaces as we

have proposed, the intra- and inter-group similarities can be learned for better registra-

tion and as a result, for better recognition. Because of ethical concerns, categorization

of faces into race groups is not desired. Therefore, based on the suggestion by the

other race effect that groups having different morphological or gender characteristics

are present in the face space, we propose a method to cluster faces into groups in an

unsupervised manner and expect discriminating features to appear automatically.

We propose to use k-means clustering to group faces into discriminative spaces in

an unsupervised manner. The clustering of faces is performed on the 3D coordinates

of the seven landmarks that are pre-aligned. The number of clusters is predefined

manually and it is set to six so that the results can be comparable with the results of

the cognitive approach. The cluster consensus shapes are initialized randomly, selected

upon landmark points of training faces. At each iteration, training landmark points

of training faces are aligned to consensus shapes of clusters with Procrustes analysis

and the face is assigned to the cluster whose consensus shape is the closest. The

consensus shape is recomputed at each iteration. The multiple AFMs constructed for

the shape-space clustered faces are given in Fig. 3.6.

3.5. Experiments

3.5.1. Face Recognition Grand Challenge Data Set

For the experiments carried out in this chapter, the Face Recognition Grand

Challenge (FRGC) v.1 face database is used [56]. This database contains 3D surface

information represented as a point cloud and the corresponding 2D texture image for

a total of 943 frontal and neutral scans collected from 275 subjects. The subjects are

either male or female with varying morphology. An example of the data stored for a

subject can be seen in Fig. 3.3.
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(a) (b)

Figure 3.3. An example of the (a)2D intensity image and (b)the corresponding 3D

facial surface information for a subject from the FRGC database.

The methods tested use the three-dimensional facial surface information. There-

fore only the 3D part of this database is used. To eliminate irregularities and to fill

holes that appear in the facial surface, the 3D information is preprocessed by applying

a 9 × 9 mean and a 9 × 9 median filter in succession, followed by linear interpolation

for filling the gaps.

The gallery is constructed with the first scan of each subject who has multiple

3D images. The remaining images of the gallery subjects appear in the probe set.

Therefore an experimental setup with a gallery of 195 subjects and a test set of 659

scans is used.

For each method tested, a recognition experiment and a verification experiment

is designed. The rank-1 recognition rate (R-1) and the EER are reported respectively

for the recognition and verification experiments. In the recognition experiments, the

PSD is used as a distance metric. In the verification experiments, each of the 659 test

faces is used for one genuine and 194 false claims.
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3.5.2. Automatic Landmarking

The registration methods used are guided by a few fiducial points (e.g. nose tip,

eye and mouth corners). These guiding points greatly influence the registration results.

To explore the dependence on landmark points, experimental results are reported for

the registration process where the use of manually selected ground truth points and

the points extracted with a recent automatic landmark localization algorithm [49, 50]

are contrasted. The accuracy of the automatic landmarking procedure is given in

Fig. 3.4, where the distance from the ground truth is reported. The x-axis indicates

the number of candidates and the y-axis reflects the average distance among that

number of candidates.

Figure 3.4. Accuracy of the automatical landmarking method, as indicated by

average distance to ground truth in millimeters.
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3.5.3. Coarse registration

Prior to ICP-based dense registration, coarse alignment is necessary for fast

and accurate results. In this subsection, end-results for different coarse alignment

approaches are reported as given in Table 3.1. The four different methods use the es-

timated nose-tip, the ground truth for the nose-tip, seven automatically located land-

marks and the ground truth for these seven points. As expected, the worst results

were obtained with the nose-tip heuristic, where the nose-tip is accepted as the point

with the greatest depth value in the facial surface. Coarse alignment by Procrustes

analysis of seven automatically localized landmarks performs better than the nose-tip

heuristic. Using only nose-tip ground truth for coarse alignment works well for this

dataset, because the faces present have negligible pose differences. The best results are

obtained using the Procrustes analysis on ground truth for seven landmark points. For

these experiments, only a single AFM is used for ICP-based dense registration.

Table 3.1. Effect of coarse alignment on ICP

Nose-tip Automatic landmarks Nose Manual landmarks

heuristic + Procrustes ground truth + Procrustes

R-1 82.85 87.86 90.60 92.11

EER 14.25 8.12 6.60 6.20

To constrast our novel AFM generation method with the method of Irfanoğlu

et al. [37], we performed ICP-based registration using both their AFM and the one

constructed by the proposed novel method. For coarse alignment, manual landmarks

were aligned by Procrustes analysis. With the smoother AFM of Irfanoğlu et al., a

rank-1 recognition rate of 86.34 per cent was achieved, as opposed to our 92.11 per

cent. The EER was worse by more than two percent when their AFM was used.
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Figure 3.5. Average models for different morphology and gender combinations.

3.5.4. Meta-classification

To test our hypothesis that specialized experts will increase discrimination accu-

racies, we generated multiple AFMs. For the construction of AFMs, the training faces

are grouped manually into gender and morphology classes. The AFMs generated for

male and female groups, for three morphological groups (Caucasian, Asian, African)

and for all combination groups are given in Fig. 3.5.

In Table 3.2, the verification experiment results with or without specific average

faces are given where the registration is handled with the TPS-based method. When the

generic-AFM based system and the specific-AFM based system are both supplied with

the categorical information, better accuracies are obtained. Improvement in a specific

system regarding the corresponding generic system, is a result of better registration

using multiple models. The distances between a test face and the gallery faces are

computed with an L1 distance metric, and the worst two percent of corresponding
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points are trimmed. If no categorical information is utilized, an EER of 20.10 per cent

is obtained. When specific AFMs are used, better results are obtained. Even though

the EERs reported are too high because of the deformations in the registration step,

the benefit of using multiple models are more obvious.

Table 3.2. Simulation of TPS registration with deformation, EER

Gender Morphology Gender & Morphology

Generic AFM 16.79 18.50 13.87

Specific AFM 14.64 16.97 11.47

It should be noted here that using male and female average models in registration

and calculating the point set distance after the aligment can be utilized for gender

classification, where a 80 per cent accuracy is achieved.

3.5.5. Shape Space Clustering

Our second hypothesis that discriminating features of face space can be revealed

by clustering training faces, is justified if morphology and gender appear as discrimi-

native dimensions of the clusters. We specified the number of clusters manually as six,

as in the full morphology-gender combination so that a comparison is possible. The

AFMs generated for the clusters are given in Fig. 3.6. The distribution of morphology

and gender for each cluster is represented in Fig. 3.7 as pie charts. These charts show

that our hypothesis is more or less confirmed where we have clusters dominant in a

single gender or a single morphology.

In Table 3.3, recognition rates for ICP and TPS based systems with manual

or automatic landmarks are reported. The first row shows the results obtained with

a single generic AFM. The next three rows show results with gender-, morphology-

, and gender + morphology-based specific AFMs. The results for the last row are

obtained with six shape-space derived clusters. For this last case, the registration

does not benefit from the injection of categorical information, and each test sample
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Figure 3.6. Multiple AFMs for Shape space clusters.

Figure 3.7. Shape space clustering distributions. For each cluster, the gender and

morphology distributions are shown in separate pie charts. For six clusters, we have

two dominantly male, and two dominantly female clusters, one dominantly Asian

cluster, and almost all the males labeled as African are clustered into a single group.
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is compared with all the training samples. The best result is obtained when shape

space derived specific AFMs are used with ICP-based registration (93.78 per cent). As

a baseline experiment, one-to-all ICP is also tested, where each test face is registered

to each gallery face separately for distance computation. With manual landmarks, we

have obtained 89.07 per cent rank-1 recognition rate, which further demonstrates the

usefulness of AFM-based registration.

In [57], Gökberk et al., use the same dataset with the same experimental setup

and compare a number of classification methods: Point set difference, non-negative ma-

trix factorization (NMF) and independent component analysis (ICA) coefficients for

point clouds, DCT, DFT, PCA, LDA, and ICA projections on depth images, shape in-

dices, mean and principal curvatures, 3D voxel DFT coefficients and 2D Gabor wavelet

coefficients. Manual landmarks were used for AFM based registration, where the AFM

was generated with the construction method of Irfanoğlu et al. [37]. The best classi-

fication results are obtained with shape indices (90.06 per cent), principal directions

(91.88 per cent) and surface normals (89.07 per cent). When classifiers were fused, best

accuracy of 93.63 per cent was achieved using the modified plurality voting method

[57].

Table 3.3. Comparison of specific AFMs, rank-1 recognition rates.

Manual lm. Automatic lm. Manual lm. Automatic lm.

+ ICP + ICP + TPS + TPS

Generic 92.11 87.86 52.20 42.64

Gender 90.14 86.65 54.63 45.52

Morphology 89.98 86.80 53.87 44.92

Gender & morphology 91.05 86.49 56.90 47.95

Shape space derived 93.78 91.20 47.65 41.58
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3.5.6. Regular Re-sampling

In this section, the Eigenface approach over 3D range images is explored. For

this purpose, regular re-sampling is applied to acquire the depth images. So far, the

classification is done by calculating PSD values over the 3D coordinates of aligned

and cropped point clouds and assigning the gallery identity with the smallest total

Euclidean distance. Regular re-sampling of faces from a regular x − y grid will make

it possible to discard two dimensions and allow a simpler computation in 1D where

only the depth values are used. By subspace projection, the gallery and test faces are

represented in a much smaller form. Therefore the storage needed for gallery faces will

be much smaller and the computation of distances between the gallery and the test

faces will be much faster.

For the Eigenface approach, the number of eigenvectors used for subspace projec-

tion is determined heuristically so that at least 95 per cent variance is preserved. The

subspace projection method is contrasted with the 1D PSD method, where the sum of

squared distances of only the depth values obtained after regular re-sampling is used.

Table 3.4 shows results both for PSD approach after regular re-sampling and for

Eigenface approach. In the experiments of this section, the African faces are grouped

together with Caucasian faces because of the limited number of samples. The drop

in accuracy in the subspace projection approach does not exceed one percent if there

are sufficient number of training faces. For the gender-morphology combination, the

training set is very limited, and the results are reported for only 15 eigenvectors with

non-zero eigenvalues in one of the groups and the accuracy decrease is about three

percent. The morphology and gender results were obtained using 33 and 49 eigenvectors

respectively.

When compared with the results reported in Table 3.3, results obtained by reg-

ular re-sampling and by subspace projection are much higher. By discarding the two

dimensions, it will also be possible to avoid extra error that will arise from small dif-

ferences in x and y coordinates. Therefore more accurate distance calculations can be
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Table 3.4. Subspace projection after ICP+re-sampling, rank-1 recognition rates

Manual lm. Manual lm. Automatic lm. Automatic lm.

PSD Eigenface PSD Eigenface

Generic 98.18 98.03 98.03 97.88

Gender 96.81 96.21 95.30 95.90

Morphology 96.51 96.05 95.60 94.84

Gender & morphology 96.97 93.78 94.99 91.96

Shape space derived 98.18 97.72 98.03 96.81

carried out. This is illustrated in Fig. 3.8. The facial surface (given in dotted line)

initially consists of irregularly spaced surface points (shown with black triangles). In

the registration phase, the surfaces are aligned globally by ICP where the total mini-

mum distance between surface points is found. This global alignment does not ensure

that the corresponding points are in close alignment when examined locally. After the

regular re-sampling step, regularly spaced depth values are obtained (shown in black

squares) allowing a more accurate alignment.

Figure 3.8. Regular re-sampling for ICP is beneficial. Registered surfaces are shown

with dotted lines. Surface points are depicted with triangles before re-sampling, and

with squares after re-sampling.

We also studied the incorrectly classified samples that were corrected after re-
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sampling and we saw that the erroneous classification was caused by irregular sampling

of surface points. In Fig. 3.9, the mean distance differences between the correct class

and the incorrect class for these samples are shown, where light to dark colors indicate

high to low error respectively. When points have irregular distribution, the distance

between the corresponding points have a large variance and the error is distributed all

over the face. After regular re-sampling, the distribution of error decreases and it is

concentrated in areas where the gradient is high, especially for the nose ridge.

Figure 3.9. Mean point-to-point distance differences in classification. The distances

to the correct sample are subtracted from the distances to the closest sample. (a)

Irregularly sampled points create errors uniformly on the face surface. (b) Regular

sampling reduces the errors on the inner face, close to the nose where the registration

is most accurate.
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4. RECOGNIZING FACES WITH VARYING

EXPRESSION USING MULTIPLE REGION MODELS

Human face is a non-rigid surface which deforms in the presence of expressions

initiated by muscle movements. Some of the face recognition systems consider face as

rigid and these approaches generally perform well when tested among neutral faces.

The accuracy of rigid registration methods decrease when test scans with expressions

are introduced. In some studies, for better registration and more accurate recognition

region based systems are implemented [13],[17],[35],[36]. In region-based face recogni-

tion, face is considered as a composition of facial components. The similarities obtained

by registering with individual regions are combined with fusion techniques.

In this work, we introduce a new part-based 3D face recognition method. Moti-

vated by the fast AFM-based registration approach proposed by Irfanoglu et al. [37],

we propose to generate and utilize Average Region Models (ARMs) for registration.

The facial area is divided into several components, and registration of faces encloses

separate dense alignments to relative ARMs. The similarity measures between the

gallery and test faces obtained for individual regions are fused to improve recognition

accuracies.

4.1. Methodology

The overall structure of the implemented part-based 3D face recognition system

is given in Fig. 4.1. The main steps of the system are the ARM construction, coarse

registration, fine registration, and classification stages.

The gallery images are used in the construction of the AFM. The AFM is sub-

sequently utilized for ARM generation. A test face is aligned to an ARM with two

successive alignments: coarse and dense registration. For coarse registration, two ap-

proaches are examined: one based on Procrustes analysis of landmark points and the
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Figure 4.1. The overall 3D face recognition system based on part-based registration.
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other based on dense registration with the AFM. The dense registration is carried out

by aligning to an average model with the ICP algorithm. To analyze the influence of

landmark points on registration, different subsets of landmarks are formed to be used

for experiments.

After aligning to an ARM, a test face is regularly re-sampled from an x− y grid,

to avoid any extra error that will arise from small differences in the x − y dimensions.

Besides decrease in the computed error, the second advantage of regular re-sampling

is the reduction of computational complexity. The test face is cropped according to

the relative ARM and the PSD is calculated for each of the gallery faces. With regular

re-sampling, the PSD calculation is reduced to a simple calculation between the depth

vectors. The similarity measures obtained from registering with separate ARMs are

combined by fusion techniques to increase the recognition accuracies. As end-results

of experiments, rank-1 recognition rates are reported.

4.2. Part-based Registration and Recognition

4.2.1. ARM-based Registration

In registration based on regional models, ARMs obtained for separate facial re-

gions act as index files. ARMs are constructed by manually partitioning an AFM into

semantic regions. The AFM is generated from gallery faces using the method explained

in Section 3.2. In this work, the whole facial model is divided into four logical parts:

forehead-eyes, nose, cheeks, mouth-chin. The AFM generated from EnterFACE v.1

gallery and the subsequent ARMs are given in Fig. 4.2 (a) and (b), respectively.

A test face being examined is registered to each of the regional models separately.

After the registration, the related part of the facial surface is labeled and cropped. After

the alignment and cropping processes, the region on the test face corresponding to the

ARM is obtained. The alignment and cropping processes are already applied to all

of the gallery faces. As a gallery set, we have four separate regions for each of the

gallery faces. The alignment of a test face to the whole gallery set consists of only
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(a) (b)

Figure 4.2. The average models used in registration: (a) neutral AFM constructed

from gallery faces, (b) four ARMs for forehead-eyes, nose, cheeks and mouth-chin

regions.

four separate registrations, specific for each region. The complexity of registering to

separate facial parts is greatly reduced by using ARMs.

4.2.2. Part-based Recognition

In the registration phase, a test face is densely aligned to each regional model

separately and the related region of the face is obtained. The registration of gallery

faces to ARMs is provided offline, prior to classification. We can use a separate gallery

and a separate test set for each facial region. After PSD calculations, four sets of sim-

ilarity measures between the test and the gallery faces are obtained. These similarities

are fused into a single score using several fusion techniques. The fusion techniques can

be grouped into three basic categories [57]: abstract-level, rank-level, and score-level

methods. A total of six fusion methods from three categories are considered in the

scope of this work.

4.2.2.1. Abstract-Level Fusion. In abstract-level fusion, each individual classifier pro-

duces one class label. These class labels are combined to provide a single label. For

this category plurality voting (PLUR), modified plurality voting (MOD-PLUR), and
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highest confidence (HC) fusions are considered.

In PLUR, each expert provides the class label of the nearest gallery subject.

Among the set of classifiers, the class label with the highest vote is assigned as the

final label. When there are ties, the final label is randomly selected.

Two methods that intend to improve abstract-level fusion are considered: MOD-

PLUR and HC. In MOD-PLUR, the approach of plurality voting is improved, where

for each classifier, a confidence value is provided together with the class label. When

there are ties, the decision is based on the confidence values. HC is another method

utilizing confidence values. Among individual experts, the class label having the highest

confidence is assigned as the final decision.

The confidence values for MOD-PLUR and HC methods are based on normalized

scores. If d = [d1, d2, . . . , dN ] denotes the sorted distances to N gallery classes in an

ascending order, the score normalization are normalized as follows:

d′

i =
(di − d1)

median(d) − d1

, i = 2, . . . , N (4.1)

After score normalization, the classifier confidence can be defined as d′

2. The

d′

2 value gives the slope between the normalized scores of the first two top-ranked

gallery classes. As the slope increases, the classifier gets more confident in rank-1 class.

Therefore this value is selected as the confidence value.

4.2.2.2. Rank-level Fusion. In rank-level fusion, the individual classifiers produce a

ranked list of class labels. The ordered set of class codes are fused to provide a single

label. We consider Borda count (BORDA) method, which calculates the sum of ranked

class labels and returns the class label with the smallest total rank.
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4.2.2.3. Score-level Fusion. In score-level fusion, the similarity measures produced by

individual experts are combined with simple arithmetic rules. In this work product rule

(PROD) and sum rule (SUM) is considered. These rules operate on normalized distance

measures. To normalize similarity scores min-max normalization is implemented, where

the new distance range is calculated using minimum and maximum distance values,

dMIN and dMAX. The normalized distances are computed as follows:

d′ =
d − dMIN

dMAX − dMIN

(4.2)

4.3. Experiments

4.3.1. EnterFACE Database

We have experimented on the EnterFACE 2D-3D face database, collected during

Enterface’07 Workshop held in Boğaziçi University [58]. EnterFACE database consists

of several expression, pose and occlusion variations collected from 81 subjects. For

each scan the 2D texture image and the corresponding 3D information in the form of

a point cloud is acquired. For each 2D and 3D scan, 22 landmark points containing

nose-tip, eye corners, mouth corners and tip of the chin are manually labeled. The

landmarks are shown in Fig. 4.3 together with the related labels. The age range for

subjects is 25 − 35 and the gender distribution is 51 males to 30 females.

The database consists of two versions. Table 4.1 gives the number of subjects and

the number of expression, pose, and occlusion variations for each version. EnterFACE

v.1 is acquired for face recognition studies where difficult conditions such as facial

expressions, pose variations and partial occlusions are present. Multiple neutral scans

for each subject are also available, so that implemented recognition algorithms can

be evaluated for neutral scans. EnterFACE v.2 serves both for face recognition and

expression understanding studies. The main difference of this version is the variation

of expressions. Another difference is the number of neutral scans per person. For most

of the subjects only one neutral scans is available and for a few of the subjects a second
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Figure 4.3. The locations and labels of the landmarks manually labeled for

EnterFACE database.

neutral scan is also acquired. For EnterFACE v.2, 30 of the 47 subjects are professional

actors, contributing more realistic or more evident expressions.

The purpose of the experiments described here is to examine face registration and

recognition under expression variations. Therefore, the parts of the database related

to the pose variations and occlusions are not utilized.

In the database, there are mainly two groups of facial expressions. The first group

consists of Action Units (AU) based on Facial Action Coding System (FACS) which

was developed for the taxonomy of plausible facial expressions of humans [59]. For

EnterFACE database, more frequently encountered and more easily animated actions

are considered. Among the 44 AUs 19 lower face AUs, five upper face AUs, and three

upper-lower combination AUs are taken into account. Expressions defined by AUs code

the movement of several muscles; thus some AUs are not present for some subjects

who cannot control the related muscles. The second group of expressions are related

to common emotions: happiness, surprise, fear, sadness, anger, and disgust. The 19

lower face AUs, five upper face AUs, three combination AUs, and six expressions for

a sample subject are shown respectively in Fig. 4.4, Fig. 4.5, Fig. 4.6, and Fig. 4.7.

All the AUs and expressions are present in v.2, whereas v.1 consists of only the scans
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Table 4.1. Number of subjects and number of scan variations for EnterFACE

database.

v.1 v.2

# of subjects 34 47

# of total scans/subject 31 53

# of neutral scans/subject 4 1-2

# of expression variations 10 34

# of pose variations 13 13

# of occlusion variations 4 4

marked with (*).

Both versions are used in the experiments. For each set, the gallery is composed

of one neutral scan per subject. The remaining faces, consisting of other neutral scans,

expression variations or AUs, form the probe set. The sample numbers of gallery and

probe sets for each database version are given in Table 4.2. For EnterFACE v.1, the

distribution of test faces into neutral and expression scans is also defined.

Table 4.2. The distribution of faces into gallery and probe sets for both versions of

EnterFACE database.

EnterFACE Gallery Probe

v.1

neutral scans 34 102

expression scans - 339

total scans 34 441

v.2 total scans 47 1508
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4.3.2. AFM-based Registration

Although face is a non-rigid surface, it is considered as non-deformable when rigid

registration methods are used for alignment. In the presence of expressions, the 3D

facial surface deforms, causing a decrease in the accuracy of rigid registration results.

To support our hypothesis, we tested the AFM-based ICP registration approach

on the EnterFACE v.1 database as a baseline algorithm. The coarse alignment is de-

rived by the manually labeled 22 landmark points. The AFM used for fine registration

is constructed from the gallery faces. It should also be noted that for each version of

the face database, separate average models are generated and the experiments run on

each version utilize the respective models.

The PSD classification results for both neutral and non-neutral test sets are

given in Table 4.3. The recognition rate for the non-neutral test set is approximately

30 per cent lower than the recognition rate of neutral-test set. The results confirm

that rigid-registration approaches considering the whole facial area are less accurate

when expression is present. The recognition rate of EnterFACE v.2 test set for the

baseline registration approach is also obtained. This result is given in Table 4.3 to

allow comparisons with experiments using the proposed part-based approach.

Table 4.3. Recognition rates for AFM-based registration approach.

Recognition Neutral Non-neutral

Rates Test Set Test Set

v.1 100.00 71.39

v.2 - 67.67
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4.3.3. Coarse Alignment Approaches for ARM-based Registration

In ICP-based registration, the end-results are greatly affected by the accuracy of

the coarse alignment process. For the proposed ARM-based registration, two different

coarse alignment approaches are tested.

In the first method, referred to as the single-pass registration, coarse alignment

is handled by Procrustes analysis of 22 manually labeled landmarks. This approach is

identical with the coarse alignment phase of the baseline AFM-based registration.

In the second approach, prior to registration with ARMs, a face is densely aligned

to the AFM by ICP algorithm. This method, together with ARM-based dense reg-

istration, includes two ICP alignments. Therefore it is referred to as the two-pass

registration. Utilizing the two-pass approach, we intend to improve the overall regis-

tration accuracy.

In Table 4.4, the recognition rates obtained for ARM-based registration with

either of the coarse alignment approaches are given. It should be noted that both

coarse alignment methods use the whole facial information, either only the landmark

locations or the whole facial surface. On the contrary, when densely registering a face

with an ARM, only the respective facial region is considered. As the results exhibit,

in v.1 no improvement is achieved by the two-pass registration. In v.2, when the

expression variety increases, the two-pass approach introduce better results.

4.3.4. Effect of Landmark Selection on Coarse Registration

Both of the proposed coarse registration methods are derived by a coarse align-

ment of landmark points. Therefore, the accuracy of the registration is highly de-

pendent on these fiducial points. When expression is present, the deformation of the

facial surface will alter the landmark locations, thus affecting the overall accuracy. To

examine the effect of landmark points on the alignment process, we designed several

subsets of landmarks. Results are reported for one-pass ICP registration based on
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Table 4.4. Comparison of coarse alignment approaches. (Recognition rates)

ARM
Single-pass Two-pass

v.1 v.2 v.1 v.2

forehead-eyes 82.89 82.16 82.29 83.09

nose 85.55 82.23 85.84 83.95

cheeks 53.39 52.12 54.57 51.72

mouth-chin 42.48 34.55 45.72 34.95

the nose ARM. The landmarks are distributed either over the related area or over the

whole surface. In Table 4.5, the labels of landmarks used for each specific experiment

are given. The respective locations for the labels are given in Fig. 4.3. In the exper-

iments, initial alignment is handled with Procrustes analysis of selected landmarks.

After ARM-based ICP registration for the nose area, classification is done by detecting

the nearest neighbor over the PSD values. The PSD-based rank-1 recognition rates for

v.1 are given in Table 4.6. The results demonstrate that using points distributed over

the face area instead of local landmarks is beneficial. We obtained identical recogni-

tion results for 22 and seven (nose-tip, inner and outer eye corners, mouth corners)

landmark points. Addition of the tip of the chin to the seven landmarks decreased the

accuracy, because the chin is greatly affected by facial expressions.

Table 4.5. Number of landmarks used in different experiments and their labels

studying effects of landmark selection to registration.

Number of Points Labels

Experiment 1 (5) 5 11-15

Experiment 2 (7) 7 7-10, 14, 16, 18

Experiment 3 (8) 8 7-10, 14, 16, 18, 22

Experiment 4 (22) 22 1-22
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Table 4.6. Recognition rates for different subsets of landmarks.

Number of Landmarks

(5) (7) (8) (22)

Neutral Test Set 92.16 100.00 100.00 100.00

Non-neutral Test Set 81.12 85.84 81.71 85.84

Total Test Set 83.67 89.12 85.94 89.12

4.3.5. Recognition Performance for Individual Face Regions

The rank-1 recognition rates obtained with registration via individual ARMs are

presented in Table 4.4. Nose and forehead-eyes regions appear to be less affected by

expressions and they offer better performances. It was proposed by Mian et al. [36],

that nose and forehead-eyes area can be used for recognition instead of considering

the whole facial surface. Some recognition systems were proposed that work on only

regions selected from the nose area [13],[35] and they reported efficient results on the

FRGC database. Here, we see that the nose area is not sufficient for good recognition

performance when diverse expressions are present in the database such as EnterFACE

database. In Table 4.7, all possible combinations of regions are generated and for each

combination the considered regional classifiers are combined with the product rule. We

can conclude from these results that the use of all the regions of the facial surface is

beneficial in recognition.

The worst results were obtained with the chin ARM. The chin region encapsu-

lates the mouth, which is the mostly deformed area for some expressions. Especially

when the mouth is open, the topology of the facial surface is changed greatly. We

proposed to apply TPS warping to the chin area to neutralize the deformation caused

by an expression. Even though the deformations were reduced by TPS warping, no

improvement was achieved in the recognition phase. While neutralizing the deforma-

tion, the facial information was altered by the applied warping, resulting to incorrect
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classifications.

Table 4.7. Recognition rates after classifiers are combined with the product rule. R1,

R2, R3, and R4 denote nose, eye-forehead, cheek, and mouth-chin regions,

respectively.

One-pass Two-pass

v.1 v.2 v.1 v.2

R1,R2 97.05 94.36 97.05 94.76

R1,R3 84.66 83.22 84.37 83.69

R1,R4 88.50 83.89 88.50 84.55

R2,R3 89.38 89.46 88.79 89.92

R2,R4 94.40 87.86 94.10 89.06

R3,R4 59.88 58.22 58.41 58.36

R1,R2,R3 94.10 93.44 94.40 94.23

R1,R2,R4 97.35 94.83 97.94 95.03

R1,R3,R4 85.55 84.15 86.73 85.21

R2,R3,R4 90.27 89.72 90.86 89.99

R1,R2,R3,R4 95.28 94.76 95.87 95.29

4.3.6. Fusion Methods

Several fusion techniques from three different categories are implemented to im-

prove recognition accuracies of individual classifiers. The different experts are the clas-

sifiers based on individual ARMs. The first category includes the abstract-level fusion

methods that are used to combine class labels obtained from registering via individual

ARMs. The considered methods are plurality voting (PLUR), confidence aided modi-

fied plurality voting (MOD-PLUR), and highest confidence (HC). The second category

is rank-level fusion, where a ranked list of class labels obtained from registration based

on ARMs are fused. From this set, Borda Count (BORDA) is considered. The third

category of techniques are in the score-level group, where the similarity scores obtained
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from individual experts are fused using basic arithmetic rules. Sum (SUM) and prod-

uct (PROD) rules are implemented. In Table 4.8, the recognition rates obtained after

the fusion of individual classifiers are given. In these experiments, two-pass coarse

alignment was applied.

Table 4.8. Recognition rates after individual classifiers are fused.

Two-pass

v.1 v.2

PLUR 89.38 88.53

MOD-PLUR 94.40 94.03

HC 94.40 92.97

BORDA 82.77 76.15

SUM 88.79 91.78

PROD 95.87 95.29

The best recognition results are obtained with the product rule. The improve-

ment caused by fusion is about 10 per cent when compared with individual classifier

accuracies. The confidence-aided methods, MOD-PLUR and HC, give better accura-

cies than BORDA or the basic PLUR. They can be considered as good alternatives for

fusion.
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(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

(k) (l) (m) (n) (o)

(p) (q) (r) (s) (t)

Figure 4.4. Lower Face Action Units: (a) lower lip depressor, (b) lips part, (c) jaw

drop, (d) mouth stretch*, (e) lip corner puller*, (f) left lip corner puller, (g) right lip

corner puller, (h) dimpler, (i) lip stretcher, (j) lip corner depressor, (k) chin raiser, (l)

lip funneler, (m) lip puckerer, (n) lip tightener, (o) lip presser, (p) lip suck*, (q) upper

lip raiser, (r) nose wrinkler*, (s) cheek puff*, (t) low intensity lower lip depressor.
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(a) (b) (c) (d) (e)

Figure 4.5. Upper Face Action Units: (a) outer brow raiser*, (b) brow lowerer*, (c)

inner brow raiser, (d) squint, (e) eyes closed*.

(a) (b) (c)

Figure 4.6. Some Action Unit Combinations: (a) lip corner puller + lip corner

depressor, (b) jaw drop + lip corner puller, (c) lip funneler + lips part*.

(a) (b) (c)

(d) (e) (f)

Figure 4.7. Emotional expressions: (a) happiness*, (b) surprise, (c) fear, (d) sadness,

(e) angry, (f) disgust.
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5. CONCLUSIONS

To recognize a 3D face, one has to compare it with facial surfaces in the gallery.

Before any comparisons can be made between two surfaces, the correspondence be-

tween the faces must be defined. Therefore, a registration step prior to recognition is

necessary.

In real-time 3D face recognition systems, beside the accuracy of the algorithms

implemented, the computational requirements must also be considered. Registration

greatly influences the end-results of a recognition system and it is usually a costly

process. To reduce the computational cost, we considered the AFM-based approach,

where an intermediate average model is used for indexing surface points. The AFM-

based approach is based on the idea of using a common model to act as an intermediate

surface between two surfaces to be registered: Both surfaces are registered to the AFM,

which establishes the dense correspondence of points on surface one and two. The

establishment of this dense correspondence brings additional advantages such as the

benefit of using PCA or LDA. Since the correspondences between gallery faces and the

AFM can be done offline, only a single registration with the test face is sufficient at

testing, greatly speeding up the registration.

A crucial step for the success of the AFM-based technique is how the AFM is

generated: In this work, we have developed a better AFM generation method than the

method of Irfanoğlu et al.. However, no matter how good the AFM generation method

is, it cannot be successful if the underlying faces are too diverse.

This diversity may be due to two factors: different face morphologies or different

expressions. In this thesis, we have developed two approaches to deal with these

situations.

In the first case, we group faces with similar morphologies together. We construct

several morphology/gender groups and construct different models for each.
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For AFM-based approach, we investigated two registration methods: a rigid ap-

proach based on the ICP algorithm and a non-rigid approach based on TPS warping.

The ICP algorithm, which is greatly slower than the TPS method, yields practical re-

sults only if the computational complexity is reduced with the use of an average model.

As the results show, the TPS based method is much inferior to ICP in accuracy despite

its speed. When a face is deformed for registration, the characteristic information con-

cealed in the facial surface disappears, and as a result the identity cannot be correctly

specified.

For the construction of category-specific AFMs, we have proposed two approaches

to group the training faces: A cognitive based approach and a clustering approach.

The use of AFMs constructed with clustering on shape space increases the accuracy

of registration and the subsequent recognition. The clusters expose morphology and

gender as discriminating dimensions of the face space, verifying the other race effect.

We obtained the best results with ICP registration via shape space clustered AFMs.

Our experimental results have also confirmed that for the ICP-based approach a

good initialization is essential. For an automatic face recognition system, automatic

landmark localization is necessary. If the faces are frontal and upright the nose-tip

heuristic can be used, nevertheless hair, clothing or chin can sometimes be detected as

the nose-tip. When other poses are present, the nose-tip heuristic will perform even

worse. When the number of landmarks used is increased, the accuracy of registration

is improved.

With regular re-sampling succeeding the alignment, the extra error caused by

small changes in x and y coordinates of the corresponding points can be prevented.

The results show that the accuracy increases with regular re-sampling. With the Eigen-

face approach, the dimensionality of the face space is lowered while preserving high

recognition accuracies.

For the first part of experiments, exploring registration via multiple AFMs, the

FRGC v.1 database is used. The effect of the AFM used is tested and 92.11 per cent
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is obtained when the AFM is obtained with the proposed AFM generation method,

whereas the accuracy was 86.34 per cent when the AFM of Irfanoğlu et al. was used.

The effect of landmarks used in coarse registration is examined and it is shown that

better registration is obtained with more landmark points. A recognition rate of

92.11 per cent is obtained with seven landmarks as opposed to 90.60 per cent rate

when only the nose-tip is used. In generating specific AFMs gender-, morphology-,

gender+morphology- and cluster-based groups are formed and the best result of 93.78

per cent achieved with the cluster AFMs. The performance is improved with regular

re-sampling of depth values and a recognition rate of 98.18 per cent is obtained. With

PCA over regularly re-sampled depth values the performance is 98.08 per cent, where

the storage requirements and the computational cost is reduced with no accuracy loss.

In the second part of this work, we proposed a registration method based on

ARMs to reduce the effect of surface deformations due to facial expressions. The ARMs

are constructed by dividing a face model into meaningful parts. A face is segmented

automatically by individual registrations via specific ARMs.

As the results show, using ARMs instead of a whole face model for registration is

beneficial in the presence of expression in the face space. The recognition performances

show that nose and forehead-eye regions were less affected by surface deformations, but

they were not sufficient by themselves for recognition. Combining all of the regions

leads to improvement. Fusion techniques were used to combine the results of individual

regions, so that the all the regions can be considered. Best results were obtained with

the product rule. As an alternative, using the confidence values of classifiers provide

to use the decision of regions that are less deformed for a specific expression.

Two different approaches for coarse alignment of faces are examined: In single-

pass approach, the faces are coarsely alignment using only the landmark points and fine

registration is done via ARM-based ICP. In two-pass approach, the faces are aligned

densely to AFM via ICP and a second ARM-based ICP is used to improve the reg-

istration. When deformations due to various expressions are present, the two-pass

registration offers more accurate results.
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The effect of landmark selection on registration is also examined. The results

show that the use of landmarks regarding the whole facial surface instead of regional

points is beneficial in registration.

In the second set of experiments, where the diversity in the face space due to

facial expressions is considered, the EnterFACE database including various expressions

is used. As a baseline algorithm, we tested the AFM-based registration approach and

with non-neutral test scans we obtained a recognition rate of 71.39 per cent whereas

the performance was 100 per cent when only neutral test scans were considered. With

region-based registration, a recognition rate of 85.84 per cent was achieved when nose

area was used. For all possible combinations of facial regions, we have calculated the

performances and concluded that the use of all regions is beneficial in recognition. To

consider all of the regions, we experimented with several fusion techniques and achieved

a best result of 95.87 per cent with the product rule. Confidence aided methods with

a performance of 94.40 per cent appear as good alternatives for fusing classifiers. In

general, it is shown that with regional registration a performance improvement of 15

per cent can be achieved and the results can be further improved with the fusion

techniques where an extra increase of ten per cent can be obtained.

As future directions, the number of regions for ARM-based registration should be

increased, where ARMs better revealing regional face deformations are obtained. Espe-

cially the mouth and chin area should be examined exhaustively, where the topology of

the surface is greatly altered when mouth is open. By defining more significant regions

such as separate upper and lower mouth regions, the deformation neutralization can

also be successful.

To obtain better registration in the presence of expression, the number of ARMs

specific for a region can be increased. A region can have various forms under different

expressions and multiple ARMs can be achieved to represent the diversity. Better

registration can then be obtained via registering to multiple ARMs specific for each

individual regions.
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The ARM-based approach can be applied for face recognition under occlusion.

The faces can be registered with ARMs and the recognition can be achieved by fusion

where the occluded regions can be detected by defined threshold values.
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APPENDIX A: MATHEMATICAL FUNDAMENTALS

FOR QUATERNIONS

In mathematics, quaternions are an extension of complex numbers with a non-

commutative property. They were first described by the Irish mathematician Sir

William Rowan Hamilton in 1843 and applied to mechanics in three-dimensional space.

Quaternions are used in both theoretical and applied mathematics for calculations in-

volving three-dimensional rotations, such as in 3D computer graphics. Basic informa-

tion about quaternions is given in this chapter. Further details about quaternions can

be found in [60].

A.1. Definition

A general rotation in 3D is fully defined by four numbers: one for the angle of

the rotation and three for the axis of the rotation. Quaternions are 4-tuples defined by

Hamilton and they can be considered as elements of a four-dimensional vector space,

whose bases are:
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−1 0 0 0

0 0 0 1

0 0 −1 0
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Quaternions have four dimensions, one real dimension and 3 imaginary dimensions.

Each of these imaginary dimensions has a unit value of the square root of −1, but they

are different square roots of −1 all mutually perpendicular to each other, known as i,j

and k. A quaternion q can be defined as:

H = {w + xi + yj + zk|w, x, y, z ∈ R} (A.2)

A.2. Basic Operations

Quaternions satisfy the following identities, known as Hamilton’s Rules:

i2 = j2 = k2 = −1, ij = −ji = k. (A.3)

Unlike multiplication of real or complex numbers, multiplication of quaternions

is not commutative: e.g. ij = k, while ji = −k. The multiplication rules are shown in

Table A.1:

Table A.1. Multiplication rules for quaternions.

1 i j k

1 1 i j k

i i −1 k −j

j j −k −1 i

k k j −i −1

Quaternions can also be interpreted as a combination of a scalar and a vector,

where a quaternion can be represented as the sum of the 4-tuple (w, x, y, z): q =

w + xi + yj + zk. A quaternion can also be represented as the sum of the scalar-

vector pair [s,v], where s = w and v = (x, y, z). The conjugate quaternion is given by
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q∗ = w − xi − yj− zk.

The sum/difference of two quaternions q1 and q2 is:

q1±q2 = (w1±w2)+(x1±x2)i+(y1±y2)j+(z1±z2)k = [(s1±s2), (v1±v2)]. (A.4)

The product is:

q1 · q2 = (w1w2 − x1x2 − y1y2 − z1z2) + (w1x2 + x1w2 + y1z2 − z1y2)i

+ (w1y2 + x1z2 + y1w2 + z1x2)j + (w1z2 + x1y2 + y1x2 + z1w2)k (A.5)

= [(s1s2 − v1 • v2), (s1v2 + s2v1 + v1 × v2)].

The quaternion product has the associative property, i.e., (q1q2)q3 = q1(q2q3), but

it does not have the commutative property.

The size of a quaternion can be given by its norm, which is defined as:

|q| = q · q∗ = q∗ · q =
√

w2 + x2 + y2 + z2 =
√

s2 + x2 + y2 + z2. (A.6)

A unit quaternion is one for which |q| = 1.

The inverse of a quaternion is given by:

q−1 =
q∗

(qq∗)
=

q∗

|q|2
=

q2

w2 + x2 + y2 + z2
. (A.7)

The multiplication of a quaternion with its inverse can be expressed as follows:

qq−1 = [1, (0, 0, 0)] = [1, 0]. (A.8)
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A.3. Rotation Operations

Quaternions provide a convenient mathematical notation for representing orien-

tations and rotations of objects.

The goal is to find a formula that expresses rotation in 3D space using quaternion

multiplication. Ideally, this formula should be an analog to the complex multiplication

used to represent 2D rotations:

f(w) = zw, (A.9)

where z = eαi is used to define a rotation by an angle α.

The desired 3D rotation formula cannot be simple quaternion multiplication,

because rotating a vector (represented as a quaternion with zero real part) should

yield a vector, but multiplying a vector with an arbitrary quaternion may result in a

non-vector (with non-zero real part).

However, it turns out that we can cancel the real part if we multiply by a quater-

nion from one side and by the inverse of that quaternion from the other side. Let

z = a + u be a non-zero quaternion, and consider the function:

f(v) = z v z−1 (A.10)

where z−1 is the multiplicative inverse of z, and v is a vector in quaternion form. The

function f is known as conjugation by z. Note that the real part of f(v) is zero,

because in general zw and wz have the same real part for any quaternions z and w.

Therefore:

R(z v z−1) = R(z (v z−1)) = R((v z−1) z) = R(v 1) = 0 (A.11)

Furthermore, we have f(v) = v if and only if v and the imaginary part u of z are
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collinear (because f(v) = v means vz = zv). Hence f is a rotation whose axis of

rotation passes through the origin and is given by the vector u.

Note that conjugation with z is the equivalent to conjugation with rz for any

real number r. We can thus restrict our attention to the quaternions of absolute value

one, the so-called unit quaternions. Note that even then z and −z represent the same

rotation.

Inverting unit quaternions is especially easy: If |z| = 1, then z−1 = z∗ (the

conjugate z∗ of the quaternion z = a + v is defined as z∗ = a − v) and this makes our

rotation formula even easier.

It turns out that the angle of rotation α is also easy to read off if we are dealing

with a unit quaternion z = a + v:

a = cos
α

2
. (A.12)

To summarize, a counterclockwise rotation through an angle α about an axis v

can be represented via conjugation by the unit quaternion z:

z = cos
α

2
+ sin

α

2
v̂ (A.13)

where v̂ is the normalized vector:

v̂ =
v

‖v‖
. (A.14)

The composition of two rotations corresponds to quaternion multiplication: if the

rotation f is represented by conjugation with the quaternion z and the rotation g is

represented by conjugation with w, then the composition of f with g is represented by

conjugation with zw.
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If one wishes to rotate about an axis that does not pass through the origin, then

one first translates the vectors into the origin, conjugates, and translates back.
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