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ABSTRACT

In this thesis, thé deadlock detection pmb‘lekm in computing systems is exa;nined in
detail. Deadlock mod'els\ and somé 'published algorithms on deadlock de_tectio:i are
‘ dis_cu'sséd; A modified priority based algﬁrithni is introduced and some more
modificﬁops are offered to make the algoﬁthm correct and more efficient. The final
version of the al_gorithm is simulateﬂ for a single-site system. To shoir the éffects of
'thgse modifications, the simula1iun results obtained with xﬁodifications are compared
with the results obtained without them. It is observed that after the modifications, the
system performed better. For further simulation studies, a distributed system model is
offered. |



. Bu tezde bilgisayar sistemlerindeki ki.li,tlenme jrakalama sorunu incélenmektedir‘
Kilitlenme modelleri ve konu hakkinda yaymlanmw bazi algoritmalar tamﬁlmaktadnr.
Daha once duzeltilmis ;’ﬁncelige Dayali Bu‘ Kilitlenme Yakala;ma, Algoritmast”
aciklanmaktadir. Algoriimayﬁ daha verimli ve dogg‘u yap@k ‘icin bazi degisiklikler
‘ﬁnerilmektedir‘ Algoritmanin son | hali tek ‘islemcili bir sistem icin
~ben.:r:e't'imlenuw;lﬂ;ebdir, Degisikliklérin etkisini gostermek amaci ile, almfe_in sonuclar
degisiklikle; - yapilmadan aluian ‘spnuglaria karsﬁnsﬁrﬁmaktadm . Yé,pllan
degisikliklerle sistégnin daha basarili oldugu gozlenmektedir. Ayrica ileride yapilacak

olan be@zatim galismalart icin dagitilmig bir sistem modeli onerilmektedir.
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1. INTRODUCTION

Deadlock detection is an important problem o'f,multipm'gramming eﬁvirbnments; in
which‘severé,l processes may compete for a finite number of resources. A process
" requests resources, and if the resources are not available at that time, n enters a wait
state. It may happen that waiting processes will never again change state because the
resources they have requesied are he]d by other processes which are dxrectly or
transxuvely waiting for them, 'l'hxs sxtuauon is cailed a dead/oct. In other words, it is a
permanent blocking of a setl of processes that either compete for system resources or
communicate with each other, | | '

If deadloék is ignored in the design state, it must be detected later by some
means, and then a process must be terminated and restarted to recover from it. It is also
. possible that a deadlock; containing all the processes in the system, accurs.

Methhds for coping with deadlock fall into three categories. The first policy is
detection and recovery, Here no action is taken to prevent deadlock from occurring.
When a group of de'adloékédprocesses is 'idemified,_ some of them are terminated in
order to break the deadlock. In connection with this policy the,select.ion of the so-
called victim is another interesting coinponent; The second policy is prevenlion. 1t is

- accomplished by prév'enting at least one of the conditions, all of which are necessary
* for deadlock to happen. And the third policy is avwideace. This refers to methods that
rely on some knowledge of future process behavior to constrain the pattern of
resource allocation.

The topic of the thesis is deadlock detection and resofution. First the problem is
introduced. Then, survey analysxs is done and deadlock detection algorithms in
distributed systems are grouped according to the methods they use. A single-site system
uses basic and simple methods for deadlock detection because there is no
commumcatxon pr ablem within a single-site system. After this general study, a
deadlock detection algorﬁhm is studied. A situation under which the algorithm is

unable to resolve the deadlock is found. Some structural modifications are suggested to
| make the algorithm mére efficient and correct. To show the performance of the



algorithm, it is simulated on a single-site system. The simulation results are discussed.
Finally a distributed system model is introduced for further simulation study.

The thesis consists of eleven parts (including this part). In the next three parts,
the deadlock problem is explained in detail. The fifth part introduces deadlock
detection algorithms in distributed systems. In the remaining parts, a priority based
deadlock detection algorithm is introduced, its structure is changed, and simulated for a
single-site system. The 2im of the simulation is to show that the algorithm works under
deadlock conditions. '

Part Il introduces the deadlock problem, gives examp_les of deadlocks, describes
what a general resource graph is, explains the necessary and sufficient conditions for
deadlock to happen, and gives inf ormation about deadlock policies.

Part III discu&ses models of deadlock according to resource request model of the

processes.

Part IV explains the methods of deadlock detection in dlstnbuted systems. It is
known that deadlock is important problem in distributed systems too.

‘Part V makes a.classificatian of distributed deadlock detection algorithms and
explains each class. It also gives example algorithms for some classes.

Part VI explains an edge-chasing algorithm that fs developed by Sinha and
Natarajan [11%, discusses the errors and the deficiencies of the algorithm detected by
Choudhary ef a/12]. Also some modifications are prdposed to improve the algorithm.

Part VII introduces a single-site. system simulation using the algorithm
explained in Part VI both to test the algorithm and to show the effect of the some
‘system parameters on the performance of the system For the future studies, it offers a
distributed system simulation model.

Part VIII contains conclusion of the thesis.
Appendix A explainstwo-phase locking protocol in concurrency control.

Appendix B gives the deadlock detection algorithm modified by Choudhary ef 2/
121 ' '

References enclosed in brackets refer-to the bibliography.




Appendix C contains the listing of the simulation program which is introduced
in Part VIL. '

Bibliography gives a list of references used in this study and cited in the text of
the thesis. References not cited are listed separately.



I1. DEADLOCK

Deadlock is the permaaent blocking of a set of processes either competing for system
resources or communicating with each other. The problem of deadlock is not unique to
the operating system environment. Generalizing our interpretation of resources and
_ processes, we can see that the deadlock problem may be a part of our daily
environment. |

In this part, first, the problem is introduced. Exzimples of deadlock are given. .
Secondly, the general model of a system is explained. Methods of dealing with deadlock
are introduced. | '

- 2.1. The Deadlock Problem

In this section, we define some terms used in the rest of the chapter, introduce the
problem, give examples of deadlock, and explain the characteristics of resource types.

2.1.1.. Definition of Deadlock
A computer system may be abstractly represented by a pair of sets (3, [1), where
% ={ All possible allocation states of all system resources }

Il ={ Praocesses }

Each element in T represents one possible state in the distribution of the
resources. Each process in [] is a function that, for each system state in T, maps to
another set of states, That state, possibly, can be empty.



For example, let T ={5, T, 1], V) and ] - {Pl. PZ)‘ In this system there are only

four possible system states. Suppose the possible actions by the two processes are:

Py(T) = P,(T) = {8, V) -
Py(10) =(V) Po(l) =2
P (¥)={1) | Py(V) =12

-where, for example, PI(S) ={T, U} means that when Pl is in state S, it may operate

t:hanging system state to T or U. When the range is & (null sét), the précess may not
operate to change the system state from the given state. A system can be shown
graphically, by using nodes for the possible states and arcs for the possible state
changes. The above example can be defined by Figure 2.1. |

TN
/\—\
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U _//} v
' 1
FIGURE 2.1 System states of the example

<
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An operation by process i changes the system state from, say, S to T. It is
abbreviated by writing S-+i~T. If a sequence of operations by processes ij, . .k is
possible (5—i~T,T—+j—1,.. V=+k—W), the sequence is abbreviated by S—+*—+W.

With these settings, some terms related to deadlock can be defined. A process P,
is blvcked in state § if there exists no T so that S—i~T. In the figure, Pl is blocked in



With these settings, some terms related to deadlock can be defined. A process Pi
is blpcked in state 5 if there exists no T so that 5—+i—T. In the figure, Pl is blocked in
state T because there is no arc labelled 1 starting at node T. Process P‘ is deadlocked in
ate 5 it P is blocked in S and, for all states T with $—+i—T, P is blocked inT. No matter -
how other processes can change the system state, there will be no opportunity for P to
perform an operation. In the figure, Pz is deadlocked in the states U and V. PI is not
deadlocked in T because T-2-S unblocks Pl‘ If there is a process Pi deadlocked in S,
then S is a deadlock state. In the figure U and V are deadlock states. If all processes Pi

are deadlockéd in S, then S isa tolal deadlock state. There is no total deaﬂl'ock state in the
figure. State S is secure (safe state) if it is not a deadlock state and, for any state T
reachable from S, T is not a deadlock state. '

‘2.1.2. Examples of Deadlock

Deadlocks can be different from each other. Depending on the number of resources
and processes, they can be simple or complicated.

As a first example, consider the two processes competing for disk file D and tape
drive T. Deadlock occurs if each process holds one resource and requests the other.
Strategies to deal with this kind of problem include imposing constraints on system
design so that certain resources are requested in particular order.

As a second example, suppose the main memory space required for activation
records of processes is dynamically allocated. Suppose total space consists of 20K bytes
and two processes require memory in the following way:

pl: . pz‘
Request SE bytes Requests 7K byles
Requests 6K bytes Requests 8K bytes

As in the previous example, if both processes progress their second requests, deadlock
occurs. Strategies to cope with such deadlocks include preemption of main memory
through paging or requiring processes to declare maximum amount of memory space
required in advance. '



Consider two communicaling prbcesses having the following structure is

another example.
pll » pz
Receive (Pz. M) Receive (Pl, M)
Send (Pz. M) Send (Pl, M)

Design errors such as these may occur at isolated places in very large programs and
may be difficuit to detect. '

For a fourth example, consider that we have two processes sharing resource R.
'After some period of time both processes want to hold the resource R exclusively by
upgrading their locks. Each process begins to wait for the other one to release the fock.

P PZ:’
req-shared-fock (R) req-shared-lock (R)
acquire-shared-lock (R) | acquire—ghared—luck (R)
'req-e§clusive—lock (R) | req-exclusive-lock (R)

A solution for this problem is that if there are more than one users of a resource,
‘processes are not allowed to'upgrade their locks without releasing the resource first.

In each of these examples, deadlock occurs because processes request resources
held by other processes and, at the same time, those processes wait for the resources
held by former processes. This is the fundamental characteristics of deadiock.

Deadlock is similar ‘to starvation, since each of these involves one or more
processes that are permanently blocked and waiting for the availability of the



resource. The two, however, are distinctly different phenomena. A deadlocked process
waits for resources that will never be released. Starvation occurs when some process
waits for a resource that periodically became available, but it is never allocated to that
process.

2.1.3. Resource Types

There are two types of resources: reusable and consumable. Each class has distinct
properties that are reflected in the various strategies designed to deal with the deadlock
problem. S '

Reusable resources have fixed total inventory. Additional units are neither
created nor destroyed. Units are requested and acquired by processes from a pool of
available units and, after use, they are returned to the pool. Examples of reusable
resources are processors, /0 channéls, main and secondary memory, devices, busses,
and infofmation such as files, databases and mutual exclusion semaphores. In the first
two and the fourth examples, processes use reusable resources.

Consumable resources have no fixed number of units, Units may be created
(produced) or acquired (consumed) by processes. An unblocked producer of a resource
may release any number of units. These units immediately bécome available to the
consumer of the resource. An acquired uait céasés to exit. Examples of consumable
resources are interruplts, signals, messages and information in I/0 buffers.

In general, deadlock may invelve any combination of classes of resources, The
classes of resources present in any system or subsystem affect the manner in which
deadlock problem caa be handled.

2.2. The General Model

A general system consists of nonempty sets of processes, [1, and resources, p.

N=(Py,....P,)



P'(Rl.. . R

m’

The set p is partitioned into two disjoint sets which are Pe and p., representing
consumable and reusable resources. For each resource R;. the current number of
availabie units of R; is greater than or equal to zero ( r; > 0 ). The total number of each
reusable unit is greater than zero ( ;>0 ). For each consumable resource, there is a

nonempty set of pracesses which produce units for that resource.

2.2.1. Genéral Resource Graph

A harticu!ar state of the general resource system model is described by the number of
" unitsof each resource that each process requests, the number of units of each reusable
resource held by each process, and current available inventory of each process:-Each
State can be explained by a bipartite digraph (directed-graph).

Nodes of the system are resources and transactions. To distinguish them, square
boxes, D, are used to represent processes and circles, 0, to represent resources. For
reusable resources, the inventory of the resource is represented by placing small
tokens into the circle of the resource. For consumable resources, the tokens represent
the current number of available units. |

There are three types of edges in the system. Reguest edges (Pi‘ Ri) are used to

connect processes to resources and represent the requests which are not granted yet.
Assignment edges (Ri, Pi) connect resources to processes indicating that the resource

is allocated to the corresponding process. Producer edges (Ri' Pi) connect consumable

resources to processes that produce them. This edge is the permanent identifier of the
producer. In Figure 2.2, the producer edge is shown using a dashed line.

There are some restrictions which a general resource system model should
obey. For reusable resources: '

(a) The number of assignment edges directed from Rj cannot exceed ti(total number of

resources type j).

-(b) At any time the number of airailable units is T = ti - ( number of edges directed
from R’- ).
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FIGURE 22 A general resource graph

(c) For each process P;, [number of request edges (P, Ri)} » [number of assignment
edges (Ri‘ Pi)i < ti‘

For consumable resources:

(a) Edge (Ri' P.) exists if and only if Pi produces Ri'

(b) The inventory of £ at any lime is constrained only to be nonnegative. This means

that systems containing consumable resources may have infinite number of states.

2.2.2. Operations on Resources

In this part, operations which are performed by processes on resources are explained.
These operations are reguest, acquisition, aad relegse,

If process Pi is execdtable, then it may request any number of resources
Ri' Ry, . . . For each request an edge is inserted, eg. (P, Ri)'
('Pi. Rk). .

If process Pi has a request, for the resource Ri and the number of requested
units are not more than current inventory T then Pi may acquire the resource. As a

result of this, the graph must be modified. Request edge



i1

(P, Ri) for & reusable resource becomes (Ri' P;) indicating an allocation. Each request
edge to a consumable resource disappears, simulating the consumption of units by P,

Process Pi may release any subset of resource it is holding or pmduce any

number of units of consumable resource. Assignment edges disappear from the graph,
but producer edges are permanent. When new units of Ri are produced or released,

current inventory of the resource is increased by that amount.

2.2.3. Existence of a Deadlock in System

To check the existence of deadlock ina graph, the graph reduction method can be used.
In particular a reduction by a process P; simulates the acquisition of any outstanding

request, the return of any allocated units of a reusable resource, and if P; is a producer
of 2 consumable resource, the production of sufficient number of units to satisfy all
subsequent requests by consumers.

Formally, a graph can be reduced by a nonisolated node, repfesenting an
unblocked process, in the following way:

(a) For each resource R;, delete all edges (P, R;) and if R; is consumable decrement r;
by the number of deleted request edges, '

{b) For each resource Rj, delete all edges (Rj, PLIf Rj is reusable, then increment £ by
the number of deleted edges. If Ri is consumable, then set rjto infinity.

A reduction of a graph by a process node P; may led to the unblocking of ~
another process node Pi‘ making P; a candidate for the next reduction. A graph is
completely reducible if there exists a sequence of graph reductions that reduces the
graph to a set of isolated nodes.

‘ A process P; is not deadlocked in state 5, if there exists a sequence uf reductions
in the corresponding graph that leaves P; unblocked.

Another method of deadlock checking is searching for the existence of cycles
in the graph. Cycles show that there are some processes waiting for some resources. If
deadlock happens there must be a cycle. On the other hand, if there is a cycle the
system may or may not be in a deadlock state, depending on the resource request model
of the processes, Some resources have multiple instances. A resource with multiple
instances is involved in dea\dlock; iff all the instances of it are involved in cycles,
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2.3. Deadlock Policies

Methods of dealing with deadlock fall into three categories. These are detection and
recovery, prevention, and avoidance. Each policy has its advantages and disadvantages,
and also they are used under different conditions. '

2.3.1. Deadlock Detection and Recovery

If a system does not employ a protocol to pferent deadlocks, then it needs a defection
and recovery scheme. When a group of deadlocked processes is identified some of them
must be terminated (aborted) to resolve the deadlock. Either a deadlock detection
algorithm examines the state of the system periodically, or system events may trigger
the execution of the algorithm. The process which is selected to be aborted is called
victim. The algorithm should select the one whose termination costs the least. Factors
that are commonly used to make this determination include:

{a) The amount of effort that has already been invested in the process. This effort will
be lost if the transaction aborted.

(b} The cost of aborting the process. This cost generally depends on the number of
updates the process has already performed. '

(c) The amount of effort it will take to ﬁnish executing the process. The scheduler
wants to avoid aborting a process that is almost finished. To do this, it must be able to
predict the future behavior of processes.

(d) The number of cycles that contain the process. Since aborting a process breaks all
cycles that contain it, it is best to abort processes that are part of more than one cycle.

A process can be repeatedly involved in deadlock. In each deadiock, the same
process is selected as the victim. It aborts and restarts its execution, only to become a
part of deadlock again. To avoid such crelic restarts, the victim selection algorithm
should also consider the number of times a process aborted due to deadlock. If it has
been aborted too many times, then it should not be a candidate for victim selection,
unless all processes involved in deadlock have reached this state.
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"~ The thesis is on deadlock detection and resolution. So, this topic is examined in
detail in the following parts. ‘ )

2;3.2, 'Deadlock Prevention

A second class of deadlock policy is pivwnt:ba. Here the system design prevents entry
into a state which leads to deadlock. This is accomplished by denying at least one of the
four conditions which are necessary for deadlock to happen:

(a) Mutual Erclusion: Processes hold resources exclusively, making them unavailable
tn other processes.

(b) Nonpreemption: Resources are not taken away from a process hoiding them; only
processes can release resources they hold, ' '

(¢) Resource Waiting Processes that request unavailable vnits of resources block until
they become available. '

(d) Partial Allocation: Processes may hold some resources when they are wailing for
other resources.

Deadlock is prevented by designing the resource management section of an
operating system so that one of the conditions cannot occur. Denying any condition
inevitably degrades utilization. of the system resources, but it is appropriate in the
systems for which deadlock carries a heavy penalty (real-time systems controlling
chemical or nuclear processes).

2.3.3. \Deﬁdlock Avoidance

Avoidance feférs to methods that rely on some knowledge of future procesé behavior
to constrain pattern of resource al‘location_. Once again degradation in the resource
utilization is inevitable. Often, a subset of resources for which deadlock is especially
expensive is managed with an avoidance policy.

There are various algorithms which differ in the amount and type of
information required. The simplest and most useful model requires that éach process
declare the maximum number of resources of each type that it may need. Given a priori
information for each process, it is possible to construct an algorithm that ensures, the
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system will never enter 2 deadlock state. A deadlock avoidance algorithm dynamicaliy
examines the resource allocation state to ensure that there will never be a circular-
wait condition.

Given the concept of a safe state, we can define avoidance algorithms which
ensure that the system will never enter an unsafe state . The idea is- that the system
will always remain in the safe state, Initially the system is in a safe state, Whenever a
proecess 'requests a resource that is currently available, the,system must decide whether
the resource can be immediately granted or not. The request is granted only if it leaves
the system in a safe state. As long as the state is safe, the operating system can avoid
unsafe states. In an unsafe staté, processes are not prevented from requesting
- resources in such a way that a deadlock occurs. '

Note that in this scheme, if a process requésts a resource which is currently
available, it may still have to wait. '
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111. MODELS OF DEADLOCK

Depending on the.application, resource systems allow a number of different kinds of
resource requests. For example, a process may need lo access combinatien of some
resources, such as resource A and resource B, resource A or resource B, ‘eu:. This part
introduces a hierarchy of request models used in the literature, starting from very
restricted forms and going to models with no restriction. We also mention about some
algorithms which are designed for those modeis.

In Part 11 the deadlock problem is studied in detail. The theory can be directly
applied to all system resources. Not to complicale the system, we can consider all
resources as “single unit reusable” resources. As a consequence, each resource is
either not in use or allocated to a single user . This shows that resource nodes are
redundant and can be eliminated from reusable resource graph.

In such a graph, edges are different than the ones we used. If R is a resource
and P and Q are processes such that (P, R) and (R, Q) are edges in the graph, then the
transformed graph will have an edge (P, Q). This new graph is called wad-for-graph
{FFG) because an edge represents one process waiting for another to release the
resource. Since all resources are single unit, a cycle in WFG is the necessary and
sufficient condition for a deadlock to exist. For this reason, deadlock detection
algorithms are based on finding a cycle in the WFG.

3.1. One-Resource Model

It is the simplest model, in which a process can only make one outstanding request at a
time.Finding a deadlock in such a WFG corresponds to finding a cycle in the graph. The
outdegree of a node, which is the number of edges leaving a process node, is not more
than one:
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A very simple algorithm For deadlock detection in the one-resource model
appears in Sinha and Natarajan [1]. It is an edge-chasing algorithm in which probes
are sent in the direction of the edges of WFG. In the simplest case, a probe consist of a
natural number which is unique to the nodes in the graph, node id, and the id of the
node which will be the victim in case of deadlock.

The algorithm has vei'y nice featurés, It is very simple. Exactly one process in
the cycle detects the deadlock and simply informs the victim to' take necessary actions
befare being aborted. Spontaneous aborts are allowed and it does not detect phantom
deadlocks.

Although the algorithm seems to be correct Choudhary ef a/ [2] show the
missing paris of the algorithm and improve some of them without changmg the main
structure of the algorithm. This is explained in detail in Part V1.

3.2. AND Model

In this model, processes are allowed to request more than one resource at a time and
. then, they wait all requests to be granted. The nodes of such a system can have
outdegree greater than one. The problem of finding the deadlocks is equivalent to
finding cycles in the WFG.

Consider the WFG given in Figure 3.1. Node P11 has two ouistanding resource

requests. Becausc the system is an AND model system, both of the requests must be
satisfied.

~

We define deadleck in the AND model, using the lines of Chandy and Misra [51. A
process p; is said to be dependent on process P if there is a sequence seq = p;, Py, - . . P

of processes such that each pracess in seq is idle and each except the first holds a
resource for which the previous process in seq is waiting. We define p; to be locally

dependent on Bj if all the processes in seq belong to the same controller. p; is

deadlocked if it is dependent‘on itself or a process that is dependent on itself.
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FIGURE 3.1 WFG of an example system

Deadlock detection algorithms for the AND model declare that deadlock exists.
only if cycles exist. Generally, you cannot say that p, is deadlocked, if it is not involved

in the cycle but waiting pj which is a part of the cycle. As you can see in Figure_ 3.1
node P53 is not part of a cycle, but because it is waiting for node Py3 which is partof a

cycle, it is also deadlocked. Deadlock in the one-resource system can be defined in the‘
same way, with additional restriction that a transaction can have at most one
outstanding requesi at a time. It is seen that the AND model is a more general form of
the one-resource model. |

3.3. OR Model

Another model of resource request is the OR mt_ldel'. A request for many resources is
salisfied by granting any requested resource. An example of this model can be a read
request for a replicated data item. It can be satisfied by reading any copy of it. In the
OR model, detection of a cycle is insufficient for deadlock detection. For example in

Figure 3.1, there is a cycle in the WFG, but we cannot say that there is a deadiock,
because nade p 11 is transitively waiting for node P22 which is an active node. We can

say that it is a deadlock sitvation, if all the edges leaving from pyp are involved in

cycles,
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In the OR Model, 2 £avt¢ in the WFG indicates existence of deadlock. By
definition, a2 vertex v is in a knot if v w such that w is reachable from v — v is
reachable from w. So, no path originating from a knot has "dead ends.”

We define a deadlock in an OR model as follows: A process is blocked if no one of
its outstanding bequests is granted. Each dlocked process has a set of pmceéses. called
its dependent set. A set S of processes is deadlocked if all processes in S are permanently

. blocked. More clearly, a set S of processes is deadlocked if |

(a) all processes in S are blocked,
(b) the dependent set of every process in S isa subset of S, and
(c) there are no grant messages in transit between processes in .

Presence of a deadlocked set of processes is equivalent to the existence of a knot
in the WFG. Therefore, deadlock detection in the OR model can be reduced to detecting
knots in the WFG. A blocked processp is deadiocked if pisin a knotor p can reach only
deadlocked processes. '

AND model deadlock detection can b_e simufated by repeated applications of the
OR model deadlock computations, where each invocation operates on a subgraph of the
AND model WFG according to Knapp [6]. But it becomes a very inefficient method to
handle deadlocks. .

3.4. AND-OR Model

~

As the name implies, it is the generalization of the previous two models. Requests can
be combinations of the ones in AND and OR models, For example, (a and (b or ¢)) may be
a request of this model. For this model we can use repeated application of the OR model
deadlock computation as explained in the previous section. As explained before, using
the algorithm in this way is very inefficient.

A better deadlock detection method for this model\_is_developed by Hermann and
Chandy [7]. The algorithm is explained in Section 5.3.
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n

35. (i) Model

The (g ) model allows the specification of requests to obtain any k available resources

out of a pool of size n. It is the generalization of the AND-OR model. So every request in
the (ﬁ ) model can be expressed using the AND-OR model.

To find a deadlock in such a model, the requesting process should be checked. If
out of k requests, more than (n-k) are involved in cycles, it is said, the process is
deadlocked. ' ' '

An example algorithm for this model is Bracha and Toueg's Algorithm {8l A
transaction can have as a request an arbitrary and-or combination of ;: requests.

A process becomes blocked, when it issues an (:) request. It does so by

sending out n request messages. It becomes executing again when it receives k grant
messages. In this case, it sends relinguish messages to the remaining (n-k) processes,
informing them that the edge created by sending the request message no longer exists.

Gafni [9] suggests improvements to this algorithm, without giving any
correctness proof or simulation results.

3.6. Unrestricted Model

Initially no resource request structure is assumed. Instead the stability of the deadlock
is the only assumption made meaning that deadlocks cannot go away by themselves; we
must detect and resolve them.

The advantage of this model! is that it works under every resource request
model. But, because it is designed considering all resource request structures, it has a
lot of overheads. So, it is preferred just for the systems in which resource requests do
not have a general structure.



However, in the context of deadlock detection in computling systems, these
algorithms seem to be of more theoretical value. Since the fact that no further
assumptions are made about the underlying structure of the system, computation leads
to a great deal of everhead that can be avoided in algorithms for the simpler models.
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1V. DEADLOCK DETECTION IN DISTRIBUTED SYSTEMS

In general, a distributed system consists of a number of sites, each of which is actually
a centralized system. This brings additional problems to the system such as dealing with
replicated data, single process executing in parallel at different sites, elc. As it can be
imagined, it is more difficult to detect the deadlock in a distributed system. This is
because each site hasonly a local view of the whole system.

Both resource (in this case, we refer to a device such as disk, tape, etc.) and
communication deadlocks can be distributed. In distributed systems, processes that
‘access nonlocal data, migrate to other sites creating a subprocess at that site.
Subprocesses may run concurrently with each other. The originating process is
blocked until all subprocesses terminate. A communication deadlock can occur, if a
process in replicated database requests the value of some nonlocal data item and is
blocked until one of the sites that hold a copy of this data responds.

4.1. A Brief -Intreduction to Concurrency Problem

A nice place to see a group of resources is a database. In a database, we can call each
data item a resource. When concurrency or multiprogramming is allowed, a
mechanism must be developed to control the access of processes to data items. This
mechanism is called wwacurreacy conolrol mechanism. The proper definition of
concurrency control is given using the terms of Bernstein ¢ #/ [3). Concurrency
control deals with the problem of coordinating the actions of processes that operate in
parallel, access shared data, and therefore potentially interfere with each other.

The main component of the systems that offer concurrent processing is the
{ransactivn. A transaction is defined as a process that accesses a shared database.
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When two or more transactions execute concurrently, their operations on the
resources in database are performed in interleaved fashion. Such an interleaving can
cause the resources to be in an inconsistent state. So, not to face with such situations,
resource requests of processes working concurrently are coatrolled, before granting
them.

When a transaction (process) successfully terminates, the transaction is said to
be committed Successful termination means that the process acquired all the resources’
it requested and finished. A process is #borfed, if its execution is terminated by the
operating system, before it completes.

The main difficulty in deadlock detection in distributed systems lies in the
efficient construction of the global WFG. Construction of the global WFG is required to
detect global deadlocks. Even though each WFGi is acyclic, the global WFG may contain

a cycle. To discover such deadlocks, all sites must put their local WFG's ﬁ.ogether.

In distributed systems, if a process requests a resource at a remote site, a remote
agen! is created at the remote site to implement the actual request, access, and release
of the resource.

In distributed deadlock detection algorithms, usually database objects are used as

resnurces,

4£.2. Centralized Deadlock Detection

In centralized deadlock detection, one site, the central detector, is responsible for the
detection of global deadlocks. There are two basic approaches. In a periodic deadlock
detection, as the name implies, various sites are polled periodically to check the
occurrence of any deadlock. In the watinuouscase, each local site informs the central
detector when an edge inserted to or deleted from local WFG.

Once the centralized detector finds a deadlock, it selects a victim by using the
rules explained in Section 2.3.1 . Therefore in addition to WFG's, the centralized detector
needs some information about .iransactions to make a goed victim selection.
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TransTerring this information creates more message tralTic in the system (makes the
traffic heavier). |

Although ceniralized deadlock delection is conceplually simple, there are some
problems involved in the approach. The first problem is phantom (false) deadlocks.
Assume a continuous deadlock detection and suppose initial states of site A and site Bare
as shown in the Figure 4.1(a). Initially, process 1 requests a resource held by process 2,
process 2 and process 4 respectively wait for process 3 and process 1.After a while
process 3 requests the resource held by process 4. The local WFG's of site A and site B
are sent to the central detector—Figure 4.1(c). At that moment processl releases its
resource réquest—l’igure 4.1(b). But before the hev WFG is sent, the central detector
detectsa deadlock, but it is a false deadlock. | |

D2y —t—et»(3) (4

Site A Site B

(a) Initial system state

Site A Site B

(b) Subsequent system state

o

(c) Phantom deadlock

FIGURE 4.1 Formation of phantom deadlock
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To prevent the detection of such a false deadlock, different concurrency control
algorithms such as two-phase locking can be used. For more information about two
phase locking refer to Appendix A. In case of two-phase locking, phantom deadlocks
again occur when a process that was involved in deadlock, spontaneously aborts.

A second problem with centralized deadlock detection is related to the high
volume of message traffic between the local sites and the central site. The lines leading
towards the central detector can be bottlenecked. If continuous checking is used, too
much overhead is encountered. The tradeoff is between rapid detection of deadlocks
and reduced mes&xge traffic. There are several variations of periodic deadlock detection
to reduce the number of messages required for deadlock detection.

A third problem is their vulqerabiliiy to failure of the central site, causing
failure of the entire system. Such faults result in long delays until a new central agent
'is determined and supplied with up-to-date WFG information. One method for the
solution of this problem is to provide 2 backup central site. But this solution brings
other side problems with it, such as its cést. need for backup time, etc. |

One reason for the popularity of the centralized deadlock detection methods is
its conceptual simplicity. Moreover, some practical problems, such as removal of false
deadlocks, are easily solved. For example, whenever a global deadlock is detected, the
centrdl controller can reconstruct the deadlock cycle using new information received
from local controllers. If the deadlock cycle remains, then the deadlock is a genuine
deadlock.

4.3. Hierarchical Deadlock Detection

The centralized deadlock detection requires that all information to construct the global
WFG must be requested by one site and kept in that site. Hierarchical deadlock
detection is in between centralized and distributed deadlock detection.

Asin the centralized approach each site maintains its local WFG. In contrast to
the centralized approach, the global WFG is distributed over a number of different
deadlock detectors, These controllers are organized in a tree, where each leaf contains

the local WFG of a single site. A site is reported to its parent deadlock detector, Fach ™
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parent deadlock detector is in charge of detecting and resolving any deadlock that is
Iocal to itself and the set of its descendent sites. The process terminates at some central
deadlock detector.

Hierarchical deadlock detection partially solves the problem of high cost of
constructing the global WFG. But it is still vulnerable to failure of central deadlock
detectors and the phantom deadlock problem is not eliminated.

4.4, Distributed Deadlock Detection

Using this method, any site can detect the deadlock given enough information.
Distributed deadlock detection has been the subject of intensive research in recent
years and a lot of algorithms have been published on the subject. In this part, we will
see why distributed deadlock detection is needed,

Most WFG cycles are of length two. Let's see why il is so. Suppose we start with
all active processes, so the WFG has no edges. When processes become blocked, edges
are added to the graph. Early in the execution, more processes afe not blocked, so new
added edges are froin wailing processes to the ones which are actually holding the
resource (an unblocked process). As more processes become blocked, there is more
chance that a process Pi will be blocked by a lock owned by process Pi which is alse

blocked, creating a path of length two.

Suppose all processes access to the same number of data items with equal
probability. Then on the average, blocked and unblocked processes hold the same
number of locks. All processes are equally likely to block an unblocked process. Then
the prabability that an edge creates a path of length two (three, four, etc) is
proportional to the number of procesées that are on the ends of paths of length one
{two, three, etc). Because initially there is no edge, short paths must dominate. So an
edge that completes a cycle has higher chance to wait a process which is on the end of
a shorter path. Therefore most WFG c&cles are of the length two,

~ Because most WFG cycles are of length two, many times only two sites will be
involved in deadlock. So we do not need o construct the global WFG to see the existence
of a deadlock. In this case trying 1o construct a global WFG, such as in centralized

LAY SRISTHARDE DUVGon
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deadlock detection, will be both useless, and time consuming. Communication of only
those sites which are involved in the deadlock is enough to detect the deadlock. In this
way, deadlock is detected faster without causing unnecessary communication.

4.5. Lock Granularity

The choice of granularity of the ‘database ‘(when data files are used as resources),
represents a tradeoff between increased concurrency and system overhead. Finer
granularity, at the record or field level, provides more opporiunitly for concurrency,
but more locks to be dealt with. It may be desirable to allow different objects with
different granularities, such as a record, a disk page, or an entire file, making the
system more complex. This method usually called multigraaulacity locking.

" In multigranularity locking protocols, deadlock can occur for more than one
‘reason. First, a transaction that obtains too many locks on data items of small
granularity wants to increase the granularity of its subsequent lock requests. Another
problem arises when granularity of the resources is organized as a tree. In this case a
" locking 'protocol may require a transaction that waats to lock some set of granules to
lock a majority of parents of these granules first. If two transactions happen to try
locking the same set of granules, they may reach to a level where both hold locks onv
exactly half of the parents of the set, so none of them succeed.

4 6. The Resource Model

To study deadlock detection algorithms for distributed systems, the model of Menasce
and Muntz [4] is going to be used. According to the model, a distributed system consists
of a collection of N sites, 51, 5. . ., S connected by a communication network. The
network is assumed to be fully connected. It is also said that the communication
network is connected using star topology. Each site is a centralized system that stores
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some portion of the resources. Dala objects in the databases are accepted as respurces in
the distributed system. There are M transactions, TI' TZ' .. 'TM running on distributed

data. A transaction sends reswurce reguesis to a transaction manager (TM). There is
one controller (c;) for each site (si). A transaction is blocked from the time it requestsa

respurce until the acquisition of the resource. A transaction can request a resource
which is residing at a remote site. A distributed transaction Ti implemented by
lransacliion ggenls "ii' each of which is the local agent for transaction Ti at site si. In

case transaction agent t.. requests a resource which is controlled by controller ¢

t.
1 A m'
controller < transmits the request to agent tim Via controller ¢ .. When tim acquires

the resource it sends a message to tii via Cy As it can be seen, intersite requests are

always between two agents of the same transaction.

When agents in transaction Ti no longer need a resource controlied by Cpy they

communicate with agent b

which is responsible for Eeleasing. the resource. 1t is
assumed that messages sent between two sites arrive seqﬁentially and in a finite time.
And also it is assumed that if a single transaction runs by itself in the distributed

system, it will terminate in a finite time and deadlock does not arise.

" A transaction agent is said to be Afle if it is waiting to acquire a resource,
otherwise, it is exrecuiing Ilf an agent never acquires a requested resource, it is .
permanently idle,

In part V, this model is taken into account when explaining some algorithms.
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V. DISTRIBUTED DEADLOCK DETECTION ALGORITHMS

The distributed deadlock detection algorithms in the literature come from four
different classes which are path-pushing, edge-chasing, diffusing computations, and
global state detection. Each class has its advantages and drawbacks.

The correctness of a deadlock detection algorithm depends on two conditions
without looking at the class whibh it belongs to. First, every deadlock must be detected
eventually. Second, if 2 deadlock is detected it must exist. This condition means that
there should not be incorrectly detected deadlocks (phantom deadlocks) because of out-
of-date information. But in case of spontaneous aborts no algorithm can guarantee to
detectonly genuine deadlocks. '

- 5.1. Path-Pushing Algorithms

The basic idea under this class of algorithms is to build some simplified form of global
WFG at each site. For this purpose, it is allowed that all siles can exchange deadlock
information without causing too much message traffic, Using path-pushing, each site
fooks for cycles in its local WFG and lists all paths in the graph. It selectively sends
some portions of paths to other sites that may need them to find cycles. When a site
receives a path, it adds the edges of the received path to its local WFG, and checks for
cycles. If there is no cycle, then the paths that neither the sender nor the receiver
- have seen before are listed and sent to other sites which may have more edges to add to
these paths. The deadlock is detected by the site that adds the final edge to the path
making it a cycle. And then, it is reported to the other sites involved in the cycle. If
cycle lengths are short, this method is bettef' than centralized deadlock detection.

Path-pushing is a nice method, if every site knows where to send its paths. The
best method is sending them to all sites, if you want deadlock to ‘'be detected faster.
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Although it makes detection Faster, it causes heavy traffic in the system. Using this
approach, every site will end up detecting the deadlock, which is more than necessary.
And also, two or more sites that detect the deadlock might choose different victims.

To reduce the traffic and still make enough detections another method is
developed. Suppose that

(a) each transaction, T;, has a unique identification, 1:!(7'1-1. and

(b) 1ds are totally ordered.

In every cycle, at least one path T, . .. —:Tj has Id(T;) « Id(Tj), If we only send around

the paths that have this property, we still find every cycle by reducing the number of
transferred path in the system. So, when a site produces new paths, it sends them to
sites having this property. '

One important point on the subject is that many paih—pushing algorithms are
found to be incorrect, For example Gligor and Shattuck {10] show that the algorithm
developed by Ménasce and Muntz [4] is incorrect. Another example is Obermarck’'s
algoriihm {11]. I is thought that one reason of such incorrect algorithm development
is that at that time the notion of snapshots and consistent global sites in asynchronous
systems were not well understoad.

5.2. Bdge-Chasing Algorithms

The existence of a cycle in a distributed WFG can be checked by sending special
messages called probes along the edges of the graph, Probes are distinct from resource
request and grant messages and are only vsed for the detection of a cycle in the system,
When the initiator of a probe receives that probe, it knows that there is a cycle in the
system and itison the cycle. Then deadlock resolution is initiated.

Only‘ blocked processes propagale the probe along their outgoing edges.
Executing processes simply discard probes or do not put the probes into operation,
depending on the algorithm.
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An edge-chasing algorithm which is developed by Sinha and Natarajan [1] and
modified by Choudhary e£#/ [2], isexamined and improved in the following parts.

5.3. Diffusing Computations

In this class, the basic idea is a iffusing compulaiion which is activated by a
transaction manager that suspects a deadlock. 1f this computation terminates, the
initiator declares deadlock. The characteristic feature of the superimposed computation
in the case of distributed deadlock detection is that the global WIG is implicitly
reflected in the computation. The actual WEG is never built explicitly. The diffusing
computétion expands by sending guery messages and shrinks by receiving replies.
These messages are distinct from request and grant messages. When a diffusing
computation shrinks back to its originator it terminates.

Nodes different from the root are called smfernal nodes. Each node in the
diffusing computation has an initial state called the zewira! state. The root sends
queries to its successors to start diffusing computation. After receiving the first query,
2 node leaves the neutral state and becomes active. This query is called the sogaging
. -guery for that node. The process that sent the engaging query is called the engagerof
that node. The edge along which the query is sent is called the sagagement edge of the
node. '

After receiving engaging query, an infernal node can send queries to iis
successors, and alse send replies to ils predecessors and receive replies from its
successors, (ueries travel in the direction of edges and replies travel in the opposite
direction.

, The difference between the number of queries and replies sent over an edge is
called the deffcitof this edge. The deficit of an edge is greater than or equal to zero.

Now we can define that the neutral state of a node is the state in which the
deficits of all edges are zero. The diffusing computation terminates when the root
returns to its neutral state. A node sends back its engaging reply only after it has
received replies from each query it hassent. -
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We say that diffusing computation has terminated if and only if all internal
andes are in their neutral state, and also the root returns to its neutral state.

In general this approach resulls in shorter messages and less deadlock detection
overhead as compared to path-pushing algorithms.

If we examine Hermann and Chandy's AND-OR model algorithm [7] which uses
diffusing computations, we see that it is a free compdtation. A tree computation
consists of 2 hierarchy of diffuéing coinputanons. Transaction agents are mapped to
the processes in the following manner: A process may have an AND request or an OR
request; an AND-OR request issued by some transaction agent is mapped to a tree of
pmcéwes. The mapping isa pepresenlaﬁon of the AND-OR bequest ina regular form.
Figure 5.1 shows an example of this mapping. Processes like p‘l are AND processes, and

the others are OR processes.

~ _\\

FIGURES.1 Mapping transaction agents to processes



When a grant message is received an edge in the WFG disappears. For the
receiving blocked process:

(a) Either no outgoing edges remain, and the process becomes active,

{b) or if outgoing edges remain, there are two possibilities: If it is an AND process it
remains blocked. If it is an OR request, all outgoing edges disappear and the process
becomes active.

The main idea is that any time a diffusing computation reaches a blocked OR
process, the diffusing computation is propagated to the dependent set of this process; if
the engaged proceés is hlocked AND process, it initiates a separate tree computation for
each outgoing edge. In order to start a deadlock computation, an initiating process
sends a query {o the process that is suspected of deadlock., A free computation
terminates when its initiator receivesa reply from the suspected process.

‘According to the definition. a blocked process p is deadlocked if:

(a) Either p is an AND process and will never receive a grant for at least one of the
requested resources, | '

(b) or p is an OR process, and will never receive a grant message.

Queries have the form guery(seq, £) where seq is the sequence of processes and

k is the sender of the query. If an engaging query(seq, m) arrives at a blocked AND
process py, & new set of computations is initiated by P And, after appending its

oulgoing process py sends to all outgoing edges of the WFG. If a blocked OR process

receives an engaging query, it propagates the query to all processes in its dependent
set. These actions are referred as extension.

If query(seq, m) is not engaging and receiving process Pi has begn blocked, a

reply(seq, k) is sent to the sender process. This action is called reffection.

When a reply(seq, m) is received by an AND pfocess, it sends its engaging reply
kack, if it has been continuously blocked from the time it received the engaging query.
An OR process sends back its engaging reply when il receives replies from all the
elements of its dependent set, and if it has not been executed since it received the
engaging query. These actionsare called collision. ’

To keep track of the queries sent and the replies received by each process, two
different message lists are used. These are incoming query list /2-//s¢ and-outgoing
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query list A7-Ii. Those lists are updated when a new query is received or sent. The
important point is the receipt of a grant message.

A deadlock computation is started by some controller, creating a process called
fnitaator. Initiator sends a query to the process which is checked for deadlock. And 2

tree computation starts. A tree computation terminates iff for every i and j, query(seq,
i}issentto pj: and reply(seq.j) arrives at p; Vith no grants within this time interval.

5.4. Global State Detection

An important point here is having a consistent global state without freezing the
' underiring computations. Underlying computations can be considered as the system,
- processes, transaction agents, and transaction managers.

Eveats in the system are sending and receipt of messages. The set of events in
the system is denoted by £ The Joww! Sate of a process p consists of the history of all

events occurred on p. Using Lamport's lines [12], Knapp [6] makes a definition of
- partial ordering. Let 4 and ey € E.Then e sey (el happened before ez) if either

{a) e, and e, are both on the same process p, and ey occurred earlier in p than ey;
(b) ey isasendeventandey is the corresponding receive;
{c)(3e ;e ek 18y <e'ae Sezl.

The first condition says that events in a single process are totally ordered. The second
condition implies that each message is received after it is sent. And according to the
third condition, we can say that ordering is tranisit.ive. Since an event cannot occur
before itself, , partial ordering is irreflexive.

We can represent the history of a sysiem and its happened-before relation by a
diagram in Figure 5.2. The dots represent the events and the horizontal lines are the
time axes of the processes.
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FIGURE 5.2 A cutof a distributed system

The following formalization is from Chandy and Lamport [13). A cetcof Eisa
partition of E into two sets P. and F. meaning the past and future of c. A cut is

consiNent if F . is closed under <. A consistent cut defines a consistent state. It can be

said that consistent cuts are the ones that do not contain a send event in the future with
the corresponding receive event in the past.

A special type of consistent state is St which is the global state at time t. Syisa

purely theoretical construct that cannot be observed, because it is impossible. In

contrast, consistent states can be obfained within the system. We can extent the
relation < to consistent states as follows: Let § 1 52 be consistent states. Then § 1= SZ, if

~ the past of §, is a subset of the pastof S,.

A reachability relation, +, is defined between the states. Let S be a consistent

state and e €E, such that P {e) defines a consistent state $'. Then $ +° $' denotes that
§' is reachable from S. If there is a sequence of events, 5, and if we can reach from state
St S by following those events , we can write $ +°S'. Chandy and Lamport show that $
<$' implies (3 schedule 6 25+ 5").

In deadlock detection, the state of a system can be identified by the WFG, and for

schedules we can consider sequences of information. A transaction is deadlocked, if it
is deadlocked in WFGt, WFG at time {. And we can also say that if a transaction is .

deadlocked in WFG, it is also deadlocked in WFG', under the condition that WFG < WFG'.
This is the main point on which deadlock detection algorithms can be based.
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Chandy and Lamport {13] show how to obtain a consistent global state of a
distributed system. A consistent global state in this way is called a sngpshot of the
system. A
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V1. STUDY ON AN EDGE-CHASING ALGORITHM

In this part, first we examine the original algorithm of Sinha and 'Nataraian {1l
Then, the modified version of the algorithm by Choudhary e£a/ [2] is discussed. Finally,
new modifications and structural changes are offered to make the algorithm more
efficient and correct. In this pari, terms “transaction” and “process” are used
A interchangeably.

6.1. A Priority Based Distributed Deadlock Detection Algorithm

by Sinha and Natarajan

The deadlock deteclion scheme presented by Sinha and Natarajan does not construct
any WFG, but follows the edges of the graph to search for a cycle. It is assumed that
each transaction is assigned a priority in such a way that according to priorities all
transaciions are totally ordered. When a transaction waits for a data item which is
locked by a lower priority transaction, an aafzgonistic conflict occurs. If an
antagonistic conflict accurs for a data item, the waiting transaction suspects from
deadlock and initiates a message to find cycles. If the message comes back to the
initiator, a deadlock cycle is detected,

6.1.1. The Distributed Resource Model

In the distri_buted system, each site has a system-wide unique identifier, called site_sd
in short. And each site communicates through messages.
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1t is assumed that all messages sent arrive al their destinations in [inite time
and alsy messages are error-free. The site-to-site communication is pipelined, meaning
that messages arrive in the order they are sent.

Within 2 site, there are several processes and resources (e iems). Every
process has a system-wide unique name, called process 4l To access one or more dula
ftems (resources), which may be distributed over several sites, a user creates a
transaction process at the local site. A transaction process coordinates actions on all
data items participating in the transaction and preserves the consistency of the
resources. '

Data items 'are passive entities that represent some accessible piece of
information. Each data item is controlled by a data manager. If a transaction wants to
operate on a daia item, it must send a request to the corresponding data manager.
Locking and unlocking of data ilems are performed via data managers. A data item can
be in one of two modes: free or exclusive (no shared access is allowed), Data manager
grants the data item to requesting transaction, if the corresponding data item is free.
Otherwise, the lock request is inserted in a queuve, called reguesi_( and a transaction in

‘the request_Q is called the reguesterof the data item. A transaction which has locked a
data item is called the bo/dez_'of the data item. ' '

Transactions can be in one of two states: 2ctive or wailing. If a transaction is in
a request_0 of 2 data manager. it is in waiting state, otherwise it is active. The state of a
transaction changes from waiting to active when the data manager schedules -its
panding lock request. In case of state changes, data managers inform the transactions
about the changes. |

Each transaction is assigned a priority in such a way that priorities of all
transactions are tot.iljy ordered. To assign priorities to transactions, timestamp
mechanism is used. When a transaction is initiated, it is assigned a unique timestamp.
So the transaction with the least timestamp value has the highest priority. This
condition implies that the oldest ransaction within a site has the highest priority. If
transactions are created at different sites, first, the priorities of corresponding sites
are compared to decide whicﬁ transaction has higher priority.

A timestamp generated by a site whose site-id is i for a transaction is a pair (C, i)
where C is the current value of the local clock. Greater than, », and less than, <
relations for timestamps are defined as follows:
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Letty - (Cy, i1) and t5-(C2, i2) be two timestamps. Then
ty*ty IEECyeCp or (C1=Cp and il»i2);

bty iff Cy<Cp or (C1=Cp and il42).

Transactions use two-phase locking protocol, while making their resource
requests,

6.1.2. Distributed Deadlock Detection

Deadlock is detected by circulating a message, called probde, through the deadlock cycle.
The occurrence of an antagonistic conflict for a data item triggers the initiation of a
probe. A probe is an ordered pair (initiator, funior), where the initiator denotes the
requesier which is confronted with the antagonistic conflict. A junior denotes the A
transaction whose priority is the least among transactions on the cycle.

Adata manager sends the probe only to the holder of the data item. Transactions
send probes only to resources they are waiting for. Transactions and data managers
cannot communicate among themselves for the purpose of deadlock detection.

The basic detection algorithm has three steps.

(a) A data manager initiates a probe in the following two situations: The first situation
is when the data item is locked by a transaction and there is an antagonistic conflict.
The second situation is when a holder releases the data item, the manager schedules a
waiting lock request and there are other lock requests for which the priority of
requester:the priority of new_holder.

When a data manager initiates a probe it sets

initiator = requester;
junior := holder.
(b) Each transaction maintains a queue, called prode_(, where it siores all the probes it

has recexved So, the probe_{ of a transaction contains the information on the
transacuons that are directly of transitively waiting for it.
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When transactions entei‘ the second phase of twn phase locking protocol they
are never involved in deadlock so they can discard their probe_() and ignore any probe

or message which is related to deadlock detection.

When a transaction requests a data item and waits for it to be granted, it goes
from active to wait state and transmits a copy of each probe stored in its probe_Q to the
corresponding data manager.

When a transaction T receives probe(initiatorjunior), it performs the
following. ’

if juniorT
then
junior =T;
save the probe in the probe_(;
if T is in the waiting state
~them ‘
transmit a copy of the probe to the data manager where it is wailing;

(c) When-a data manager receives probe(initiator junior) from one of its requesters, it
performs the following.

if holderzinitiator
then
discard the probe
else
if holder<initiator
then
propagate the probe to the holder
else declare deadlock and initiate deadlock resolution;

‘When the deadlock is detected, the detecting data manager has the identities of the
highest and the lowest priority transactions. Junior (lowest priority transaction) is
chosen to be aborted.



6.1.3. Deadlock Resolution
Resolution consists of three steps.

(a) The data manager sends an abort message to the victim which is junior of the probe.
The identity of the initiator is also sent in the message. '

On receiving an abort message, the viclim initiates a message, clean(victim, initiator),
sends it to the data manager of the resource that it is waiting for and enters the abort
phase. 5inha and Natarajan thinks that probe_Q's of transactions, from initiator to
victim in the direction of probe traversal, will not contain any probe having victim
either junior or initiator. Se, there is no need for the clean message to traverse in that
part.

In the abort phase, the victim releases all the locks it owns, and withdraws its pending
lock requests, and aborts. During this phase, it discards any message it receives.

(b} When a data manager receives a clean message, the message is propagated to the
holder of the resource. ‘ ’

(¢) On receiving clean(victim, initiator), transaction T performs the following
operations. '

purge from the probe_Q every probe that has the victim as its junior
or initiator;
if T is in waiting state
then
if T=initiator
then
discard the clean message
else
'propagate the clean message t_d the data manager where it is waiting
else
discard the clean message;

After cleaning up their probe_Q's, transactions on the broken cycle keep the
remaining probes in their probe_Q for the detection of later deadlocks.
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/

6.2. Ecrrors and Deficiencies Detected by Choudhary e 2/

It is detected by Choudhary &¢ &/ [2] that the algorithm of Sinha and Natarajan [1]
either Fails to detect deadlocks or report deadlocks which do not exist in many
situations. They proposed a modified version of the algorithm. Their full algorithm can
be found in Appendix B. In the following subsections these errors and deficiencies are
discussed.

6.2.1. Undetected Deadlocks

 Consider the situation shown in Figure 6.1(a). Assume that DM(XI) initiated a probe (Tl'
Tj) and propagated to T5, then to T4 and finally to T3. These transactions keep the

. probe in their probe_Q's. Now suppose ’I'3 commits and releases its locks. If T, is first in
the request_( of DM(X3), it will acquire the lock. This situation is shown in Figure
6.1(b). Now, if T, requests a resource which is held by Ty, as shown in Figure 6.1(c)
using a bold line, a deadlock cycle will be formed. Using the original algorithm this
cycle cannot be detected, because the only probe that can detect the cycle is probe (Tl,
Tg)-) which will never be propagated to T

LT ST
: K X
. . -2
T{ T4
X
; 3
T
2
(a) (b) (c)

FIGURE 6.1 An undetected deadlock:
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According to Choudhary e #Z [2), the following extension must be added to the
original algorithm. When a transaction completes or aborts, it releases the resources
that it is holding. The data manager associated with each released resource assigns the
resource o some transaction waiting in the request_Q (if one exists). Each data
manager then requests from all remaining transactions waiting in the request_Q to
transmit their complete probe_Q's to itself. The data manager forwards each received
probe to the new_holder of the resource for which initiator exceeds the priority of the
new_holder.

If the algorithm is modified as suggested above, when transaction TZ is granted
to resource X3, transaction T4 transfers a copy of each probe in its probe () to data
manager DM(X3). Because the initiator of the probe (T, 'l'5) has higher priority than

“transaction T,, that probe is sent to transaction T, by the data manager. When
transaction T, requests a resource which is held by transaction Ty, the probe (Tl, T5) id
is transferred to transaction Tl‘ which detects the deadlock cycle.

6.2.2. False Deadlocks

Other missing part of the original algorithm is that it detects false deadiocks. False
deadlock detections depend on external probes and old probes left in the probe_('s.
Now, we will examine each situation separately.

(A) Fafse Deadlock Due to Fxternal Probes. Consider the case shown in Figure 62(a).
' Transact.ions'l‘l and'l_‘z are holding resources X 1 and X4 respectively, and fl'4 is holding

respurces Xz and X3, In addition Tl' Ty andT 4 have requested resources 23, X, and Xs
respectively. T;'s probe (T, T) is stored in the probe_Q's of T, and T;. When the
deadlock cycle is detected by T,, T, is selected as victim and aborted, A clean message is
initiated in the cycle to remove probes that contain T,. According to the algorithm the
clean message is discarded by the initiator, Tz, considering that Tz should not have any
probe in its probe_( confaining the victim, Té, as its initiator or junior, because T2 is
the highest priority transaction on the deadlock cycle. This argument is only valid

when there is no transaction in the system waiting transitively a transaction on a
deadlock cycle. In the example, although transaction T, is aborted, probe (Tl, T4)

remains in the probe_Qof T, . Later, in Figure 6.2(c), when T, requests a resource held
by Tl‘ the probes, which come from probe_Q of TZ with higher initiator priority, are
sentto T, causing it detect a false deadlock.
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(a) (b) v (c)
FIGURE 6.2 Example of a false deadlock

The algorithm should be modified such that once a transaction is chosen to
abort, it should initiate a clean message which should not be discarded until it returns
to the transaction to be aborted. And the information of the clean message should be
used by each transaction on the cycle.

(B) False Deadlocks Due to O/d Information. Now, consider the example in Figure 6.3(a).
A deadlock exists between transactions Tz,and Ty Transactions Tl' T3, and T5 are

waiting transitively on _T4. The probe (Tl’ Tj) is transferred to Tz via other
transactions. When T, aborts, the probe (Tl,T5) remains in the probe_Q of T,, although
there is no wait-for relation between T{ andT,. Later when T, requests a resource held
* by Tl' the necessary probes are sent to Tl' including (’1‘1, Tj). In this situation as shown
in Figure 6.3(c), T, detects a false deadlock.

To avoid this type of false deadlock, the probe ('s of all the transactions
involved in the deadlock cycle should cleansed of all the probes upon receipt of the
clean message. Unfortunately. this cleansing can prevent the detection of some future
deadlacks. Ta avoid this situation, all of the transactions involved in the deadlock cycle
" or waiting for data items held by the transactions involved in the deadiock cycle should
retransmit and/or reinitiate the probes. Another solution to this problem is just
ignoring such deadlocks, because they occur very seldom. In. the algorithm of
Choudhary et a/ [2], the former method is used. It can be seen easily that in this case,
the number of messages in the system increases drdstically.



44

X
Ty T X T, 1, 7,
X, %" 3 *
X, i
3
X,
T5 4 1'5:
X
Xy 1
¢ .
(a) - (b)

FIGURE 6.3 Another false deadlock example

| 6.3. Some More Modilications

Choudhary 24/ [2] proposed a better version of the algorithm of Sinha and Natarajan
[1}, considering errors and the deficiencies,in the algorithm. But there are some more
modifications to make the algorithm correct and more efficient. Since some of these are

- structural modifications, we can call the new algorithm as a new edge-chasing
deadlock detection algorithm. | |

(A) The Problem of Unresolved Deadlocks. Consider the situation shown in Figure
6.4(a). Transactions Ty and T3 have locked resources Xj and X3 respectively. Transaction
Tz has also locked resources Xz and X4. Transactions Ty and T3 request resources X7 and
Xy respectivély. Because Ty has higher priority than T2, DM(X2) sends probe (1, 2) to T7.
In Figure 6.4(b). T2 requests resource X3. Because X3 has been locked by T3. and also
there is an antagonistic conflict, DM(X3)'sends probe (2, 3) to T3. T transfers a capy of
each probe stored in its probe_Q to the DM(X3). This indicates that a copy of probe (1, 2)
is sent to T3, Because Ty's priority is lower than the junior of the probe, it assigns itself
as the junior of the probe and sends both probes to DM(Xy). When DM(Xy) receives



45

probe (2, 3), it declares deadlock and sends a message to the victim to make it create the
corresponding clean message. It alsv transmits probe (1, 3) to To. While probe (1, 3) is

moving in the cycle, clean (3, 2) reaches T» and it purges every probe from its probe_Q.
However probe (1, 3) isahead of the clean message; it passes T3 before its abortion and
reaches Tp. In Figure 6.4(c), after the abortion of T3, T2 requests Xj. Because it is held
by Ty, the request of the transaction is put into the wait_Q of the corresponding data
manager. Then, Ts transmits a copy of its probe_Q to DM(X{). On receiving probe (1,3),
the data manager declares a deadlock with a false victim. Although there is a cycle, no
information about the real victim is received. Because the identity of the real victim is
not known, deadlock cannot be resolved.

o T Ty
Xz[‘ - X2/. Ll 1%
T, T, 1,
X E M ’
'l”3 T 3
(a) b) - (c)

FIGURE 64 An unresolved deadlock example

Our modification is that all transactions store the probes received with the
~ identity of the data manager sending it. We need to add a seader field into probes. The
field contains the identity of the node {data manager or transaction) sending the
probe. When a clean message is received, not all probes but the only the ones
transmitted by the data manager which is also on the cycle are purged from the
probe_(). The victim discards all the messages received, after initiating a clean message.

(B) Picking the Highest Priority Traasaction from Reguest Q. As it is explained each
data manager has a request_( to hold the information related to transactions which are
currently waiting for the corresponding resource. In both the original and modified
algorithms, priority of the requesting transactions has no importance on deciding the
new_holder of the data item when the data item is released by the current holder. A
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dala manager can assign the lock to any transaction waiting in the request_Q. Then, for
each requester in the probe_( for which requester>new_holder, the data manager
initiates a probe and sends it to the new_holder.

Since it is a priority based system, it will be more logical to pick the transaction
with the highest priority from the’ requeét,_Q as the new_holder. Otherwise, there is
always a chance for the new_holder to be aborted by a higher priority transaction
which is waiting in the request_Q. This modification will reduce the number of probes
sent and the number of deadlocks in the system. The only drawback of this modification
- is the extra computation to find the transaction with the hlghest priority in the
probe_Q. On the other hand, when assigning a resource, creation of probe is not
required, because all other transactions waiting for the resource have lower priority.

(C) 4 Probe @ for Data Managers. In the modified version of the algorithm, after
allocating a resource to one of the transactions waiting in the request_(Q (if any), data
manager sends me&ges to the remaining transactions in the request () to transfer
their probe_Q's. When data manager receives those probes, it transfers them to the
new_holder, after checking priorities of the initiators. As it can be imagined, the
number of messages transmitted increases in such situations.

If each data manager keeps the probes that it receives, there will be no such
overhead. When the above condition occurs, instead of sending messages to the
transactions and waiting for them to transfer their probe_Q's, data manager picks the
necessary probes from its probe_(Q and sends a copy of them to the new_holder. A Probe
is deleted from the probe_Q of adata manager when its sender, which is also requester,
becomes the holder of the data item or when the sender is aborted, or when deadlock
happens. In case of deadlock, the probes which are sent by the transaction, and
waiting for the corresponding data item and also on the cycle, are purged from the
queue. When the holder changes, the probes which are sent by new_holder are deleted
from the queue. |

This modification also reduces the number of messages and probes sent. But,
there is always a tradeoff; In this case, it increases the amount of space consumed.
Additional space is required for the probe_(} of each data manager,

It can be easily seen that the aim of the last two modifications is to reduce the
number of messages and probes sent. Since this is an algorithm for distributed systems,
the amount of messages transmitted is very important. It has a negative effect on the
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completion time of transactions and it creates heavy traffic in the system. For the [irst
modification, we can say correction, instead of modification, of the algorithm.

6.3.1 Modified Algorithm

In this subsection, we will introduce a new version of the algorithm that contains the
improvements explained in the previous section. The structure of probes is changed. A
new field sender is added to the fields of the probe—probelinitiator,junior.sender). The
sender contains the identity of the unit (data manager or transaction) sending the
probe. In the same way, the structure of the clean message is alse changed-
clean(victim initistor.sender). The function of the sender is the same as above.
Another structural modification is that data managers also have probe_Q's. The probes
received by 2 data manager are kept in their probe_Q's.

(A) Modified Deadlock Detection Algorithar This part of the algorithm is explained in
three steps: o

{1} A data manager initiates a probe if there is an antagonistic conflict. It
means that the requester of a data item has higher priority than its holder. In such a
case, probe(initiator,victim, sender) is created and sent to the holder,

‘ ¥hen the holder releases a data item, and if there are some

tmnsaciions.vaiﬁng for it, the data item is granted to the one with the
highest priority. Because all other waiting transactions have less priority
than the new holder, no probe is initiated under such a situation—unlike
the previous two algorithms.

When a transaction completes or aborts, it releases its locks. As explained above,
the data item is granted to another transaction. The probes which are sent by the new
holder are purged from the probe_Q of the data manager—if any. Then the probe_0 of
the data manager is checked, a copy of the probes of which initiator is greater than the
new holder is sent to the new holder. The sender field of the probe is changed before
sending it.

{2) A transaction saves the probes received in its probe_(Q's before it enters the
second phase of the two-phase locking. After it enters the second phase, all the probes

- received are discarded.



When a transaction T receives probe(initiator,junior sender), it performs the
following: ’

if (junior»T)

then
junior =T,

“save the probe in the probe_Q;

if T isin wait state

then
transmit a copy of the saved probe to the data manager where it is waiting,
after changing the sender field »

A When a transaction is wailing to acquire a data item after changing the sender
part, it transmits a copy of each probe received to the data manager where it is waiting.

(3) When a data manager receives a probe(initiator,ﬁctim,sénder), it performé
the following: '

save the probe in the probe_(;
if (holder < initiator)
then
send a copy of the probe to the holder, after changing the sender field
else '
declare deadlock and initiate deadlock resolution;

When the holder of a data item changes, the data manéger purges all the probes
~ which are sent by the new holder from its probe_Q. Then the probe_Q of the data
manager is checked, a copy of the probes of which initiator is greater than the new
holder is sent to the new holder. The sender field of the probes is changed before
sending them.

(B) The Deadlock Resolution Algorithnr This part is also explained in three steps.

(1) When a deadlock is declared, the detecting data manager chooses the junior
of the probe as the victim and sends an abort signal to it. The aim of the abort signal is
to give necessary information to the victim transaction. This information contains the
identity of the initiator. ‘On receiving an abort signal the victim initiates a
clean{victim initiator sender) message and sends it to the data manager where it is
waiting. After initiating an abort message, the victim discards any probe or clean
message it receives. '
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The victim aborts when its abort message returns to itself.

{2) When a data manager receives a clean message, it purges every probe sent
by the sender of the clean message from its probe_(). It propagates the clean message to
its holder after changing the sender field.

It reinitiates probes for each requester with a higher priority than the holder.
A copy of the remaining probes with an initiator having a higher priority than the
holder is sent to the holder.

(3) When a transaction T receives a clean(junior initiator,sender), it performs

the following:

if T isin wait state
then
if T = junior
then :
enter the abort phase, release all locks and purge every probe from its
probe_() |
eise _
purge every probe, of which sender is equal io the sender of
the clean message, from its probe_(); '
after changing the sender of the clean nasskge,‘ propagate it
to the data manager where T is waiting
else ' | |
discard the clean message;

Modifications in the algorithm are shown using bold characters,
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VIL. A SIMULATION USING THE NEW PRIORITY BASED PROBE
ALGORITHM FOR DEADLOCK DETECTION AND EXTENSION FOR

DISTRIBUTED SYSTEMS

The aim of this simulation study is to show the performance of the new algorithm
which is exblained in Part VI. Listing of the simulation program can be found in
Appendix C. In this part, the simulation model of the algorithm is explained. The results
are given. The algorithm is not compared with any other deadlock detection algorithm.
‘ ‘The simulation results are given to show that it works under deadlock conditions. And
asan extension to simulate the algorithm on a distributed system, a distributed system
madel is introduced. |

7.1. Simulation Model of a Single-Site System

A single-system consists of processors, channels, memories, resources, etc. all of which
are controlled by a central unit. Before going into the detail of the system madel, it is
better to give the assumptions we make on the system:

(a) Basic two phase locking is used to solve the problem of synchronizing access to a
data item. All locks on a data item are considered to be exclusive locks, no shared access
is allowed. '

(b)Y Each transaction may make at most one ouistanding request at a time, one resource
medel. So detecting a cycle in the syslem is necessary and enough condition for
deadlock declaration.
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{c) All transactions in the system are assumed to be designed properly, ie., no °
transaction in the system contains infinite lonps or similar errors.

(d) It is also assumed that there is no memory problem, such as, partitioning files into
pages because they do not [it into the main memory. We can put any data into the
memory when required.

{e) Each transaction is a batch process; Interactive processes are not used in the model.

For the modelling of a single-site system the approach of Agrawal ef 2/ [14] is
used. Their approach is simplified in some respects. A great deal of interest is paid for
the modelling of concurrency control part.-

There are three parts of a concurrency control model: a databa.se system model,
a user model, and a Lransaction model The database syétem model captures the relevant
characté:_ristics of the system’s hardware and software, including physical resources
and their associated Schedulers, the characteristics of the database, such as its size or
granularity, the load control ‘mechanism for controlling the number of active
transactions in the system and the concurrenéy control algorithm. The user model
deals with the arrival process for users, assuming either an open system or a closed
system with terminals. The type of the processes, batch-style or interactive, is related
- to this part. The transaction model captures the behavior and processing requirements
of the transactions in the workload.

Queving model of the system is shown in Figure 7.1. There are a fixed number of
terminals from which transactions originate. There is a limit to the number of
" transactions allowed to be aciive af any time in the sysiem, the multiprogramming
level mp/ When a new transaction originates, if the system has a full set of active
transactions, it enters the ready gueve where it waits for the currently active
transactions to ferminate successfully or abort. When there is enough space,
transactions move from the ready queue to the concurrency coniral gueve (cc queue),
begin to execute and make their first requests. These requests are handled by the
concurrency controf unst. When a request is granted after an amount of time, the
transaction is placed into the cc queue for new requests. The duration between each
data item request is unif ormly distributed between one and mar reg_time. The delay 10
transfer a transaction from ready queue to cc queue is computed by using the uniform
distribution between one and max_move_Lime. '
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FIGURE 7.1 Logical queuing model for a single-site system

If the result of a request is that the transaction must be blocked, it enters the
blocked queue until the requesting data item becomes available. If a request leads to a
decision to abort a transaction, it goes back to the ready queue, possibly after a
randomly determined restart delay period of mean restart defay. During that periad,
the other transactions which cause the abortion of the transaction leave the system. It
then makes all of the same requests again. When a transaction is restarted, -its
Nl time does not change. Start time is the value of the local clock when the
transaction is initialized. Since the priorities of the transactions are measured with
their start_time's, aborted transactions have higher priorities than the transactions
initiated after their abortion. This method is called gaining privrity by ageing.
Restart_delay can be arranged according to 'mmnw_time‘ Response_time is measured
as the difference between when a terminal first submits a new transaction and when
the transaction returns to the terminal following its successful completion, including -
any time spent waiting in the ready queue, time spent before (and during) being
. restarted, etc. It is better if we make the duration of restart delay adaptive, depending
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on the observed average response time. Actually, the importance of restart_delay
depends on the load of the system. If the system is heavily loaded, restart_delay loses its
importance (a restarted process has to wait, anyway). In lightly loaded systems,
restart_delay should be adjusted well. Short restart_delay causes deadlock to happen
again. A long restart_delay is waste of time for restarted transactions.

When a transaction completes, all the data items requested by it are updated and
the locks are released, and then a new transaction is transferred from the ready queue
to cc queue. The size of the ready quéue is limited with the number of terminals,
because only one job can be sent from a terminal at a time. The size of cc queus is
limited with mpl. |

TERMINALS

queue

:

— disk

FIGURE 7.2 Physical quening model for a single-site system
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Parameter Meaning

num of_res Number of database objects

num_of_term Number of terminals

max_res Maximum number of resources
(database objects) requested

min_res Minimum number of resources
(database objects) requested

mpl Multiprogramming level

context_switch_time Time required for context
switching

max_move_time Transfer delay from ready queue
to cC queue

think time Mean time between transactions
created from a terminal

min_acc_dur Minimum disk access time for a

v database object

max_acc_dur Maximum disk access time fora

o database object

max_req_time . Maximum duration between each

resource request

TABLE 7.1 Model parameters

CPU and 1/0 resources underlie the logical model of Figure 7.1. The amounts of
1/0 and CPU time per logical service are specified as model parameters. To make the
model simpler, the number of CPU servers is restricted to one, and there are multiple
1/0 servers. The physical queuing model is shown in Figure 72, and Table 7.1
summarizes the associated model parameters. When a transaction requests CPU, itis
put into the CPU gueue. Regquests in CPU queue are serviced FCFS (first-come, first-
sérved), except that concurrency control requests have priority over all other
service requests, The service discipline for the I/0 requests is alse FCFS. Another
parameter which is needed to define at this point is conlext_switch Lime which is the
amount of time required to save all the registers for the old transaction and to load the
registers for the new transaction.

The think fime parameter is the mean time delay between the completion of a
transaction and the initiation of a new transaction from a terminal. It is assumed that
think_time is exponentially distributed.

A transaction is modeled according to the number of data items that it requests.
The parameter Lran_size is the average number of objects requested by a transaction.
The amount of data item that a transaction ‘requests is defined by the uniform
distribution between min_size and max size {inclusive). Because it is a uniform



35

distribution, we do not need the mean value as an input. The data objects are randomly
chosen (without replacement) among all of the data items in the database.

7.2. Application of The Algorithm to The Model

Before going into the details of the algorithm, it is better if we make a definition of 2
transaction for this system. In the .syétem. a transaction can be defined by using the
number of data items it requests, the period of time between the requests, and the
initialization time. The number of data items is selected using a uniform distribution
between the maximum and the minimum number of requested resources. The period of
time between each request is also defined by another uniform distribution. In these
distributions the upper and the lower bounds can be changed depending on the type of
the transactions. In our simulation, all transactions are of the same type. Initialization
time (start_time) is the value of the clock when the transaction is initialized. In the
system, transactions can be in one of four modes: ac&ive, wuiting, :wmreéi. restaried -
and-waiting. Initially all of the transactions are in the active mode. Active means that
the transaction is either executing or waiting for the CPU. If a request of a transaction
is not allocated, it enters waiting mode. A transaction goes from waiting mode to active
mode when it gets the resource that it is waiting for. When an aborted transaction
-restarts, its mode becomes restarted and does not change until it acquires all the
resources that it requested in previous activation. If a restarted transaction waits, its
mode is éhanged to restarted-and-waiting. For both waiting and restarted-and-waiting
transactions, we will use the term vaitiqg throughout this part.

The probe sending mechanism works as explained in the previous part. There is
a special process (sp-process) in the system which wakes up when a transaction is
blocked. Because waiting transactions cannot access the CPU, they do not know if the
other transactions have sent them any probe or not during their wait periods. The
purpose of the sp-process is to check the probe_Q's of such transactions and (if any,
and if necessary) to transmit the probes to the necessary data managers. When
sp_process wakes up, it checks the probe queues of all the blocked transactions and the
probe queués of the data managers for which blocked transactions wait. It, also,
performs the probe transfer operations on behalf of blocked transactions. Cycles are
detected by this process. Deadlock resolution is also performed by it. |
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In a multiprogramming environment, every working process is not actually
active at any time (even though it seems so). An active transaction can capture the CPU
when its turn comes, according to the scheduling algorithm. In our system, a
transaction can not know about the probes it received when it does not hold the CPU,
for example when waiting in the ready gueue to hold the CPUl. We can call this period
wad_in_resdv_q period. The probes which are received during wait_in_ready_q
period, are kept in w4 pr list. When a transaction captures the CPU, it first checks
wig_pr list and places the probes (if any) into priist, which is the main pmbe queue of
the transaction. Then it continues to its regular work. The transactions which are
waiting for data items, also, receive probes duﬁng their waiting period. Such
transactions cannot hold the CPU, before they acquire their requests. But By some
‘means the probes sent during the wait periodvmust be handled, otherwise deadlocks
cannol be detected. sp_process does this job and checks the wtg_pr lists of waiting
transactions. It transmits the probes to pr_list and to the data managers they are
waiting for.

When a deadlock resolution is initiated, sp_process does not terminate before
abortion of the victim. During that period no other process can capture the CPU. -

7.3. Data Structures of T_he quel

There are some basic units which should be implemented using proper data structures
in the model mentioned in the previous sections. The structure of those units are
explained below.

(A) Resource Iable : Resource table is an important component which keeps
information related to the data items (resources) at a site. It has a linked list structure.
‘For each resource there is a corresponding record iﬁ the list. The structure of each
record is shown in Figure 7.3.

As it can be understood from the figure, s /d contains the identity of the
resource, and £ 7d contains the identity of the transaction, currently holding the
resource. Faitg is also a linked list containing the information about the transactions

currently waiting for the resource.
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r_id

t_id

waitg

nextr ———»

FIGURE 7.3 A record in resource table

(B) Transaction Table : Transaction table contains the information about the
transactions which can be initialized by the terminals. It has a linked list structure.
The structure of 2 node in the list is shown in Figure 7 4. ‘

tid

mode

staruime

resnum

hold_list

focus

restart_are

rst_time_arr

mark

mes

prlist

wig_pr
nextt e e

FIGURE74 A record in transaction table

£_4d contains the identity of the transaction. mode contains the current mode of
the transaction. ~arid fime is assigned when the transaction is initialized. res aum
contains the number of data items the corresponding transaction will request. It is a
random and predetermined value. kofd /it is a set containing the identity of data items
that the transaction is holding. rearf_arr, ri_time arr, and mark are the parameters
used when the transaction restarts and contain the information about requested



58

resources and request times. priistand wig_prare lists containing the probes received
by the transaction. If the probes are sent when the transaction is not active, they are
kept in wtg_pr.

(C) Probe Queves:Each transaction and data manager has a probe queue in the system,
which is actually a linked list. Pro.be queues are used to keep the probes sent by the
transactions that are directly or transitively waiting for that unit. Transactions receive
probes from data mahagers and data managers receive probes from transactions.
Probes are kept with the identity of the sender to make the life easier during deadlock
resolution activities. The structure isshown in Figure 7.5. |

init

vic

sender

next —i—b

FIGURE75 Structure of a probe queue

Init is the short form of initiator. It shows the initiator of the probe. Fic (stands
for victim) contains the identity of the transaction that has the lowest priority among
the visited transactions by the probe. In a transaction’s probe queue seader contains
the identity of the data manager that has sent the probe. In a data manager’'s probe
queue, on the other hand, sender contains the identity of the transaction who has sent

it.

(D) Fait Queue : Each data manager has a wait queue to store the information related to
the transactions requesting the corresponding data item. It has a linked list structure.
While assigning a data item to a transaction if there are more than one transaction, the
data manager considers the priorities of the requesting transactions. So both the
identities and the priorities of the waiting transactions are kept in. Figure 7.6 shows
the structure of a wait queve. ‘

Requests in the wait queue are ordered according to the priorities of the
requesting transactions. £ /7 contains the identity of the requesting transactions,
Start time keeps the initialization time and shows the priority of the transactions.
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L_id

start_time

nextw __ | o

FIGURE 76 Structure of wait queue

The queues in the system are simple linked lists just keeping the information
required.

7.4. Results Obtained

The main performance metric used in this thesis is Z8roughput Throughput is taken as
the number of completed transactions per ten thousand units of time. Number of
probes sent per a period of time can be considered as another performance metric,
Response_time can be a good performance metric, for the systems in which it has
importance. In our simulation throughput, number of deadlocks per ten thousand units
of ﬁme,‘number,of probes per ten thousand units of time, and response_time are used
as performance metrics.

Context_switch_time is accepted as a unit of time in the system. When aésigning
time values to the parameters, the ratio of the assigned value to context_switch_time is
taken into account. Some parameters have fixed values, such as num_of_res,
num_of_term, max_res, min_res, context_switch_time, min_acc_dur, max_acc_dur and
max_req_time. The value of mpl is changed. Simulation parameter settings are shown
in Table 7.2.

To get the simulation results, the program is executed until a thousand
transactions complete. With each different setting this execution is repeated.
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Parameter Value
num_of_res 200
num_of_term 50
max_res 8
min_res 2

mpl 2,5.7,10,15, 30,50
context_switch_time 1
max_move_time 4
think time 200
min_acc_dur 15
max_acc_dur 63
max_req.time 25

TABLE 7.2 Simulation parameter settings

The value of mpl is changed from tihxe to time and differences in the results are
observed. In these simulations adaptive restart_delay is used. The behavior of the
system under different mpl valuesare shown in Table 7.3.

Think time = 200;
Restart_delay = adaptivo_e;
mpl e ‘?“m o gl throughput
/10000 units /10000 units
2 7400 19 1 64
5 4359 12 5 107
7 £285 247 12 109
10 4476 %3 18 104
5 5018 780 38 93
30 8037 2640 8.1 53
50 11671 3202 85 34

TABLE 7.3 Simulation results taken with different mpl values
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Think_time is set to two hundred. As it can be seen from the table, the best throughput
is taken when mpl is equal to seven. After that level because of heavy load in cc queue,
throughput decreases gradually and the number of deadlocks begins to increase.

- Some simulation results are taken to show the effect of the ordering of requests
in the request. ). We repeat the above simulation with the system for which the
priority of requesting transactions has no importance' in assigning the resource. The
results can be seen in Table 7.4. The effect of the modification is not clearly seen until
mpl reaches to fifteen. Because mpl is low, there are not many requests in request_Q's
of data managers—so the ordering of requests has no importance on the performance
of the system. After mpl reaches to fifteen—we can call it threshold level for this
system—, the number of conflicts begin to increase so the length of request_Q's. Then
the result of the modification can be seen clearly. If Table 7.3 is compared with Table

.74, it is seen that the number of deadlocks in Table 7.4 is more than the number of
deadlocks in Table 7.3, after the threshold level. Depending on the number of deadlocks,
the number of probes sent, and response time in Table 7.4 are greater than the ones in
Table 7.3. As a result of greater response time, the thmughbut in the Table 74 is less
than the one in Table 7.3.

Think_time =200;
Restart_delay = adaptive;

mpl response-  Aumol Ayl throughput
/10000 units /10000 vnits
2 7302 2.0 2 65
5 4379 13.1 I3 106
7 268 241 12 109
10 4405 47.1 23 104
15 5027 %2 42 o1
30 8139 3032 89 50
50 12484 476.1 99 26

TABLE 74 Simulation results taken with different mpl values when priority has no
‘ importance in handling requests '
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To show the result of the modification which is explained in Section 6.3(C)-
Probe_Q) for data managers—, the system is simulated using the deadlock detection
algorithm with no probe_(Q's for data managers. In that case, after the detection of
deadlock, data managers on the cycle should send the messages to the transactions
waiting for them to reinitiate the probes ( as in Choudhary &¢ a/'s algorithm). And also”
after the termination or abortion of a process, the data managers whose holder has
been the aborted or terminated transaction perform the same thing. The results are
shown in Table 7.5. To see the performance of the modified algorithm, the results can
be compared with the ones in Table 7.3. When data managers do not have probe_Q's, the
message traffic becomes heavier because they should send a message to each
transaction in their request_Q, and wait for the transactions to transmit a copy of their

- probe_Q's. This pmbeés takes time and creates extra delays in the system. Such delays:
are the cause of an increase in response time and in the number of deadlocks.
Depending on these two conditions, throughput of the system decreases.

Think_time =200;
Restart_delay = adaptive;

mpl  response-  mumol o Aumel  throughput
/10000 units /10000 units
2 7435 2.3 1 64
5 4450 155 10 104
7 4342 309 1.7 105
10 4512 62.0 32 103
5 5141 1194 5.1 88
- 30 8637 333.1 93 : 46
50 14740 532.3 102 21

TABLE 75 Simulation resuits taken when probe_Q's for data managers are not employed

The effect of think time is shown in Table 7.6. mpl is set to seven and simulation
results are taken for different think time wvalues. As think time increases,
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response_time decreases. When think time becomes very large, throughput starts to
decrease, because CPU stays idle.

mpl=7;
Restart_delay = adaptive;
th‘ink-_ response-  throughput
time __time :
200 4285 109
%50 3683 07
1500 2975 107
3500 - 840 - 108
4000 790 102
4500 . Bb6 94
5000 548 90

TABLE 7.6 Simulation results taken with different think-time values

7.5. Extension : General Distributed System Model for The Further

- Studies

This study can be extended as a simulation of a distributed system using the priority
based probe algorithm for deadlock detection. The deadlock detection algorithm
remains the same, but some modification is required to adopt the single-site system
model to a distributed system model. In this section, these modifications and a general
distributed system model are introduced. A simple model of the system is shown in
Figure 7.7. '
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B
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FIGURE 7.7 Simple model of the distﬁbute_d system
The assumptions made are:

(a) Resources in the system are not replicated. They are single-copy resources. Each
site is responsible from its own unique resources. To reach a remote resource, a -
message indicating the reqilest is sent to the corresponding site. Then, allocation is
' perfarmed by the site which contains the data item. |

(b) Sites are connected using star topology. This implies that a message can be directly
sent to any other site within the system. All messages sent arrive at their destination in
finite time without any error (error-free system). The delay experienced by a message
in a communication channel is constant for each channel.

(¢) Site-to-site communication is pipelined, i.e. the receiving site gets the messages in
the same order that the sending site has transmitted them.

{d) When a transaction requests a data item from another site, the corresponding data

item is transmitted to the requesting site. After it is released by the requesting
transaction, it is transmitted back to its original site. Process migration is not used,
assuming that all the sites are heavily loaded.

(e) To construct a global completeness within the system, events are partially ordered
using Lamport's approach [12].
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(F) And all of the assumptions of the single-site system model are valid.

7.5.1. Simulation Model of a Site in Distributed System

In terms of data access, the main difference between a distributed system and a single-
site system is that in the former, transactions may request data items which are
residing at remote sites. ”

The logical quening model for a distributed system site is shown in Figure 7.8.
The previous model is modified according to inter-site requests. When a transaction
requests a data item at another sile, a timestamped message (for ordering of events
among sites) containing the necessary information related to the transaction is sent t(;
the corresponding site and the requesting transaction is put into remote access block
gueue. The transaction stays there until the requested data item is transmitted to its site.
A site receiving such a message first arranges the global system clock - according to
the timestamp of the message (this point is explainéd in the following subsection in
detail). Such messages cause the system to create an agent of the requesting
transaction at the requested site. Such operatiéns are called pre-process for a remote
request‘ by the requested site. Then, this transaction agent is put back of the ready
quene in the requested site. When processing time comes to that transaction agent, its
request is checked by the concurrency control unit. If the data item is available, it is
transmitied to the fequesling site. When the requesting site completes its job with this
data item, it is sent back to the original site. During this period (iransmission and
retransmission), all the transactions requested for the corresponding data item are
blocked. Transmission and retransmission periods for a file are fixed for each
transmission channel. Transactions are not allowed to migrate to remote sites. They
only create transaction agents at remote sites when they request data items at those
sites.
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FIGURE73 Logical queuing model for a distributed system site
Physical queuing model is also modified as shown in Figure 7.9.

Some new parameters are added, such as communication delaFiif)
remote_reguest_probabditety). Communication_delay(i,j} contains the transmission
delay experienced by a message while traveling from site; to  site;.
Communication_delay(i,j) may be equal to commuaication delay(j,i), if both
transmission media are the same. For the simplicity of the model all

communication_delay's can be equal. Remote_request_probability(i,j) keeps the
probability of the request which is made by a transaction residing at site; for a

1
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respurce residing at sitei. Remote_request_probability can be equal for all sites or

change from site to site and also according to requested site.

TERMINALS

queue

FIGURE 7.9 Physical queuing model for a distributed system site

7.35.2. Ordering of Events in the Sysiem

Since it is a distributed system, there is no common clock to order the events within the
system. In a cenitralized system, events are totally ordered according to the system
clock. In adistributed system, partial ordering of events according to the messages sent.
between sites is enough for the consistency of the system. For such ordering Lamport's
“happened-before” relation [12] which is explained in Section 34 is used. The
_ implementation of the relation to distributed systems is explained in the following
paragraph.
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Let's give an example of the situation that causes problems. Assume that there
are two processes, at different sites, that communicate with each other (process A and -
process B). Process A sends a message to process B when its local clock is equal to 100,
Process B receives this message when its local clock is equal to 50. Because they are at
differeht)sites, such a siwation usually happens. But this is a contradictory situation.
Aithough the message sending event happened before, it seems as if it has happened
after receiving the message according to the local clocks of the sites. To solve this
problem, we require the site to advance its local clock when it receives a message of
which timestamp is greater than the value of its local clock. In the above example, the
local clock of the receiving site becomes 101 when it receives the message. But with '
this clock, you cannot measure the duration of time between two events at a site
correctly. '

The relation is simulated in the following way: Each site has a global clock
(legical clock) other than its own local clock. The purpose of the global clock is only
(partial ordering of the events among sites. Global clock is updated by both the ticks of
the local clock and the messages sent from other sites. Because of this reason, the
global clock is not used for measuring the time between any two evenis. When a
transaction requests a remote data item, the request message is ﬁmeslamped with the
value of the global clock of the__‘l_j_e,que_sting,_ site, It can be understood that the global
clock of each site is different from each other, but partially ordered according to
messages received from other sites.
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VIII. CONCLUSION

In this thesis the deadln;’k problem in computing systems is introduced in detail. The
policies used to deal with the deadlock problem are explained. Among these policies,

"Deadlock Datectitm and Resolution” is selected and studied. Deadlocks are modeled
according to the resource reqmrements of processes.

Distributed computing systems are introduced. Advantages and disadvantages of
centralized, hierarchical, and distributed deadlock detection in distributed systems are
discussed. It is seen that both centralized and hierarchical deadlock detection methods
transfer WFG's between sites. The classes of distributed deadlock detection algorithms
are presented. These classes employ. path-pushing, ' edge-chasing, diffusing
 computations, and global state detection methods to detect deadlocks. Some algorithms
from dxfferant classes are examined.

A priurity based deadlock detection algorithm is introduced. The modified
version of the algorithm is examined. A sitvation under which the algorithm cannot
resolve a deadlock is found. Te sotve this problem and to make the algorithm better
" some @tmctural changes are offered. We called the modified algonthm “the new
prmnty based probe algorithm for deadlock detection.”

Lacking of the formal proof, the algorithm is extensively tested tlimugh
- simulation for a single-site system model. To simulate the algorithm, the model which is
used by Agrawal e a/ 114] for the perforﬁmnce analysis of the different concurrecy
control algorithms is employed, with a few modifications, Giving different values to the
sysiem parameters, the behavior of the system is observed.

To show the effect of modifications, the sysiem is also simulated vsing the
algorithms without modifications, First, the importance of ordering of requests in the
request_{} is considered and the system is simulated using the algorithm which does nat
employ the ordering of events in request_Q. When the results are compared with the
cnes taken vsing the new algorithm, it is seen that for all performance metrics, the
new algorithm performs better. Secondly, the same system is simulated using the
algorithm which does not employ probe_Q's for data managers and the results are also
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compared with the results obtained using the new algorithm. Again better
performance of the new algorithm is observed. The only disadvantage of using
probe_{'s for data managers is that extra memory is required for the probe_('s of data
managers. '

For further simulation studies, the simulation model is extended for distributed
sysiems. Using this model, the new algorithm can be simulated for distributed systems
and performance results are compared with other deadlock detection algorithms for
distributed systems. '
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APPENDIX A. BASIC TWO PHASE LOCKING

To explain the subject Bernstein &f &/ [3] is referred. Throughout the section, we can
-replace the term transaction with the term process. Locking isa mechanism commonly

~used to solve the probiem of synchronizing access to shared data. Each data item hasa
fock associated with it. Before a transaction Ty may access a data, the scheduler first

checks the associated lock. If another transaction Tz holds the lock, then Tl has to wait
- until Ty releases the lock. The scheduler ensures that only one transaction can hold a

lock at a time.

A basic two phase scheduler manages and uses its locks according to the
following rules:

{a) When it receives an operaiion on a data from the transaction manager, the °
scheduler tests if the requested lock conflicts with the other lock that is already set. IT
s0, it delays the operation, forcing the corresponding transaction to wait until it can set
the lock it needs. If not, then scheduler sets the requesied lock and sends the operation
to the data manager. ‘ '

(b) Once a scheduler sets a fock for a transaction, it may not release that lock at least
until after data manager acknowledges that it has processed the lock’s cqrresponding
aperation. '

(c) Once a scheduler has released a lock for a transaction, it may not subsequenily
" abtain any more locks for that transaction.

Rule (a) prevents two transactions from concurrently accessing a data item in
“conflicting mode. Rule (b) supplements Rule (a) by ensuring that the data manager
processes operations on data items in the order that scheduler submits them. Rule (c)
called the two phase rule, is the source of two phase locking. Each transaction may be
divided into two phases: growing phase during which it obtains locks, and shrinking
phase during which it releases locks. Its function is to gvuarantee that all pairs of
conflicting operationé of two transactions are scheduled in the same order.



72

An important unfortunate property of two phase locking is that they are
subject to deadiocks
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APPENDIX B. MODIFIED PROBE ALGORITHM BY CHOUDHARY ¢z a/

In this part we represent the modified probe algorithm by Choudhary ef 2/ [2]. The
algorithm makes no assumption about the scheduling policy of a data manager. When
two or more transactions are simultaneously waiting for a data item, the data manager
may assign the lock for that data item to any transaction. |

(A) The Revised Basic Besuflock Detection Algorithm
The basic deadlock detection algorithm now hasthe following steps.

1) A data manaéer initiates, propagates, or reinitiates a probe in the following
situations.

a) When a data item is locked by a transaction, if a lock request arrives from
another transaction, and reguester > holder, the data manager initiates a probe and
sends it to the Aolder. ’

b) When the current Aolder releases a data 1tem, ihe data manager schedules a

waxtmg lock request.” If there are more lock requests still in the request Q, then for

each lock request for which reguester:> new holder, the data manager initiates a probe
and sends it to the new holder.

When a data manager initiates a probe it sets

iniligtor = reguester;
Junior .= holder

c¢) When a transaction completes or aborts, it releases its locks. The data
manager associated with each released data item assigns the lock for the data item to
some transaction (heretofore referred to as new holder) waiting for that data item (if
one exists). Each data manager then requests all remaining ﬁ'ansactions waiting on the
new lock to transmit their complete probe_Q's to itself. (The identities of these
transactions are obtained from the data manager‘s' réquesL_O.) The data manager
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forwards each received probe (iniliztorjunivr) to new holfer the lock for which
artiiory new holder.

2} Each transaction maintains a queue, called a probe_Q, where it stores all probes
received by it. The probe_Q of a transaction contains information about the
transactions which wait for it directly, or transitively. Since a transaction follows two-
phase locking, the information contained in the probe_Q of a transaction remains valid
until it aborts or commits.

After a transaction enters the second phase of the 2PL, it does not dlscard the
probe_Q However during the cecond phase, any probe recelved is 1gnared

Otherwise, a transaction sends a probe or a capy of its probe_Q te the data
manager, where it is waiting in the following three cases.

, a) When a transaction 7 receives probe (mmator/uzuor) it performs the
fon(rwmg

if Gunior> T)

then sunior:=T:

save the probe in the probe_Q;

if 7 is in wait state -

then transmit a copy of the saved probe to the data manager ‘where it is
waiting;

h) When a transaction issues a lock request to a data manager and waits for the
lock to be granted (ie., it goes from active to wail state), it transmits a copy of each
probe stored in its probe_Q to that data manager. "

¢) If a tiansaction is waiting and receives a request for its probe_Q from the
data manager where it is waiting, it sends a capy of its probe_Q to the data manager.

| 3) When a data manager receives probe (instiator.junior) from one of its requesters, it
performs the following.

il bolder» initiator
~ then discard the probe
 else if bolder« fnitiator
then propagate the probe to the Zolder
else declare deadlock and initiate deadlock resolution;
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When a deadlock is detected, the detecting data manager has the identities of twoe
members of the cycle, smaditor and sunivr, ie., the highest and lowest priority

transactions, respectively. The juador is chosen as the deadlock vrctim.
(B) The Deadlock Detection and Post Resolution Computalion
This consists of the following three steps.

1) To abort the rzctim, the data manager that detects the deadlock sends an abort signal
to the vzctim. The identity of the initiator is also sent along with the abort signal:
abort( victim, initiator). Since the victim is aborted, it is necessary to discard those
probes (from the probe_0Q of various transactions) that have the vzciim as their junior
or initiator Hence, on receiving an abort_signal, the victim does the following.

a) It initiates a message, clean( vicdim, initiator), sends it to the data manager
where it is waiting.

b} The wictim enters an abort phase only when its clean message returns to
itself. Once it enters the abort phase, the viciim releases all the locks it held, withdraws
its pending request, and aborts. During this phase, it discards any probe or clean
message that it receives.

2) When a data manager receives a clean(viclim initiator) message, it does the
following.

al It propagates the clean message to its Aolder.
b) It reinitiates the probes for each reguesterfor which reguester> holder.
¢} It requests each transaction in the requesLQ to retransmit its pfobe_Q.
3) When atransaction 7 receives a clean{ unior.initiator) message, it acts as follows.
. purge every probe from its probe_Q;
if 7 is in wait state
then if 7-junjor
then enter the abort phase and release all lacks

else propagate the clean message to the data manager where 7 is waiting
else discard the clean message.
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APPENDIX C. PROGRAM LISTING

This part contains the liéting of the simulation program. The program is written in
Pascal. It contains three include files—var_init.pas, initialize pas, and simu.pas. First
the listings of the include files are givén according to their places in the main file. To
explain the program, comment lines are used.

" Listing of Include File VAR_INIT.PAS :

procedure var_init{var data:data_pack_type},
{ initializes all the system parameters of a single-site system }

‘begin
. data”.numofres:=sl_numofres;

data”.numofterm:=sl1_numofterm;
data”.maxres:=sl_maxres;
data”.minres:=sl_minres;
data”.mpl:=s1_mpl;
data”.context_switch:=sl_context_switch;
data”.av_move_time:=sl1_max_move_time;
data”.maxreqtime:=sl_maxreqtime;
data”.think_time:=s1_ think time;
data”.minaccdur:=sl_minacecdur;
data”.maxaccdur:=sl_maxaccdur;
data”.res_q ptr:=nil;
data”™.tr_q ptr:=nil;
data™.req g ptr:=nil;
data”.ready g ptr:=nil;
data”.cmpl:=0;
data”.sys_clock:=0;
data”.clock:=0;
data”.cumm_tr dur:=0;
data™.numofprobes:=U;
data”.numoftrans:=0;
data”.numofcomptrans:=0;
data”.mean_tr_dur:=0;
data” . numofdeadlock:=0;

end;



Listing of Include File INITIALIZE.PAS :

procedure initialize{var data:data_pack_type);
{ initializes all the queues used in the simulation of the system
and creates the first transaction of each terminal }
var ’ :
req ptr,request:a_req typet;
rd_ptr:el rd g t,
prev:tr_nodet;
pres:res_nodet;
last:el_rd g t;
pre:a_req typet;
res,i'integer;

procedure find_term{tid:integer; var t:tr_nodet};
{ finds the record of the terminal whose identity is sent as
parameter } '
var
count ’integer;

begin _
if (data”.tr_q ptr<>nil)
then
begin
t:=data”.tr_g ptr;
t:=t".nextt;
count:=1;
while ((t”.t_id<>tid) and (t<>nil)
and {count<=data”.numofterm})} do
begin
t:=t".nextt;
count:=count+l;
end; ’
if (count>data”.pumofterm)
then
begin
writeln{ ERROR - in procedure find term, initialize’};
halt;
end;
end
else
begin - '
writeln{ 'ERROR - in procedure find term, initialize’};
halt;
end;
end; { find term }

procedure insert_req{var req:a_req_typet);
| inserts the received record into cc queue }
var

prel,pre2, ptr:a_req_typet,
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begin .
if (data".req q ptr<»>nil)
then
begin
req”.next:=nil;
- ptr:=data”.req g ptr;
if (ptr”.next=nil}
then
ptr”.next:=req
else
begin
. preZ:=data”.req q ptr;
prel:=pre2”.next;
while ((pre1<>n11) and (prel‘ req_time<req”.req time)) do

begin

pre2:=prel;

- prel:=prel” . next;
end;

pre2“.next:=req;
req”.next:=prel;
end;
end
else
writeln{'ERROR - in procedure insert_req, initialize');
end; { insert_req }

procedure transfer_bw_gs;

{ moves transactions from ready queue to cc queue }
- var

fr rd,rptr:el_rd g t;

fr_req,newone, ptr:a_req typet;

tr:tr_nodet;

begin
if {data”.ready_g_ptr<>nil)
then
begin :
fr_rd:=data”.ready_q ptr;
fr_rd:=fr_rd”.nextel;
fr_req:=data”.req g ptr;
fr_req:=fr_req”.next;
while {{fr_rd”.req time<fr req”.req time) or {fr_reg=nil))
and {data”.cmpl<data™.mpl) and {(fr_rd<>nil} do »
begin '
data”.cmpl:=data”.cmpl+l;
new(newone};
ptr:=data”.req q ptr;
newone” . next:=ptr”.next;
ptr”.next:=newone;
newone”, t_id:=fr rd”.r_id;
find_term({newone”.t_id,tr};
if (tr”.mode=rst)
. then : -
begin ~
newone”.req time:=tr”. start_time;
newone”™.mode: =rstopureq,
end



else
begin
newone” .req time:=fr rd".req time;
newone”.mode: =nevw;
end;
rptr:=data”.ready_q ptr;
rptr”.nextel:=fr_rd”.nextel;
fr rd" . nextel:=nil;
dispose{fr_rd);
fr_rd:=data”.ready_gq ptr;
fr rd:=fr rd”.nextel;
fr _req:=data”.req g _ptr;
fr _req:=fr req”.next;
data”.clock:=data”.clock+data”.av_move_time;
end;
end
else ,
writeln{'ERROR - in transfer bw gqs, initialize'};
end; { transfer_bw gs }

procedure insert_tr rd_g{req:el rd q t);
{ inserts a transaction into ready queue }
var

prel,pre2:el_rd g t;

begin

if {data”.ready_g ptr<>nil}

then -

begin
prel:=data”.ready_q ptr,;
prel:=prel”.nextel;
preZ:=data”.ready_g ptr;
while {{(prel<>nil) and (prel”.req time<req”.req time}} do

begin
preZ:=prel;
prel:=prel” . nextel;
end;

pre2”.nextel:=req;
req”.nextel:=prel;
end
else
begin
writeln{ ERROR - in procedure insert_tr_rd_gq, initialize'};
halt; ’ '
end;
end; { insert_tr_rd q }

procedure job_submission(j:integer;delay:real);

{ initiates a transaction from the corresponding terminal }
var ,
rdtrans:el_rd_q t;

begin
new(rdtrans);
rdtrans”.nextel:=nil;
rdtrans”.t_id:=j;
rdtrans™.req_time:=data”.clock-delay*1n(1l-random);
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insert_tr_rd_g{rdtrans});
end; { job_submission }
procedure init_trans_gq;
{ initializes all the terminals in the system }
var
ptrans, ptr, trans:tr_nodet;
i,Jj:integer;

begin

new(ptr);

ptr”.nextt:=nil; :

data”.tr_gq ptr:=ptr;

ptrans:=data™.tr_g ptr;

for i:=1 to data”.numofterm do

begin
new({trans});
trans™.t_id:=1i;
trans”.mode:=ackt;
‘trans”™.start_time:=0;
‘trans”.resnum:={;
trans”.hold_list:=[];

trans”. focus:=0;

trans™.prlist:=nil;
trans”.wtg_pr:=nil;
trans®.nextt:=nil;

for j:=1 ro data”.maxres do

begin
trans”.restart_arr{j]:=
trans™.rst_time arr{3] —0

end;

trans”.mark:=0;

ptrans”.nextt:=trans;

ptrans:=trans;

end;
end; { init_trans_q }

procedure lnlt res g;
{ initializes all the resources in the system }
var

pres, ptr, resource:res_nodet;

i:integer;

begin

new({ptr);

ptr”.nextr:=nil; :

data”.res_q_ptr:=ptr;

pres:=data”.res_q ptr;

for i:=1 to data”.numofres do

begin
new({resource);
resource”.r_id:=i;
resource”™.t_id:=0;
resource”™ . waitq:=nil;
resource” . probes:=nil;
resource” . nextr:=nil;
pres”.nextr:=resource;
pres:=resource;
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end;
end; { init_res_q }

begin { initialize }

init_trans_q;

init_res_q;

new{rd_ptr);

rd_ptr™.nextel:=nil;

data”.ready_g_ptr:=rd_ptr;

rd_ptr™.t_id:=0;

for i:=1 to data”™.numofterm do -
job_submission{i,data™.think_time};

data™.cmpl:=1;

nevw{request);

rd_ptr:=data”.ready_gq_ptr;

last :=rd_ptr".nextel;

rd_ptr“.nextel:=last“‘nextel;

request”™.t_id:=last™.t_id;

request“ req_time: =last”. req_ time;

request ™ .mode:=nev;

request”™.next:=nil;

last™.nextel:=nil;

dispose{last),;

new{req _ptr);

req_ptr”™.next:.=request;

data”.req_g_ptr:=req_ptr;

writeln(’' all queues are INITIALIZED');

end; { initialize }

-

Listing of Include File SIMU.PAS :

procedure simﬁlate(var data:data_pack_type};

{ simulates a sing-site system }

var
resource :res_nodet;
trans :tr_nodet;
request ra_req_typet;

call_check_wtg_trs:boolean;

‘pxauedule check_clock{var req:a req_typet);
{ updates the system clock }

begin
if {req”.mode <> wtgtrck)
then
if (data”.clock<req”.req time)
then
data”.clock:=req”.req _time;
end; { check_clock }
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procedure find_term(tid:integer; wvar t:tr_nodet);
{ finds the terminal whose identity is given |}
var

count:integer;

begin
if (data”.tr_g ptr<>nil)
then
begin
t:=data”.tr_q ptr;
t:=t".nextt;
count:=1;
whlle ((t“ t_id<>tid) and (t<>nil)
and {count<—data .numofterm)) do
begin .
t:=t".nextk;
count :=count+l;
end,
if (count>data” numofterm)
then
begin
writeln( ERROR - in procedure find_term'});
halt;
end;
end
.~ else
begin
writeln( 'ERROR - in procedure find_ term )
halt;
end;
end; | find_term }

procedure find res(rid:integer; var r:res_nodet};
{ finds the resource whose identity is given }
var

count:integer;

begin
if {r<>onil}
then
begin
gount:=1;

r:=data”.res_q ptr;
r:=r".nextr;
while ({r~.r_id<>rid) and (r<>nil)
- and (count<=data*.numofres)) do -

begln
:=r”.nextr;

count —count+l;
end;
if (count>data”.numofres)
then
begin

writeln{'ERROR - in procedure flnd _res');
- halt;
end;

end



else
begin
writeln( 'ERROR - in procedure find_res'});
halt;
end;
end; { fipd_res }

procedure insert_tr_rd _g(req:el_rd gq t);
{ inserts a transaction into ready queue }
var

prel,preZ:el_rd_gq t;

begin
if {(data” ready g _ptr<>nil)
then
begin o
prel:=data”.ready g ptr;
prel:=prel”.nextel;
preZ:=data”.ready_q ptr,;
while ((prel<>nil) and (prel”.req time<regq” req_tlme)) do

begin
preZ:=prel;
prel:=prel”.nextel;
end;

preﬁ” nextel:=reyg;
req”.nextel: —prel

end

else

begin
writeln({ ERROR - in procedure insert tr_rd q');
halt; :

end;

end; { insert_tr _rd q }

procedure insert req{var req:a_req typet);

{ inserts a transaction into cc queue }

var ‘
prel,preZ,ptr:a_req typet;

begin
if {data” req_q_ptr<>n11)
then
begin
reg”.next:=nil;
ptr:=data”.req q ptr;
if (ptr”.next=nil)

then
ptr”.next:=req
. else
begin
pre2:=ptr;

prel:=pre2”. next;
while ((pre1<>n11) and (prel”.req_ time<req” req_tlme)) do
‘begin
pre2:=prel;
prel:=prel”. next;
end;
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pred”.next =req;
req™.next:=prel,;
end;
end
else
begin
writeln{'req g ptr is nil - insert_req');
halt;
end;
end; { insert_req }

procedure transfer_bw;qs; »

{ transfers transactions from ready queue to cc queue }

var ’ '
fr_rd,rptr:el_rd g t; {from ready queue}
fr_req,newone, ptr:a_req typet;
tr:tr_nodet;

begin

if (data”.ready g ptr<>nil)

then

begin
fr_rd:=data”.ready_g ptr;
fr_rd:=fr_rd”.pextel;
fr_req:=data” req_q_ptr'
fr_req:=fr_req”.next;
while ({((fr_rd”.req time<fr_req" req_tlme) or {(fr_req=nil}}

and {data”.cmpl<data” mpl) and {(fr_rd<>nil)} do

begin
data”.cmpl:=data” cmp1+1
new({newone};

ptr:=data™.req g ptr;
newone”.next:=ptr”.next;
‘ptr”™.next:=newone;
newone”.t_id:=fr_rd".t_id;
find term{newone”.t_id,tr);
if (tr”.mode=rst) ‘
then
begin
newone”.req time:=tr”.start_time;
newone” .mode:=rstcpureq;
end
else
begin '
newone” .req time:=fr_ rd".req time;
newone” .mode: =nevw;
end;
rptr:=data”.ready_ q_ptr
rptr”.nextel :=fr_rd”.nextel;
fr rd”.nextel:=nil;
dispose(fr_rd};
fr_rd:=data”.ready_gq ptr;
fr rd:=fr_rd”.nextel;
fr_req:=data” req_q_ptr;
fr_req:=fr_req”.next;
data”.clock:=data”.clock+data”™.av_move_ tlme
end;



end
else
begin
writeln( ' ready_qgq ptr is nil - transfer bw _gs');
halt;
end;
end; { transfer_bw_gs }

procedure job submission(j:integer;delay:real};
{ initiates a transaction from the given terminal }
var

rdtrans:el_rd q t;

begin
new(rdtrans)
rdtrans”.nextel :=nil;
rdtrans”™.t_id:=j;
rdtrans”.req_time:=data” clock—delay*ln(l—random)
insert_tr_rd _gf{rdtrans});
end; | job_submission }

procedure initiate probe(i,v,sndr: integer),

{ initiates the probe whose initiator, junlor, and sender are
given as parameters }

var .

pr:probet;

tr:tr nodet;

begin
find_term(v,trj};
new{pr};
prr.init:=i;
pr°.vic:=v;
pr”.sender:=sndr;
pr”.next:=tr”.wtg_pr;
tr”.wtg_pr:=pr;
data”.numoiprobes:=data”.numofprobes+l;
pr:=tr”.wtg_pr;
while {pr<>nil} do
begin

pr:.=pr”.next;

end;

end; { initiate_probe }

procedure dm_to_tran{var pr:probet; var tr:tr_nodet};
| sends the given probe to the specified transaction }
var ,

itra,vtra:tr_nodet;

begin
find_term{pr”.init,itra};
find term{pr”.vic,vtra};
if ((tr”.start_time > itra”.start_time)
or (tr”.t_id = pr”.init))
then
begin _
if (tr”.start_time > vtra”. start_time)



then
pr-.vic:=tr*.t_id;
pr’.next:=tr”.wtg_pr;
tr”.wtg_pr:=pr,;
data”. numofprobes:=data™. mumotprobes+1;
end
else
dispose(pr),;
end; { dm_to_tran }

procedure sendprobe({pr:probet; r:res_nodet);
{ sends the given probe to the specified data manager |}
var

tran:tr_nodet;

tpr:probet;

begin i
new{tprj,
tprhi=pr”;

tpr™.sender:=r".r_id,;
tpr™.next:=nil;
pr”.next:=r".probes;
r™.probes:=pr;
data™ . numofprobes:=data
find_term{r~.t_id, tran});
dm_to_tran{tpr,tran),;
end; { sendprobe }

Le

.numofprobes+1;

procedure insert_into_prlist(pro:probet; var tra:tr_nodet};

{ inserts the probe sent into probe_0 of the specified
transaction } ’

var :

prevl, prevZ:probet;

begin
prevl:=tra”.prlist;
prevZ:=tra”.prlist;
while {(prevl<»>nil} and ((prevl”.init<>pro”.init)
or {prevl” . vic<pro®.vic})})) do
begin
prevZ:=prevl;
prevl:=prevl”.next;
end;
if {prevl=nil)
then
begin
pro”.next:=tra”.prlist;
tra”.prlist:=pro;
end :
else
if {(prevl”.init=pro”.init} and (prevl”.vic=pro”.vic})
then :
"~ begin
dispose({pro},;
end;
end; | insert_ into prlist }
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procedure transfer_prlist{var tra:tr_nodet; var r:res_nodet});
{ transfers the probes of the transaction to the specified
data manager }
var
loc:probet;
rpr:probet;

begin
loc:=tra™.prlist;
while {loc<>nil) do
begin
new{rpr);
Crpr”.init:=loc”.init;
rpr”.vic:=loc™ . vic;
rpr”.sender:=tra”.t_id;
rpr™.next:=nil;
‘gsendprobe(rpr,rj;
loc:=loc™ . next;
end;
end; { transfer_prlist }

procedure dlspose_llst(var 1:probet};
{ disposes the given probe_ 0O }
var

ptrl, ptrZ:probet;

begin
ptri:=1;
1:=pil;
while (ptrl <> nil) do
begin
ptr2:=ptrl;
ptrl:=ptrl” . next;
ptr2”.next:=nil;
dispose(ptri};
end;
end; { dispose_list }

procedure remove_holders_probes{var r:res_nodet; holder:integer);
{ removes the probes which are sent by the holder of the data
item from probe O }
var
res_pr,prev_res_pr:probet;

begin
res_pr:=r”.probes;
prev_res_pr:=res_pr;
while (res_pr <> nil) do
if (res_pr”.sender = holder)
then
if {res_pr = r".probes)
then
begln
.probes:=res pr .next;
prev_res_pr =r”".probes;
res_pr”.next:=nil;
dispose{res_pr).



res_pr.=prev_res_pr;
end
else
begin
prev_res_pr”.next:=res_pr”.next;
res_pr”.next:=nil;
dispose{res_pr};
 res_pr:.=prev_res_pr;
.end
else
begin
prev_res_pr:=res_pr;
res_pr:=res_pr”.next;
end;
end; { remove_holders_probes }

procedure transfer from dm{res:res_nodet; var tra:tr_nodet};
{ transfers probes from a data manager to its holder }
var ' '

probe, pr:probet;

itra,vtra:tr_nodet;

begin
probe:=res”, probes;
while (probe <> nil} do '
begin ) o
new{pr};
pr”:=probe”;
pr”.next:=nil;
find term{pr”.init,itra});
find term(pr”.vic,vira); '
if ((tra”.start_time > itra”™.start_time)
or {(tra”.t_id = pr”.init})
then
begin
if (tra”.start_time > vira”.start_time)
then
S pr-.vic:=tra”.t_id;
- pr”.sender:=res”.r_id;
pr*.next:=tra”.wtg_pr;
tra”.wtg_pr:=pr;
data”.numofprobes:=data”.numofprobes+l;

end
else
dispose(pr};
probe:=probe”.next;
end;

end; { transfer_ from dm }

procedure release_all{var tr:tr_nodet};

{ releases all the resources which are held by the specified
transaction }

var
res:res_nodet;
k:integer;
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procaedure release_it{var r:res_naodet};
var
temp,wt :w_req typet,;
act_tr,tra:tr_nodet;
regq:a_req typet;
prev_res_pr,res_pr:probet;
i:integer;

begin -
if {r*.waitg=nil)
then
begin
. 1d =0,
end
else
begin
temp:=r”.waitq;
r*.waitq:=temp”. nextw,
temp”.nextw:=nil;
r*.r_id:=temp”.t_id,;
new{req); _
req .t_id:=temp”.t_id;
req”.req time:=data” . clock
+random(data .maxaccdur-data™.minacedur+1)+data”.minacedur;
req” .mode:=cpureq;
req”.next:=nil;
dispose(temp};
find term(req .t_id,act_trj);
if {act_tx” mode-wtg)
then
act_tr”.mode:=ack;.
if {(act_tr”.mode=rstwtg)
‘then
act_tr” . mode:=rst;
act_tr” . hold_list:=act_tr”.hold_list + [r".r_id}.
act_tr”. focus:=0;
remove_holders_probes(r,act_tr™.t_id};
insert_req(req), -
transfer from dm{r,act_tr};
end;
end; { release_it 1

begin { release_all }
for k:= 1 to data”.numofres do
if (k in tr”.hold list)
then
begin
find_res(k,res);
release 1t(res)
end;
end; { release_all }



procedure abort_phase(var tr:tr_nodet; var res:res_nodet};
{ puts the specified transaction into abort phase }
var

ptrl, ptr2:v_req typet;

i:integer;

rdtrans:el_rd g t;

begin
writeln{’ DEADLOCK - tramsaction ',tr™.t_id:2,’' is aborted’};
find_res(tr”.focus,res);
ptrl:=res”.waitq;
ptrl:=res”.waitqy;
i:=1;
while ((ptrl”.t_id <> tr*.t_id) and (ptrl<>nil))do
begin
ptr2:=ptrl;
ptrl:=ptrl”. nextw;
1:=i+1;
end;
if (ptrl—nll)
then
begin
writeln
{('ERROR - transaction ',tr”.t_id:i3,’ is not in request_0Q'};
halt; :
end
else
begin
if (i = 1)
then ,
res”™ . waitq:=ptrl”.nextw
else
ptr2”.nextw:=ptrl” . nextw;
ptrl” . nextw:=nil;
dispose{ptrl};
tr” . fococus:=0;
release_all{tr};
tr” . mode;=rst;
tr”.focus:=0;
tr”.hold list:=[];
dispose_list{tr”.prlist};
dispose list{tr”.wtg_pr);
tr” . mark:=0;
data”™.cmpl:=data”.cmpl-1;
new{rdtrans};
rdtrans“.nexte1:=ni1;
rdtrans™.t_id:=tr*.t_id;
rdtrans”™.req_time: =data”.clock-data”.mean_tr dur*ln(l—random)
insert_tr_rd g{rdtrans};
end;
end; { abort_phase }



procedure dispose_prs_irom cycle{var l:probet; sres:integer);

{ disposes all the probes which has come from the cycle }
var

ptrl, ptr2:probet;

begin
ptrl:=1;
ptra:=1;

vhile (ptrl <> nil) do
if {ptrl”.sender = sres)

then
begin
if {1 = ptrl)
then
begin
l:=ptrl”™ . next;
ptr2:=1;
ptrl” . next:=nil;
dispose{ptrl);
ptrl:=ptr2;
end
else
begin

ptr2”.next:=ptrl”.next;
ptrl”.next:=nil;

dispose(ptrl);
ptrl:=ptr2”.next;
end;
end
else
begin

ptri:=ptrl;
ptrl:=ptrl” next;
end;
end; { dispose_prs_from cycle }

procedure reinitiate_probes{var r:res_nodet; var t:tr_nodet;
wtr,vic: 1nteger)
{ reinitiates some probes after deadlock }
var
wreq:w_req typet;
pr,Lpr:probet;
iterm,vterm: tr_nodet;

begin

wreq:=r”.waitq;

while (wreq <> nil) do

begin A
if (wreq”.start_time < t”.start_time)
then

initiate probe(wreq”.t_id,t”.t_id,r".r_id);

wreq:=wreq”.nextw;

end;

dlspose prs_from cycle(r .probes,wtr);

pr:=r”.probes;
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while {pr <> nil) do

begin
newitpr);
tpr™i=pr”;

tpr™.next:=nil;
tpr”™.sender:=r".r_id;
dm to_tran{tpr,t};
pr:=pr”.next;

end;

~end; { reinitiate_probes }

procedure resolution{var tid:integer},
{ starts the resolution of a deadlock }
var

vic_tr,cycle tr:tr_nodet;

res:res_nodet;

prevtr:integer;

pr, tpr:probet;

procedﬁre transfer_prlist_to_wtg_pr{var prl,wtgl:probet);
{ transfers probes from wtg_pr list to prlist }
var .

ptrl, ptr2:probet;

begin
ptrl:=prl;
while (ptrl <> nil} do
begin
new{ptr2};
ptri2”:=ptrl”;
ptrZ”. next:=wtgl;

- wrglo=ptr2;
ptrl:=ptrl”.next;
end;

end; | transfer_ prlist_to_wtg_pr }

begin { resolution }

find term({tid,vic_tr}),

find res(vic_tr™.focus,res};

find term{res”.t_id,cycle tr};

previr:=tid; '

while {cycle tr”.t_id<>vic_tr”.t_id) do

“begin '
data”.clock:=data”.clock+{data”.context_switch™4);
dispose_prs_from cycle(cycle_tr”.prlist,res™.r_id};
dispose_prs_from cycle{cycle_tr”.wtg_pr,res”.r_id};
transfer_prlist_to_wtg_pr{cycle_tr”. prlist,

cycle_tr”.wtg_pr);

reinitiate_probes(res,cycle_tr,prevtr,tid};
previr:=cycle_tr™.t_id;
find_res{cycle_tr”.focus,res};
find_term{res”.t_id,cycle tr};

end;

data”.clock:=data”.clock+{data”.context_switch*4};

dispose_prs_from cycle(res”. probes,previr};

abort_phase{vic_tr,res}); '



if {res™.t_id «»0)

then

begin :
find term(res”.t_id, cycle_tr);
pr:=res”.probes;
wvhile {(pr <» nil} do

begin
hew(tpr),
tpr*:=pr”;

tpr”.next:=nil;
tpr”.sender:=res”.r_id;
dm to_tran{tpr,cycle_tr},;
pr:=pr”.next;
end;
~end; -
end; { resolution }

procedure check_wtg_trs;

{ checks the wtg_pr lists of waiting transactions, transfers
waiting probes into prlists and transmits a copy of them to
the necessary data managers }

var : :

tr,inittr,victr:tr_nodet;

res:res_nodekt;

pr,prs:probet;

req:a_req typet;

stop:boolean;

begin
‘tr:=data”.tr_g ptr;
tr:=tr".nextt;
stop:=false;
while {{tr <> nil) and {not stop)}) do
begin ,
if {({tr”.mode = wtg) or {ir”.mode=rstwtg})
then :
begin -
data”.clock:=data”.clock+({data”.context_switch*2};
pr:=tr”.wtg_pr;
while (pr <> nil) do
begin
tr”.wtg_pr:=pr”.next;
pr”.next:=nil;
find term{pr”.init,inittr};
find term{pr”.vic,victr};
if {({(inittr”.start_time<tr”.start time) or
(pr”.init=tr".t_id})
then
begin
, if (victr”.start_time«<tr”. start_time)
then :
pr”.vic:=tr*.t_id;
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if {pr*.imit = tr".t_id)
then
begin

data”.numofdeadlock:=data”.numofdeadlock+l;

resolution{pr”.vicj;

dispose({pr};
stop:=true;
end '
else
begin

new(prs};
prs”.init:=pr”.init;
prs”.vie:=pr”.vic;
prs”.sender:=tr”.t_id;
prs”.next:=nil;

insert_into_prlist{pr,tr};

if {rr”.focus<>()
then :
begin
find res(tr”.focus,res);
-sendprobe(prs, res}
“end;
end;

end

el

Se

dispose{pr}.

pr:o=tr”.wtg_pr;

end;
end;

tr:=tr”.nextt;

end; ,
end; | check

procedure check res{var t:tr_nodet; rgqr:integer);
{ checks the specified resource to see if it is available or

var.

_wtg_trs }

res:res_nodet;

req:a_req

procedure a

{ allocates

begin
res™.t_id
new(req};

req”.t_id:

typet;

llocate;

the resource to the transaction }

c=t".t_id;

=t".t_id;

req”.req time: =data .clock+

{(random{data”

req”.mode:=cpureq;
req”.next:=nil;
t”*.focus:=rqr;

t£”.hold_list:=t" . hold_list + [rgr];

insert_req{req);

end; { allocate }

not }

.maxaccdur-data” m1naccdur+1)+data .minaccdur};



procedure put_in_wq;
{ puts the request of the transaction into request_Q of the
data manager because the resource is held by another
transaction}
var
£1,£2, neww:w_req typet;
i:integer;
notfound:boolean;
trl,rtr:tr_nodet;

begin
if {t”.mode=act)
then
t”.mode: =wtyg,
if {t”.mode=rst}
then o
t”.mode:=rstwty;
t”.focus: =rqr;
new{neww});
neww”.t_id:=t”".t_id;
neww”.start_time:=t".start_time;
neww”.nextw:=nil;
fl:=res”.vaityg;
£2:=£1; .
i:=1; .
notfound:=true;
while {{fl<>nil) and notfound) do
if (f1".start_time<neww”.start_time)
then
begin
£2:=£1,;
- £1:=f1".nexty;
‘d:=1i+1;
end
else
notfound:=false;
if (i=1)
then res”.waitq:=neww
else f2”.nextw:=neww;
neww” . nextw:=£f1; '
find term{res”.t_id, trl};
if {trl”.start_time>t” start_time)
then _ :
initiate_probe{neww”.t_id,res”.t_id,res”.r_id);
transfer prlist(t,res);
call check_wtg_trs:=true;
end; { put_in wq }

begin { allocate }
find res{rqr,res);
if {(res”.t_id=0)
then
.allocate
else
put_in wq;
end; { allocate }



procedure count{hocldlist:resset; var result:integer);
{ counts the mumber of resource that the transaction holds }
var

iinteger;

begin
result:=0;
for i:=1 to data”.numofres do
if {i in holdlist)
then ,
result:=result+l;
end; { count }

procvedure resource_request(var tra:tr_nocdet);

{ requests a resource for the Sp&Glfled transaction }
var :
regtime:real;

req:a_req typet;

reqres,cnt:integer;

begin
reqtime: —random(data .maxreqtime)+l;
data”™. clock:=data”.clock+reqtime;
repeat

reqres: —random(data numofres)+1

until not(regres in tra”.hold_list};
count{tra™.hold_list,ent);
tra”.rst_time_ arrfcnt+l]:=reqtime;
tra”.restart_arr[ent+1l]:=reqres;
check_res{tra,reqresj);

end; | resource_request }

procedure initial_activation(var regq:a_req Lypet);
{ initial activation of a tramsaction }
var

tr:tr nodet;

regres:integer;

begin
data”™.numoftrans:=data”. numoftrans+l;
find_term{req”.t_id,tr),;
tr*.start_time:=req”.req time;
tr*.resnum: =random{data” maxres-data m1nres+1)+data .minres;
resource_request(trj);

end; { initial_activation }

procedure terminate({var trm:tr_nodet});
{ terminates the given transaction }
var

req:a_req typet;

reqtime:real;

i:integer;

begin
regtime: =random{data” . maxreqtime)+l;
data”.clock:=data”.clock+reqtime;



release_all{trm);
data™.cumm_tr_dur:=data”.cumm_tr_dur
+{data”.clock-trm™.start _time);
data”™.numofcomptrans:=data” numofcomptrans+l
trm™ .mode:=act;
trm™.start_time:=0;
trm™.resnum:=0;
trm*‘focus:;ﬂ;
trm™.hold_list:={];
trm™.prlist:=nil;
trm™.wtg_pr:=nil;
trm”™ . mark:=0; ~
for i:=1 to data™.maxres do
begin
trm”.restart_arr{i]:=0;
trm”.rst_time arr[i]:=0;
end;
data”.cmpl:=data”.cmpl-1;
job_submission{trm”.t_id,data”.think_time};
end; { terminate } '

proceduie move_wtg_prs(var tra:tr_nodet};

{ moves some of the probes from wtg_pr list to prlist }

var
pr:probet;
ter:tr_nodet;

begin
pr:=tra”.wtg_pr;
while {pr<>nil) do
begin _
tra”.wtg_pr:=pr”.next;
pr”.next:=nil;
find term(pr”.init, ter});

if {{{ter” . .mode=wtg) or (ter mode—rstwtg)) and

(ter”.start_time<tra”™.start time))
then
insert_into prllst(pr tra)
else
dispose(pr);
pr:=tra”.wtg_pr,
end;
end; { move_wtg_prs }

procedure re_started(var req:a_req typet};
{ requests resources for restarted transactions }
var

tr:tr_nodet; -

cnt:integer;

regres:1l..sl_numofres;

begin
find_term{req”.t_id, tr};
if (tr”.mark=0)
then
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begin
- dispose_list(tr”.prlist),
dispose_list{tr”.wtg_prj;
end
else
move wtg_prs{tr};
tr”.mark:=tr” mark+l;
reqgres:=tr”.restart_arr[tr”.mark];
data”.clock:=data”.clock+tr”.rst time arr[tr”.mark];
check_res{tr,regres}); '
if (regres in tr”.hold_list)
then
if {tr”.mark<>data”.maxres)
then
begin
- if {tr”.restart_arrtr”.mark+1]=0)
then
begin
tr” .mark:=0;
tr”.mode: =ack;
end;
end
else
begin
tr”.mode:=act;
Ctr”.mark:=0;
end;
end; { re_started }

procedure activate_again(var req:a_req typet);
{ executes restarted transactions }
var

t:tr_nodet;

res:res_nodet;

cnt:integer;

begin
find term{req™.t_id,t};
if {{t".mode=rst} and {t”.mark=data”.maxres})
then

begin
t".mark:=0;
t".mode:=act;
end;

if {(t”.mode=rst} and (t".restart_arr([t”.mark+1]<>0})
then . :
re_started(req)
else
begin
t”.mode:=ackt;
move wtg_prs(t};
count(t”.hold_list,cnt);
if (cont=t".resnum)
then
terminate(t)
else
resource_request(t);



end;
end; { activate_again |}

procedure take_request{var req:a_req_typet);
{ takes a transaction from cc gqueue }
var

ptr:a_req_typet;

begin
if (data” req_q_ptr<>n11)
then
begin
ptr:=data” req_q_ptr
if (ptr”.next=nil)
then :
req:=nil
else
begin
req:=ptr”.next;
ptr”.next:=req”.next;
req”.next:=nil;
end;
end; ,
end; | take_request }

" begin { simulate }
take request{request};
call_check_wtg_trs:=false;
while ((request<>nil) and
{data” numafcomptrans<stop 51mu1at10n)) do
begin :
check clock({request),;
write{chr(13), 'CLOCK :', sys_1".clock:6:0};
case request”.mode of

new : initial_activation{request};
‘cpureq : activate_again{request};
rstepureq : re_started{request};
wtgtrek : check_wtg_trs;

end; '

dispose({request};
if call_check_wtg_trs
then
begin
check_wtg_trs;
- call check_wtg trs: =false,
end;
transfer_bw_qs,
take_request{request),
if request=nil
then
while (request=nil} do
begin
check_wtg_trs;
take request(request});
end;
data”.clock:=data”.clock+data”.context_switch;



160

it {data”™ . muocfocomptrang«s{)
then
data™.mean_tr_dur:=data”. cumm_tr_dur/data”. numofcomptrans;
end;
end; { simulate }

Listing of The Main File -

{50+, R+}
{§G512,P512,D-}
program deadlock;
i :
This program simmlates the deadlock detection algorithm
which is modified by S.F.Akgilin for a single-site system.
All the parameters are given in constant form. It is
written by S.F. Akgln -in Fall, 1989,
} .
const -
sl _numofres=200;
{ number of resources in the system }
s1_numofterm=5{;
{ number of terminals in the system }
sl_maxres=8;
{ maximum number of resourcesz requested by a process }
sl mlnres_u,
{ minimum number of resources requested by a precess }
sl_mpl=50;
{ multiprogramming level }
sl_context switch=l1;
{ context switoh time - unit of time in the system }
sl max move time=4;
{ time requlred to move objects from ready queue Lo oo
gqueue }
sl maxreqtime=235;
{ maximum duration between each resource request made by
a process }
sl _think time=200;
{ mean time between transactions created from a termlnal }
sl_minacodur=15;
{ minimum disk access time for a database object }
sl_maxacodur=65;
| maximum disk access time for a database object }
stop_simulation=1000;
{ the program terminates when the number of completed
transagtions reaches the value of stop simulation }
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type
probet="probe;
{ points a probe }
probe=record
.init,vic, sender:integer;
next:probet
. end;
{ type of a probe }
w_req_typet="w_req_type;
{ points an element in request_Q }
w_req_type=record
t_id:integer;
start_time:real;
nextw:w_req_typet
end;
{ type of an element in request_Q }
reqmode={newv, cpureq, rstcpureq, wtgtrek);
{ modes of the objects in cc queue }
a_req_typet="a_req_type;
{ points an element in cc queue }
a_req_type=record
t_id:integer;
req_time:real;
mode : reqmode;
next.a_req_typet;’
: end; :
{ type of an element in cc gueue |}
res_nodet="res_node; '
{ points a resocurce record }
res_node=record
” r_id,
t_id:integer;
waltq:w_req_typet;
probes:probet;
nextr:res_nodet -
end; ‘ :
{ contains information related to a resource }
resources=1. .51 numofres;
resset=set of resources;
modetype=(act, wtg, rst, rstwtg),;
{ possible modes of a transaction }
tr_nodet="tr_ node;
{ points a transaction record }
tr_node=record
t_id:integer;
mode :modetype;
start_time:real;
resnum: integer;
hold_list:resset;
focus:integer;
restart_arr:array [l..sl_maxres] of integer;
rst_time_arr:array [l..sl_maxres] of real;
mark:integer;
{ restart_arr,rst_time arr, and mark are used
in case of restart. Arrays used to store the
resources requested and their request times }



prlist,

{ contains the probes received by the transaction }

wtg_pr:probet;

{ contains the probes received by the transaction
when its waiting for CPU }
nextt:tr_nodet

end;

{ contains information related to a transaction }

el rd g t="el_rd q;
el_rd_g=record

t_id:integer;
req _time:real;
nextel:el_rd g t;
end;

{ an element of ready O }
data_pack_type="data_pack,
data_pack=record

{ contains all the parameters of a modeled

var
sys_1

numofres,

numofternm,

maxres,

minres,

mpl,

cmpl,

context_switch,
av_move_time,
maxreqtime,

think _time,
minaccdur,

maxaccdur : integer; -
sys_clock, .

clock,

cumm tr dur,
numofprobes,
numoftrans,
numofcomptrans,
mean_tr dur,
numofdeadlock : real;
res_q ptr :res_nodet;
tr_q ptr : tr_nodet;

req q ptr @ a_req typet;
ready q ptr : el _rd g t;

end;

.- data_pack_type;

{51 var_init.pas}
{51 initialize.pas}
{$1 simu.pas}

begin { main }
randomize;
new{sys_1);
var_init(sys_1);
initialize(sys_1)};

single-site

102

system }
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simlate{sys_l1});

writeln;
writeln{ PARAMETERS :7};
writeln{’ )

writeln{ total mumber of resources :’',sys_l" . nmumofres:4};
writeln{ total number of terminals 2, 8ys_1" . mumofterm:4);
vriteln{ max. _Tesource request 1’ ,8ys_1" .maxres:3,
min. resource request 1’ ,8ys_1" . minres:3);

vriteln{(’ multlprogrammlng level {mpl) :’,sys_1" . mpl:3};
writeln{ think_time :’,sys_1". thlnk _time:4),;
wrlteln( max. disk access time :’,sys_l".maxaccdur:3,

‘ min. disk access time :’,sys_l1".minaccdur: 3}

writeln;
writeln{ RESULTS OBTAINED :');
writeln(’ ")

writeln{ ' response_time:
{sys_1". cumm tr_dur/sys_1* numofcomptrans) 6:0);

writeln(’ number of probes sent/10000 units of time:

(sys_1".numofprobes*10000)/sys_1".clock:7: B)
writeln( number of deadlocks happened/10000 units of time :',
; {sys_1".numofdeadlock*10000)/sys_1".clock:6:0);
writeln({ THROUGHPUT'};
writeln{' (number of transactions completed/ 10000 units of time}):’
{sys_1".numofcomptrans*10000)/sys_1".clock:6:0});
end. { main } ‘
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