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Boğaziçi University

2019



iii

ACKNOWLEDGEMENTS

First of all, I would like to express my special appreciation, and thanks to my advisor

Professor Dr. H.Levent Akın, you have been a tremendous and tolerant mentor for me.

Moreover, I would like to thank you for encouraging my research and for allowing me to

grow as a research scientist. Your advice, guidance and unending patience on both research

as well as on my career have been invaluable and made this thesis possible.

I would also like to thank my committee members, Professor Dr. A.C. Cem Say and
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ABSTRACT

DEVELOPING AN ETHICS MODULE FOR A SERVICE ROBOT

With the improvements of robotics science, robots have gradually began to take their

place in social environments. The human-robot interaction (HRI) studies evolved with the

increasing number of robots involved in the social world. It is impossible to predict whether

this changed relationship will be competent or corrupt. The most significant anxiety of hu-

manity regarding robots is that one or a group of robots dominate the world and create an

apocalypse for humankind. The science of robot ethics has emerged to prevent this pos-

sible disaster scenario and to define the limits of HRI. There are many approaches in the

literature about how robot ethics should be and what to expect from robot ethics. In this the-

sis, we examined the applied ethics approaches and designed an ethical unit for the service

robot BOSS, which was developed by our lab.Our ethics unit works as a expert system using

fuzzy logic, which is called Fuzzy Expert System (FES) in machine learning. The purpose

of designed FES is to enable the robot to approach the human being more ethically than

any person. There are two kinds of ethics rules in our FES. One is a long-term memory of

ethics that is universal consent and set in stone, and the other one is a short-term memory of

ethics rules that will alternate according to the working environment and duty of the robot.

The ethical module takes the possible behavior of the robot from the behavior controller and

the environmental perception as inputs. By combining these inputs with rules created from

fuzzy clusters, the robot will choose the most ethical, so the most harmless to the user, of

the possible behaviors. If there is no ethical behavior, the robot will stop acting and show

no action. In the first stage of research, we determined the outline of the ethics module and

ethical parameters according to the literature. Then we designed ethical problems through

possible actions. Finally, we have ensured that the FES uses these ethical problems in the

inference phase. In our study, the usability of our ethics module was examined with the

chat-bot interface. Behavioral comparison between the robot with the ethics module and the

robot without our module was observed in the simulation environment and on NAO robot.
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ÖZET

SERVİS ROBOTU İÇİN ETİK BİRİMİ TASARIMI

Robot biliminin gelişmesiyle birlikte robotlar sosyal hayatımızda yavaş yavaş yer-

lerini almaya başladılar. Sosyal hayatta yer alan robotlarla beraber, insan-robot etkileşimi

(İRE) başka bir boyuta taşınmış oldu. Bu yeni ilişkinin iyi veya kötü olacağını öngörmek

günümüzde imkansız. İnsanlığın robotlar hakkında en büyük korkusu bir ya da bir grup

robotun dünyayı ele geçirip, insanlığın sonunu getirmesidir. Bu olası felaket senaryosunu en-

gellemek ve insan-robot etkileşiminin sınırlarını belirlemek için robot etiği bilimi ortaya çık-

mıştır. Literatürde, robot etiğinin nasıl olması ve robot etiğinden ne beklenmesi gerektiğine

dair birçok yaklaşım vardır. Biz bu çalışmamızda önerilen uygulamalı etik yaklaşımlarını in-

celedik ve okulumuz tarafından geliştirilen yerli servis robotumuz BOSS için bir etik birimi

tasarladık. Etik birimimiz bulanık mantık kullanan bir uzman sistem olarak çalışmaktadır.

Bu uzman sistemin ana amacı robotun yanında çalışacağı insana herhangi bir insandan daha

etik bir şekilde yaklaşmasını sağlamaktır. Uzman sistemimizde iki türlü etik kural mekaniz-

ması bulunmaktadır. Biri genel-geçer ve değişimi çok zor olan uzun dönemli etik kurallar,

diğeri ise robotun çalışma ortamına ve görevine göre değişecek kısa dönemli ve değişme

olasılığı yüksek etik kurallardır. Etik birim girdi olarak robotun davranış kontrolcüsünden

gelen olası davranışları ve çevre algısını almaktadır. Bulanık kümelerden oluşturulan kural-

lar ile bu girdileri birleştirerek, robotun muhtemel davranışları içerisinden en etik yani kul-

lanıcıya karşı en zararsız olanı seçecektir. Eğer hiçbir davranış etik değilse, robot duracak ve

aksiyon almayacaktır. Bu çalışmanın ilk aşamasında etik tanımını ve etiklik parametrelerini

literatüre göre belirledik. Sonrasında olası aksiyonlar üzerinden etik problemleri tasarladık.

Son olarak bu etik problemlerin uzman sistem tarafından karar verme aşamasında kullanıl-

masını sağladık. Çalışmamızda, etik birimimizin kullanılabilirliği birim ile sohbet şeklinde

incelenmiş ve etik birimi olmayan robottan davranışsal olarak ayrımı ise benzetim ortamında

ve gerçek robot (NAO) deneylerinde gözlenmiştir.
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1. INTRODUCTION

Will robots change our lives in the future? Yes, unquestionably: but how they will

change the future is still an ongoing debate. There are many theories about the social inter-

actions with robots. The most popular one belongs to Isaac Asimov, who is the writer of the

science fiction book ‘I, Robot’. According to him, robots will be our friends and helpers so

we will have employer-employee or buddy relationship [1]. The picture that Asimov draws

and explains in his books could be seen too optimistic. He assumes that the people who

build robots always have good intentions, but we cannot control or predict the intentions of

the people manufacturing the autonomous robots. They can be good as well as bad. On

the other hand, many people believe that autonomous robots will end humanity and cause a

post-apocalyptic world like in the Terminator movie, Matrix trilogy, or Black Mirror series.

While this discussion is going on, the robots have already been performing well in facto-

ries for doing dirty, dull, and dangerous tasks. Being in the manufacturing industry is not

sufficient for robots because we can use them on a massive scale of jobs. Thus, during the

past decade, the primary focus of the robotics studies shifted from the industrial robots to the

service or personal robots which are expected to have a more significant impact on our lives.

Service robots are planned to assist people for doing simple jobs like ironing, remind-

ing the time of medications, window cleaning, and other types of household chores [2].

International Federation of Robotics (IFR) defines service robots as technical devices that

perform tasks, as explained above, useful to the well-being of humans in a semi or fully

autonomous way excluding the industrial automation applications [3]. The fundamental dif-

ferences between industrial and service robots are their application area and closeness to a

user [4]. Service robots will be in our homes and offices so we will be interacting with them

numerous times throughout the day. Thus, one of the dominant motivations for designing a

service robot is to provide safe, autonomous, and social robots for everyone. The primary

usage area of these robots is predicted to be elderly and child care, and for the people who

need help in the same manner [5]. The social interaction aim of a personal or service robot

is creating a buddy relationship between the robot and the person who needs the service

provided by the robot as foreseen by Isaac Asimov.
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The demand for robots as a caretaker is already present, because it is hard to find and

trust someone to take care of our elders or children. Everyone wants the best care for our

beloved children or relatives. Introducing service robots in daily human life will significantly

increase the quality of our living standards. Several experts predicted that within a decade

the number of personal service robots will increase as much as computers and other similar

technologies. An increasing number of service robots in the society raises various ethical,

legal, and social issues because humans can manipulate robots easily for committing various

crimes [6].

Robot ethics aims to solve these upcoming issues by providing some guidelines for

the social interactions and behaviors of robots with an interdisciplinary approach [7]. The

research area, robot ethics or moral machines, investigates human dignity and privacy, lia-

bility and responsibility issues, psychological effects, and cost-benefit analysis [8]. Many

organizations like The British Standards Institution [9], House of Lords Committee [10] or

labs [11, 12] are making some advancements in designing a standard for robot ethics. There

are numerous ethical and technical approaches to robot ethics. Unfortunately, there is still

not a consensus among the researchers about what we need to expect from robot ethics.

Designed standards are still too abstract, for example, “not causing psychological stress on

human” or Asimov’s Laws, “not harming a human” [1]. Because of being abstract, these

rules are infeasible to program as a robot behavior. Infeasibility is another crucial prob-

lem which robot ethics is trying to solve by using toy world examples. So, there is not any

operating ethics module on multiple ethical dilemmas in robotics.

The purpose of this study is implementing an ethics module as an expert system that

will be integrated with a service robot to take care of elderly people. An expert system

mimics a human expert by using if-then rules. Namely, they are used for solving complex

problems since the 1970s in Artificial Intelligence (AI). An expert system contains two mod-

ules: the inference system and the knowledge base.
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We started by investigating the action list of a service robot. After that, we analyzed

the proposed robot ethics guidelines and pointed out some ethical values as scenarios that

a robot can face in its daily usage for our system’s knowledge base. Then, we inferred

programmable ethics rules from BSI’s standards, House of Lords Committee’s guidelines

to design inference module and extending Asimov’s rules [9, 10, 13]. As a final step, we

observed the robot’s action in determined scenarios in both simulation and real-life.

The overall structure of the study takes the form of six chapters, including this intro-

ductory chapter. The remaining part of the thesis proceeds as follows: In Chapter 2, we

present a literature survey. The survey starts with the definition and requirements of service

robots, their tasks, and statistics that show the predicted number of them in the future. The

second part of the survey is about the roboethics and leading approaches to robot ethics. The

survey ends with related studies. Most of the studies are in the biomedical area and focused

on a single ethical case. Chapter 3 is designed to introduce both software and hardware plat-

forms used in this thesis. We utilized “C” Language Integrated Production System (CLIPS)

as the implementation language for our expert system [14]. Also, Unreal Engine [15], and the

Robot Operating System (ROS) [16] is presented as the simulation keynotes. As a hardware

system, we explained NAO robot [17] and BOSS robot [18].

Our methodology, which is briefly explained above, and the details of implementation

are explained in Chapter 4. The action list of our service robot and the scenarios which are

interpreted by BSI’s standards, House of Lords Committee’s guidelines and Asimov’s rules

explained in detail with the setting [1, 9, 10]. Our ethical approach and its parameters are

presented, which are variables for our inference module. The chapter ends with the rules and

the CLIPS implementation.

In Chapter 5, we explained our experiment settings and discussed our robot’s behavior.

We analyzed the robot’s action according to our utilitarian ethical approach and showed that

the action is ethical. The experiments in simulation contain all designed scenarios, and in

real life, some experiments cannot be conducted because NAO robot is not feasible for these

tasks. Final remarks and numerous future study points to improve the current status of this

thesis are included in the last chapter, Chapter 6.



4

2. BACKGROUND

Ethics is an umbrella term; its definition can vary from person to person. This chap-

ter aims to lay out the theoretical dimensions of robot ethics. It will be examined in eight

sections. The analysis starts with service robots and their use-cases, which indicates a mo-

tivation for ethical robots. Then, the origin of robot ethics is briefly explained. The ethical

and design approaches are introduced to create the frame of our study. In order to show the

current trends, the proposed rules are given in the Section 2.6. Finally, this part ends with

the detailed problem description and related work according to the pointed out problem.

2.1. Overview

Robotics is a multidisciplinary field which includes a lot of challenging problems.

Many problems seem straightforward to regular users, but there are multiple approaches from

different disciplines to solve these problems. That’s why we need some interdisciplinary

optimized solutions. Today, in closed world environment, the places where everything is

transparent and mostly static, robotics solved most of the problems efficiently. Examples

of these solutions can be shown in mapping, odometry, and grasping. The primary goal of

solving these fundamental problems is to be able to produce fully functional robots. Such as

robots that can perform tasks successfully without issues that can be caused by a dynamic

environment, for instance, military robots or service robots. It is tough to say that the factory

robots that have already taken place in the factories are service robots. One of the reason for

it is the factory environment, in which the robots perform limited and particular tasks.

Service robots have a wide range of tasks, from bringing user’s medicine to cleaning

the house, and so on. These tasks are to facilitate the daily lives of people. Today there

are various competitions for the development of service robots; like RoboCup @home or

DARPA Robotics Challenge (DRC) [19, 20].
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Service robots appear to be phones of the future. Who can say no to a robotic assistant

who does housework for the owner? But the biggest problem is safety. These robots must

guarantee the protection of a user before they go out into social life. There is nothing people

can do against a huge piece of metal in case of malfunction. So human security and safety

must be guaranteed by software. The status of service robots is discussed in more detail in

Section 2.2.

Roboethics takes the specified software problem above as the basis of its research.

A very new science field, robot ethics, is a combination of philosophy (especially applied

ethics), psychology and robotics. There is no implemented high-level (behave like an expert

system), multitasking ethics module yet. In this study, our aim is designing the ethics module

on our service robot. There are many software and philosophical approaches to robot ethics.

Unfortunately, the correctness of these approaches and their benefits cannot be measured. In

the following sections, these approaches are examined in detail, and the rules presented until

today are shown.

2.2. Service Robots

Robots have a broad application area. Robots are grouped under six categories accord-

ing to ISO standards. These classes are Labor & Services, Military & Security, Research

& Education, Entertainment, Medical & Healthcare and Personal Care & Companions [21].

The most commonly used one is Labor & Services robots [22]. This type of robots should

generally be used to process automation in industry. So, labor robots are mostly used in

factories, and they have limited interaction with people.

Labor or industrial robots are the most widespread robots. According to the Interna-

tional Federation of Robotics (IFR)’s the year 2016 data, the average number of robots used

for the industry per 10,000 employees is 74 [23]. Continentally Europe has 99 robots, Amer-

ica has 84 robots, and Asia has 63 robots per 10,000 employees. The interesting point is that

the Republic of Korea has the highest number of robot, which is 631 per 10,000 employees.

Detailed information is given in Figure 2.1 and Figure 2.2.
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Figure 2.1 shows the top twenty-one countries that have the most robots in their indus-

tries. The red line indicates the world average in both charts as 74 per 10,000 employees.

Turkey’s position is shown in Figure 2.2, with 23 robots per 10,000 employees, it’s a pity

that we are nearly at the end of the list with owning very few robots [23].

Figure 2.1. Industrial robot density graph by top countries taken from [23].

Service robots are new players in the robotics industry. The main difference between

a service robot and a labor robot is the degree of autonomy. Service robots are fully au-

tonomous devices, which includes a perspective and significant dynamic development. Un-

like industry robots, which are programmed step by step based on the labor task in a protected

factory area, service robots’ primary function is performing “auxiliary” or service activities

in a dynamic environment. They are in a more human-centric environment like offices and

homes. We can categorize service robots further in two categories; robots for professional

use and for personal/domestic use. In this study, we will focus on personal service robots

because our aim is taking care of elderly people in a safe way.
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Figure 2.2. Industrial robot density graph by last countries taken from [23].

There are many construction styles for a service robot due to its usage. A robot can

contain legs or wheels for its mobility. In contrast, industrial robots are mostly fixed in

factory conveyor. Furthermore, a service robot can have arms, fingers, grippers. It has many

sensors to model their environment and reach their goal according to dynamic environment’s

requirements. Some have a lifting mechanism for carrying patients, and some have storage

kit to bring the needs of its user. They are like sculptors, which are specially designed for

its users. There is no standard service robot design, but the only common design criteria

is providing safety. Safeness is crucial because these robots are functioning in a dynamic

environment, which also includes living beings. It must guarantee its own, living creatures

and the objects in the zone of activity safety.

Robots are the product which can be seen as not only as “worker” but also as “nurse”,

“football player”, “farmer”, “toy”, “cleaner”, “nanny”, and finally as a “friend”. In Figure

2.3, we demonstrated different service robots for better understanding. The standard features

of all robots are listed below:

(i) Environment recognition with sensors (vision, touch . . . )

(ii) Decision-making mechanism which includes an artificial intelligence method (Neural

Network, Decision tree . . . )
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(a) Guide:Care-O-bot(Germany) [24] (b) Farmer:WALL-YE(France) [25] (c) Nurse:ROBEAR(Japan) [26]

Figure 2.3. Three different service robot examples.

(iii) Communication with human and understanding the commands (speaking, with inter-

action interface on screen . . . )

(iv) Robotics is a very dynamic and developing field. There are a lot of different research

areas which are actively experimenting with new concepts.

Service robots will be more active in our lives. The number of service robots is increas-

ing with 20-31% annually. The IFR’s 2018 report foresees that between 2019 and 2021, there

will be 39.5 million units of service robots only for domestic tasks. In total, there are going

to be more than 51 million units of service robots. The increase rate in three years is between

17%-25% per year [22]. We should be ready for sharing our life with robots.

2.3. History of Robot Ethics

Robot ethics, also identified by “roboethics”, concerns ethical dilemmas that occur

with robots, such as whether robots act a threat to humans in the long or short term, whether

some uses of robots are problematic (such as ‘killer robots’ in war), and how robots should

be designed so as they act ‘ethically’ (also named machine ethics). We will use roboethics

or robot ethics term throughout the study. The short term “roboethics” was coined by Gian-

marco Veruggio in 2002 [27].
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While the discussions are as old as the word robot, serious scholastic conversations

began around the year 2000. Roboethics demands the combined involvement of experts of

several disciplines, who have to adopt law and guidance to solve the problems arising from

the scientific and technological accomplishments in Robotics and AI. The discussions started

with the term “techno-ethics,” and the name roboethics was officially used for the first time

in “First International Symposium on Roboethics” in 2004. Then IEEE-RAS (Robotics and

Automation Society) formed a technical committee on robot ethics. After the year 2005, the

trend of roboethics increased in academia with plenty of workshops and conferences.

The discussion of ethics about the treatment of non-human and non-living things is

very ancient. The non-living thing’s potential “spirituality” has been discussed since ancient

Greek. With the advancements of robots and machinery, this discussion was even applied to

robotics. The first publication directly marking and introducing the foundation for roboethics

was Runaround story from a science fiction book written by Isaac Asimov in 1942 [13]. The

book also contains and discusses the edge cases of well known Three Laws of Robotics,

which also considered the keystone of roboethics. Asimov continuously altered these three

laws, and add a fourth, or zeroth rule.

Roboethics, as a science or philosophical subject, has not any solid social effect yet.

It is a common theme in sci-fi writing and movies. One of the most famous film series

portraying the potential abuse of robotics and AI technology is The Matrix, which depicts

a universe where the absence of roboethics caused the devastation of humankind. An an-

imated film extends the story of The Matrix, the Animatrix, is a series of short animation

stories, concentrated on the potential ethical issues among people and robots. The naming

convention of Animatrix adopted from Isaac Asimov’s short novels [13].

Even though not a research subject of robot ethics fundamentally, the ethical behavior

of robots themselves has additionally been a joining issue in robot ethics in movies. For

example, The Terminator movies concentrate on robots run by an uncontrolled AI program

with no limitation on the termination of its opponents like The Matrix series. The most

famous instance of robots (in this case computer) without ethics is HAL 9000 in the Space

Odyssey series. HAL, which is a computer with advanced AI capabilities who monitors and



10

assists humans on a space station, decides to kill all crew to guarantee the success of the

mission after his own life is threatened.

2.4. Main Ethical Approaches to Robot Ethics

Religious beliefs, moral values, professional duties, social obligations, and prohibi-

tions influence the definition of the terms good and bad in different ages, cultures, and

societies. Therefore, there are uncountable ethical approaches to a moral dilemma and sub-

branches of ethics science. The robot ethics is a part of applied ethics because the researchers

need to apply a particular set of rules to a robot implementation. In this section, we are fo-

cused on ethical approaches of applied ethics, which are helpful for roboethics. There are

seven theories about differentiating that the behavior of a robot is good or bad.

2.4.1. Virtue Theory

Virtue theory is also known as Aristotle’s ethical theory, which is based on the concept

of virtue. Virtue is like water to a plant, and it is required to flourish and live well. It originate

from the Latin word virtus meaning excellence of a person. Someone who applies the virtue

is a virtuous agent. The theory states that “an action is right if it is what a virtuous agent

would do in the situation at hand” [28, 29]. Thus, it is concerned with developing a good

personality by creating traits and habits which are acting towards justice, prudence, courage,

self-control, empathy, wisdom, and grit. Aristotle’s two principal virtues are sophia, meaning

theoretical wisdom and phronesis meaning practical wisdom [28].

This theory is tough to apply on robotics because it does not have any parameter which

can be an element for a scientific presentation. Although we assume robot as a virtuous agent,

it has a lot of vague parameters which are not feasible for implementing as an algorithm.
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2.4.2. Deontological (Duty-based) Theory

Kant’s ethical theory or Deontological theory [30] emphasizes the principles upon

which the actions are built upon rather than the actions’ results. According to it, to act

appropriately, one must be motivated by proper universal deontological principles that treat

everyone with respect. The term deontology is obtained from the Greek language, which

is formed by linking two words deon meaning duty or obligation and logos meaning study.

Thus this theory is based on duties, obligations, and rights. It believes that when someone

is motivated by the right principles, they overcomes the animal’s instincts and acts ethically.

The logic of the Kantian approach is focused on the question, “Do what reason requires

?” [30].

The reason why Kant does not base ethics on outcomes of actions because disregarding

best efforts, a human cannot control the future [31]. Humans are blamed for actions within

their control but not for their achievements. Kant did not leave the outcomes of actions. He

insisted that for a moral evaluation of actions and consequences does not matter .

Kant’s ethical theory is the most discussed theory in roboethics [32]. This approach

evolved to force robots to follow the particular finite rule set. The moral decision making

gives the highest priority to acting accord with the rules which are monotonic first-order

logic [33]. The implementation of this logic requires first-order logic extended with special

operators for representing ethical concepts. Programmer can formally prove the correctness

of behavior. This approach has the most capability to implement an ethical module for robots.

2.4.3. Utilitarianism

Utilitarianism, or Mill’s ethical theory, belongs to the consequentialism ethical theories

that are “teleological” [34]. Teleological interpretation concentrates on evaluating the moral-

ity of actions toward the goal. More precisely, utilitarianism measures morality based on the

maximization of net expected utility for everyone influenced by a choice or action. The key

principle of utilitarianism can be stated as: Actions are moral if they oriented towards serving

the best long-term interests for everyone concerned.
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Unfortunately, it is not apparent what frames the “greatest good” for people. Some

utilitarians believe that intrinsically good means pleasure and happiness, while others state

that different things are intrinsically good, i.e., beauty, knowledge, and power. According

to Mill, All pleasures do not have equal worth. He defined “good” in terms of well-being,

which is also pleasure or happiness. He distinguished happiness not only quantitatively but

also qualitatively between various forms of pleasure.

The father of the utilitarianism Jeremy Bentham attempts to make ethics computable

with proposing Hedonistic Act Utilitarianism(HAU) provided a Equation 2.1 for net pleasure

[35]:

Total net pleasure = Σ(I×D×P)for each affected individual (2.1)

The above formula tries to bridge the gap between empirical facts and normative con-

clusions using a cost/benefit analysis. In this Equation 2.1, every human life is treated equally

and not valued as more than one. Life of a President is not more important than a regular

person. Utilitarianism is the only approach which contains mathematical representation for

ethical values. It enables programmers to implement a module according to this formula.

There are some health care artificial agents for determining ethical actions [2, 33, 36]. Al-

though this theory seems suitable for implementation, it has some drawbacks. Below is a list

of the disadvantages of utilitarianism :

• It is not always possible for a robot to decide who is affected by the result of an action.

• A result may not be the outcome of a single action.

• The pleasures cannot easily be quantified by applying cost/benefit investigation.

• The highest good for the most considerable number is specified in the “aggregate” way.

Hence this good may be obtained under conditions that are harmful to someone else.

• The process of determining what is right is a complicated and time-consuming process.

So it is not feasible for a robot which works in a dynamic environment.
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2.4.4. Justice as fairness theory

John Rawls’ ethical theory combines the Deontological and Utilitarian approaches for

the evaluation of social and political bodies. The justice as fairness theory stands on the

following policy: General primitive goods ( liberty and opportunity, income and wealth)

should be distributed equally. Unless an unequal distribution of any or all of these goods is

to the benefit of the least favored [37].

This theory includes two elements: liberty and difference principles. According to the

liberty principle, each human has an equal right to fundamental liberty harmonious with the

liberty of others. The difference principle encourages the regulation of economic and social

inequalities, as long as they are reasonably expected to be to everyone’s benefit.

Justice as fairness theory is not very suitable for robot ethics because it is focused on all

individuals benefit, not the single person. The service robot should work in an environment

with limited people, mostly its owner. The robot can decide that killing the owner can be

better for all individuals, which is not desirable action from a robot.

2.4.5. Egoism theory

Egoism theory is a teleological theory of ethics as like utilitarianism (explained in de-

tail in Section 2.4.3), but this theory sets as a goal the highest good of oneself alone. Egoism

is derived from the Greek word ego, which means myself [38]. It has three subcategories:

ethical egoism, psychological egoism, and minimalist egoism. Ethical egoism is based on

the case that it is normal for individuals to act in their interest. The ethical egoist thinks

that anything is for his/her benefit is morally right. Psychological egoism is formed on the

fact that individuals are naturally motivated by self-interest. Minimalist one aims to provide

maximum profit with a minimum loss for all the people.
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This theory is the most unadaptable approach to roboethics and computer ethics. Arti-

ficial intelligence and robots are not for the benefit of a single person, but they are beneficial

for all humanity. The only branch which is practical is Minimalist Egoism, but it is nearly

the same approach with the utilitarianism.

2.4.6. Value-based theory

The value-based theory uses some value system. The value system contains the or-

dering and prioritization of ethical values that a person or society holds. Value is not a

duty-based action but is a want-to-do action [39]. Although two people may have a set of

shared values, still they may not have the same prioritization of them. So, two groups of

individuals with same values may conflict with each other. The value-based theory will not

agree on the good or bad actions because people may have different value systems.

There are two types of values: ethical and ideological [39]. Ethical values are adopted

for defining what is right or wrong. They fundamentally determine what is allowed or forbid-

den in society. On the other hand, ideological values relate to more general areas of religion,

political, social, and economic morals. In robot ethics, the care-centered value system is ex-

amined in some studies [40, 41]. The problem about value-based theory is that the designer

needs to select a value set which accepted by every user.

2.4.7. Case-based theory

The case-based approach is a modern theory that tries to overcome the impracticable

divide between deontology and utilitarianism. It is also recognized as casuistry. The theory

contains facts of a particular case or cases [42]. Casuists start with an appropriate case and

then examine the case to find morally significant features, which are both theoretical and

practical. The case-based theory is mainly used in juridical and ethical concerns of law

ethics. For instance, lying is always not permissible, according to deontology. Still, in the

case-based approach, one might achieve that a person is wrong to lie in the formal declaration

under oath, but lying is good if it saves a life.
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Healthcare artificial intelligent tools adopt the case-based theory [33, 43]. There are

some trials on roboethics too [44]. They are not detailed and implemented with very few

cases. These designs do not include most of the service robot requirements. The problem

with casuistry is that the designer needs to consider all the probabilities for all the task of the

robot, which can end up with thousands of cases. Moreover, it is hard to store all cases in the

limited memory of a robot.

2.5. Main Design Approaches to Robot Ethics

In the previous section, the ethical approaches are analyzed in detail. Their adaptation

to the roboethics changes the focus question to the robots. The main issues that robot ethics

try to solve can be summarized in three questions, which are:

(i) How to design robots to perform tasks ethically.

(ii) How should human behave ethically when the ethical responsibility of robots action

lies upon him.

(iii) Is theoretically possible for a robot to be a fully moral agent?

Therefore, these ethical questions mainly determine which action is wrong or correct

for a robot. There is also the ethical module design section which includes the actions of

the robot, how to prioritize the actions in ethically, how to design a controller for a robot to

behave ethically.

This section is an overview of the design of implementation approaches in the liter-

ature. The Buddhist and the Divine Command approaches are the firstly proposed strate-

gies [27]. These approaches are not feasible for programming, so researchers try to find

another solution. Then, the expert system analogy is suggested, which is also a machine

learning technique [45]. A designer can combine programming techniques with ethical rules

with the expert system.
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2.5.1. Buddhist

Buddhist approach believes that the ethics of the robots and the ethics of humans has

a considerable gap. Accordingly, it is impossible to design a human implemented ethics

module, and even the ethics methodology in human beings cannot be expounded in detail.

Self-investigation of human minds needs to be the first step rather than a scientific method

for ethics system [27].

Sociologist Hughes is the first researcher who reveals the metaphysical questions on

ethics. He also analyzed the ethical questions which resulted from adding the metaphysical

problems to ethics using the view of Buddhist psychology and cosmology [46]. According

to him, there is no easy route or shortcut to artificial intelligence that does not go through the

phase of self hankering. So, according to Buddhist craving brings pain, would it be ethical to

create a misery artificial intelligence? On the other hand, are designers not ethically urged to

implement an AI that can beat craving, and its resulting pain [46]. Hughes further examine

the ethical problems of the creation of AI, which shows similar behavior to animals (coding

the instincts as rules) or god-like, which means the system has cognition but no pain.

Recent followers of Buddhist approach believe that it suggests a unique insight into

ethical issues of robot ethics and AI. There is an argument among researchers on the best

way to portray the Buddhist approach regarding western ethics. Some advocate that it should

be best characterized as a form of utilitarianism, with the ultimate aim of defeating dukkha

(suffering, pain). Another group believes that Buddhist ethics is a branch of virtue ethics.

Finally, the last group supports that the Buddhist approach should be seen as a type of deon-

tology.

This approach is not suitable for the design because it aims to create a painless AI,

which for now infeasible to implement and even design. One drawback is that the concept

of suffering is not explained in the robotics approach. The Buddhist approach still contains

an argument on which ethics approach should it be, which results that implementing this

module is impossible. This impossibility is also coherent with the Buddhist belief.
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This system is very high-level of design and implementation. Also, this approach is

not suitable for the ethics module design because the purpose of this study is implementing

a module and prevent unethical behaviors without regarding the pain or psychology of the

robot.

2.5.2. The Divine Command

Divine command theory is a meta-ethical ideology which also known as theological

voluntarism. It proposes that an action’s state as ethically right is equivalent to whether God

commands it. The approach declares that what is ethical is restricted by what God demands

and that for a person to be moral is to obey his commandments [47]. Participants of both

monotheistic and polytheistic religions in ancient and modern times have often accepted the

greatness of God’s commands in practicing ethics. Quinn coined Divine-command ethics as

a scientific approach [48].

In robot ethics, it is agreed that robots on the battlefield should be ethically governed,

mainly if the robot possesses lethal power. There should be some ethical code which consists

of regulation for robot actions after that which code or regulation should be used arises.

Some studies try to create a set of ethical rules on nation or group centered. Arkin is the first

researcher who focused on war ethics regulation on lethal robots [11]. He designs an ethics

module which is based on the utilitarian approach with using deontic logic as mathematical

representation. Another completely different approach is implementing a robot controller

which could be inspected by the human as coming through from God.

The divine-command ethical theory presents the ethical rules by using a divine com-

mand logic, LRT. This logic is based on “logic of requirements”, which is proposed by

Chisholm [49]. This logic sketched with the cooperation of an intelligent software system

and can be verified autonomously [50]. Unfortunately, this representation is not tested on

robots yet. In this approach, the designer will be in place of God or strength who determines

the ethically right or wrong. Ethical rule design is a huge responsibility which should not be

dedicated to a single person.
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The divine-command approach is not feasible for robots who serve a different envi-

ronment than a war zone. In was frame, it is possible to identify the morality of behavior

because the ethical dilemma is mostly between risking human life or not [27]. Other envi-

ronments have more dilemmas than a war zone. For instance, A robot can bring an excessive

amount of medicine to an Alzheimer patient who does not remember the daily medicine in-

take. Although the divine-command logic helps the programmer and designer to represent

rules in the mathematical representation and proof its correctness, the logic can compute

fundamental problems.

2.5.3. Expert System Analogy

The previous approaches are more based on the ethical side of robot ethics. In this

section, the expert system analogy will be more close to computer science. Expert system

imitates the human expert’s decision-making capacity [51]. They are produced to resolve

complicated problems by rationalizing through the knowledge and coded if-then rules. The

first system was designed in the 1970s and developed in the 1980s [52]. Expert system was

the earliest genuinely fruitful form of AI. There is a discussion between researchers. Some

authorities mention that expert systems cannot learn autonomously from data so it can not

be an artificial intelligence method.

Expert systems were founded around 1965 by the Stanford Heuristic Programming

Project led by Edward Feigenbaum and other leading contributors Bruce Buchanan and

Randall Davis [53]. An expert system has two subsystems: the inference engine and the

knowledge base [54]. The knowledge base expresses facts and rules in the world, and the

inference engine practices the rules to the known facts to infer new realities. Inference mod-

ule can additionally include analysis and debugging abilities. In early systems, facts were

expressed as flat assertions, and in later systems, the knowledge base used on more structure

and utilized concepts from object-oriented programming. The rules operated by querying

and declaring values of the objects.
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There are generally two patterns for an inference engine: forward and backward chain-

ing. The varied approaches are prescribed by whether the inference engine is being con-

sumed by the antecedent (left-hand side) or the consequent (right-hand side) of the rule

(statement). The interdisciplinary scientific approach creates an analogy between an expert

system and the ethics module. Robot ethics believes that a rule-based system like Asimov’s

Three Law works for the problem of moral machines. The design process of the rule-based

expert system has two distinct methods: top-down and bottom-up [27].

2.5.3.1. Top-down Design. Top-Down design is basically the breaking down of a system to

obtain insight into its components in a reverse engineering method. It is also distinguished

as step-wise design and sometimes decomposition [55]. As a first step, an overview of

the system is formed but not detailing any subsystem. Then, each subsystem is improved

in excellent detail and also if there are further levels, the methodology continues to detail

until to the base elements. The top-down system always uses the assistance of “black box”

thinking to easy design. Nevertheless, black boxes may fail to illuminate simple mechanisms

to validate the model realistically.

Briefly, the top-down approach starts with the big picture. It breaks down from there

into smaller segments. In programming, it divides the requirements into little actions and

solves the problem with simple rules. The rules are human-centered, and they consider the

role of robots in human service. It can be practiced to both deontological and utilitarian

theories [27]. The top-down approach assumes that robots have sufficient intelligence (per-

ception, cognition) to make moral decisions following the rules in all situations despite their

complexity.

The rules should support logical reasoning to validate the designed system. In an eth-

ical perspective, logical reasoning can be provided by using a suitable classification scheme

of ethical actions which clarifies the process of determining which robotic action is the most

ethical. Therefore, given the current maturity level of intelligent robots, these laws (like Asi-

mov’s law) despite their superior elegance and simplicity, cannot at present afford a rational

basis for roboethics.
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The approach above is the most promising and implementable approach. So this

study’s design methodology is selected as the top-down approach. It is the most useful

method for service robot because defining the environment and actions of the robot can be

an overview of the system. The ethical module design procedure can continue with lower

systems.

2.5.3.2. Bottom-up Design. The bottom-up approach is the piecing collectively of systems

to provide more complex The bottom-up approach is the piecing collectively of systems to

provide more complex systems. The procedure is starting from sub-systems of the original

system. In bottom-up design, the individual core elements of the system are first designed

in great detail. Later, these elements are combined to form more significant sub-systems

[45]. This combination process continues until a complete top-level system is assembled.

This strategy usually resembles a “seed” model, so in the beginning, the seeds are small

but eventually grow in complexity and completeness as a fully grown plant. Nevertheless,

the bottom-up strategy may end in a confusion of elements and sub-systems, produced in

isolation and subject to local optimization as denied to reaching a global design.

In computer science, Object-oriented programming (OOP) paradigm is parallel to the

bottom-up approach. OOP uses “objects” to implement and design applications, and bottom-

up uses fundamental elements to design a system. The bottom-up theory is like a Lego

building. First small parts are designed and planned. After that, the designer forms a building

with assembling those small pieces. The approach also named as piece part design among

engineers. In a bottom-up approach, good inspiration is essential to decide the functionality

that is to be provided by the module. This approach is more suitable if a system is to be built

from an existing system.
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In robot ethics, an evolutionary or developmental psychological like way is suggested

to learn proper responses to ethical considerations. The bottom-up theory is similar to how

growing children learn “morality” based on social circumstances and experience. In this

approach, the robots are assumed to equipped with computational and AI capabilities to

adapt themselves in some way to different environments, such that to be capable of acting

correctly in a difficult ethical dilemma.

The robot with the ethical module will not execute an action directly, but it will exe-

cute after intermediate corrections. This behavior is very similar to reinforcement learning

children ethics learning. Children increase moral skill with their parents through teaching,

demonstrating, and bracing of right moral actions. Briefly, it is trial-and-error learning of

ethical skills. In this approach, the human acts as the decision maker, expert for the robots

(even with learning capability) on ethical problems. Hence, the robot’s owner and its manu-

facturer share legal responsibility of service robot.

2.5.3.3. Hybrid Design. Both bottom-up and top-down approaches have advantages and

disadvantages. There is a comprehensive discussion about these approaches among robot

ethics researchers. Some people also consider that an ethical learning robot needs both ap-

proaches, a suitable hybrid approach [27, 56]. Therefore, some of the high priority ethical

rules (ethics on vital issues) can be implemented as a top-down rule, while a robot and its

owner can learn others as bottom-up fashion. The hybrid design is more powerful because

the top-down principles are used as a general guide in important dilemmas; at the same time,

the ethics module has the flexibility and moral adaptability of the bottom-up theory.
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2.6. Proposed Robot Ethics Rules

Various robot ethics rules have been proposed. In recent years the number of these

rules are increased. There is still considerable disagreement with regard to the definition of

ethics and what we need to expect from the ethics module. This section begins with a round

of the proposed ethical principles of robotics and AI. Some of the rules are summarized, and

some of them are full concerning improving the readability. There may be missing rules

because of the rapidly growing literature. Moreover, some of the principles are not officially

published, but just drafts.

In the Table 2.1 and 2.1, we listed the proposed principles with chronological order

until today. The number of ethical principles, the publish date and related references added.

This section continues with briefly introducing the company or institute and their relation

with AI and then summarizing the rules they proposed with the same (chronological) order

with the Table 2.1 and 2.1.

Table 2.1. Chronologically ordered proposed ethics rules.

Principles # principles Year and Refs

Asimov’s laws of robotics 3 1950 [13]

Murphy and Wood’s three laws of responsible robotics 3 2009 [34]

The EPSRC principles of robotics 5 2011 [57]

Future of life institute’s asimolar principles for

beneficial AI

23 Jan 2017 [58]

ACM US public policy council’s principles for

algorithmic transparency and accountability

7 Jan 2017 [59]

Japanese society for artifical intelligence (JSAI) ethical

guidelines

9 Feb 2017 [60]

The future society’s science, law and society initiative 6 Oct 2017 [61]

Intel’s recommendation for public policy principles on

AI

5 Oct 2017 [62]
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Table 2.1. Proposed ethics rules (cont.)

Principles # principles Year and Refs

IEEE general principles of ethical autonomous &

intelligent systems

5 Dec 2017 [63]

UNI global union top 10 principles for ethical AI 10 Dec 2017 [64]

Lords select committee five core principles to keep AI

ethical

5 Apr 2018 [10]

AI UX: Seven principles of designing good AI products 7 Apr 2018 [65]

The Toronto declaration on equality and

non-discrimination in machine learning systems

4 May 2018 [66]

Google AI principles 7 June 2018 [67]

IBM’s five ethical AI principles 5 Sept 2018 [68]

Microsoft responsible bots: 10 guidelines for developers

of conversational AI

10 Nov 2018 [69]

CEPEJ European ethical charter on the use of artificial

intelligence (AI) in judicial systems and their

environment, five principles

5 Feb 2019 [70]

Women leading in AI (WLinAI) 10 recommendations 10 Feb 2019 [71]

The NHS’s 10 principles for AI + data 10 Feb 2019 [72]

IEEE General principles of ethical autonomous and

intelligent systems (A/IS)

8 Mar 2019 [73]

Ethical issues arising from the police use of live facial

recognition technology

9 Mar 2019 [74]

Floridi and Clement Jones’ five principles key to any

ethical framework for AI

5 Mar 2019 [75]

The European commission’s high level expert group on

AI ethics guidelines for trustworthy AI

7 Apr 2019 [76]

Draft core principles of Australia’s ethics framework for

AI

8 Apr 2019 [77]
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The cornerstone rule set is Asimov’s Laws (also known as Three Laws of Robotics)

[13]:

(i) A robot may not injure a human being or, through inaction, allow a human being to

come to harm.

(ii) A robot must obey the orders given it by human beings except where such orders would

conflict with the First Law.

(iii) A robot must protect its own existence as long as such protection does not conflict with

the First or Second Laws.

These three laws are undoubtedly first established principles for robots. Isaac Asimov

is the first person who believes that a set of rules should govern robots. Then he drafted these

rules and used them in his short story, Runaround [13]. He introduced these laws in 1950

in his "I,Robot" book [13]. Later, he made small changes on these principles and included

zeroth or fourth law, which is [1]:

• A robot may not harm humanity, or, by inaction, allow humanity to come to harm.

Robot ethics started to develop based on Asimov’s rules. The original policies have

been discussed and refined by researchers. Moreover, Asimov analyzed these rules with

short stories and created a sweeping panorama of how a robot should communicate with

individuals.

Robin Murphy and David Wood analyzed Asimov’s law in detail. They aimed to pur-

pose a more feasible alternative rule set. In their paper, the authors examined the Asimov’s

rules according to social utility, the limits of technology, and the ambiguity and cultural

dependence of language and behavior. Their alternative rule set is [78]:

(i) A human may not deploy a robot without the human-robot work system meeting the

highest legal and professional standards of safety and ethics.

(ii) A robot must respond to humans as appropriate for their roles.



25

(iii) A robot must be endowed with sufficient situated autonomy to protect its own existence

as long as such protection provides smooth transfer of control which does not conflict

with the First and Second Laws.

The EPSRC (Engineering and Physical Sciences Research Council) is a British Re-

search Council that combines universities in the United Kingdom(UK) and research centers

which are managed by government funding in mainly engineering and the sciences like AI,

computer science and statistics. They recommended a bunch of principles about robot ethics

in 2010. The five rules are given below [57]:

(i) Robots are multi-use tools. Robots should not be designed solely or primarily to kill

or harm humans, except in the interests of national security.

(ii) Humans, not Robots, are responsible agents. Robots should be designed and operated

as far as practicable to comply with existing laws, fundamental rights and freedoms,

including privacy.

(iii) Robots are products. They should be designed using processes which assure their

safety and security.

(iv) Robots are manufactured artefacts. They should not be designed in a deceptive way to

exploit vulnerable users; instead their machine nature should be transparent.

(v) The person with legal responsibility for a robot should be attributed.

The Future of Life Institute (FLI) is a public platform such that volunteer-run in the

Boston area. Its authors incorporate MIT cosmologist Max Tegmark, Skype co-founder Jaan

Tallinn. It also has experts for guiding includes Elon Musk and cosmologist Stephen Hawk-

ing (preceding his demise in 2018). FLI is mainly centered around the potential dangers

to humanity from the improvement of human-level AI. Institute’s purpose is to organize and

promote research and initiatives for safeguarding life and generating optimistic visions of the

future. In 2017 Asilomar conference, they discussed AI and robot ethics in three main cate-

gories: research issues, ethics and values, and longer-term problems. There are 23 subjects in

total. We will list the principles from ethics and values because others are about organizing

AI research and future issues. The following is the list of ethics and values principles [58]:
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(i) Safety: AI systems should be safe and secure throughout their operational lifetime, and

verifiably so where applicable and feasible.

(ii) Failure Transparency: If an AI system causes harm, it should be possible to ascertain

why.

(iii) Judicial Transparency: Any involvement by an autonomous system in judicial decision

making should provide a satisfactory explanation auditable by a competent human

authority.

(iv) Responsibility: Designers and builders of advanced AI systems are stakeholders in the

moral implications of their use, misuse, and actions, with a responsibility and oppor-

tunity to shape those implications.

(v) Value Alignment: Highly autonomous AI systems should be designed so that their

goals and behaviors can be assured to align with human values throughout their oper-

ation.

(vi) Human Values: AI systems should be designed and operated so as to be compatible

with ideals of human dignity, rights, freedoms, and cultural diversity.

(vii) Personal Privacy: People should have the right to access, manage and control the data

they generate, given AI systems’ power to analyze and utilize that data.

(viii) Liberty and Privacy: The application of AI to personal data must not unreasonably

curtail people’s real or perceived liberty.

(ix) Shared Benefit: AI technologies should benefit and empower as many people as possi-

ble.

(x) Shared Prosperity: The economic prosperity created by AI should be shared broadly,

to benefit all of humanity.

(xi) Human Control: Humans should choose how and whether to delegate decisions to AI

systems, to accomplish human-chosen objectives.

(xii) Non-subversion: The power conferred by control of highly advanced AI systems should

respect and improve, rather than subvert, the social and civic processes on which the

health of society depends.

(xiii) AI Arms Race: An arms race in lethal autonomous weapons should be avoided.
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ACM, the Association for Computing Machinery, is the world’s extensive educational

and scientific computing community, uniting teachers, specialists and experts to move dis-

course, share assets and address the field’s challenges. The ACM US Public Policy Council

(USACM) fills in as the point of convergence for ACM’s connections with the US govern-

ment in issues of US public policy related to information technology. They published laws

on algorithmic transparency and accountability in 2017, which later is added to the ACM’s

code of ethics [79]. The rules are listed below [59]:

(i) Awareness: Owners, designers, builders, users, and other stakeholders of analytic sys-

tems should be aware of the possible biases involved in their design, implementation,

and use and the potential harm that biases can cause to individuals and society

(ii) Access and Redress: Regulators should encourage the adoption of mechanisms that

enable questioning and redress for individuals and groups that are adversely affected

by algorithmically informed decisions.

(iii) Accountability: Institutions should be held responsible for decisions made by the al-

gorithms that they use, even if it is not feasible to explain in detail how the algorithms

produce their results.

(iv) Explanation: Systems and institutions that use algorithmic decision-making are en-

couraged to produce explanations regarding both the procedures followed by the algo-

rithm and the specific decisions that are made.

(v) Data Provenance: A description of the way in which the training data was collected

should be maintained by the builders of the algorithms, accompanied by an exploration

of the potential biases induced by the human or algorithmic data-gathering process.

Public scrutiny of the data provides maximum opportunity for corrections. However,

concerns over privacy, protecting trade secrets, or revelation of analytics that might

allow malicious actors to game the system can justify restricting access to qualified

and authorized individuals

(vi) Auditability: Models, algorithms, data, and decisions should be recorded so that they

can be audited in cases where harm is suspected.



28

(vii) Validation and Testing: Institutions should use rigorous methods to validate their mod-

els and document those methods and results. In particular, they should routinely per-

form tests to assess and determine whether the model generates discriminatory harm.

Institutions are encouraged to make the results of such tests public.

The Ethics Committee of the Japanese Society for Artificial Intelligence (JSAI) has

been investigating the connection between artificial intelligence technology and society, and

endeavoring communicate it to the community effectively, since its foundation in 2014. JSAI

leads an internal discussion among their experts based on studies upon AI achieved within

different government offices in Japan and abroad [80]. As a result of this, they defined the

ethical guidelines for its members. Here follow the instructions headers the complete version

of rules can be found in [60]:

(i) Contribution to humanity

(ii) Abidance of laws and regulations

(iii) Respect for the privacy of others

(iv) Fairness

(v) Security

(vi) Act with integrity

(vii) Accountability and Social Responsibility

(viii) Communication with society and self-development

(ix) Abidance of ethics guidelines by AI

The World Future Society (also known as the Future Society ) was established in 1966.

Edward Cornish, the founder, declared the society’s aim as collecting unitedly bright minds

to examine the contemporary challenges affecting the world. In October 2017, a senior

advisor to the AI Initiative of the Future Society (which is at Harvard Kennedy School)

Nicolas Economou wrote an article to introduce the Future Society’s ethical AI view with

six principles. Here these rules are given [61]:
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(i) AI should advance the well-being of humanity, its societies, and its natural environ-

ment.

(ii) AI should be transparent.

(iii) Manufacturers and operators of AI should be accountable.

(iv) AI’s effectiveness should be measurable in the real-world applications for which it is

intended.

(v) Operators of AI systems should have appropriate competencies.

(vi) The norms of delegation of decisions to AI systems should be codified through thought-

ful, inclusive dialogue with civil society.

Intel Corporation (generally referred to as Intel and adapted as intel) is an American

worldwide enterprise and innovation organization headquartered in the Silicon Valley. It is

the world’s second biggest and second most elevated esteemed semiconductor chip maker.

Naveen Rao, who is vice president and general manager of AI products group, stated their

ethical AI policy as below [62]:

(i) Foster innovation and open development

(ii) Create new human employment opportunities and protect people’s welfare

(iii) Liberate data responsibly

(iv) Rethink privacy

(v) Require accountability for ethical design and implementation

The Université de Montréal propelled the co-development process for the Montréal

Declaration for a Responsible Development of Artificial Intelligence (also known as Mon-

tréal Declaration) on 3 November 2017. After a year, many occasions were sorted out to

encourage discourse on social issues that emerge with AI, and 15 consultation workshops

were held, including more than 500 residents, experts, and partners from all foundations.

The selected resident co-construction strategy is based on a preliminary declaration of gen-

eral ethical principles structured around seven primary values, and then these values are

enriched to 10 laws. The list of these values and their summaries provided below, for more

information and full description with questions and definitions, please check [81]:
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(i) Well-being: The development and use of artificial intelligence systems (AIS) must

permit the growth of the well-being of all sentient beings.

(ii) Respect for Autonomy: AIS must be developed and used while respecting people’s

autonomy, and with the goal of increasing people’s control over their lives and their

surroundings.

(iii) Protection of Privacy and Intimacy: Privacy and intimacy must be protected from AIS

intrusion and data acquisition and archiving systems (DAAS).

(iv) Solidarity: The development of AIS must be compatible with maintaining the bonds

of solidarity among people and generations.

(v) Democratic Participation: AIS must meet intelligibility, justifiability, and accessibility

criteria, and must be subjected to democratic scrutiny, debate, and control.

(vi) Equity: The development and use of AIS must contribute to the creation of a just and

equitable society.

(vii) Diversity Inclusion: The development and use of AIS must be compatible with main-

taining social and cultural diversity and must not restrict the scope of lifestyle choices

or personal experiences.

(viii) Prudence: Every person involved in AI development must exercise caution by antic-

ipating, as far as possible, the adverse consequences of AIS use and by taking the

appropriate measures to avoid them.

(ix) Responsibility: The development and use of AIS must not contribute to lessen the

responsibility of human beings when decisions must be made.

(x) Sustainable Development: The development and use of AIS must be carried out so as

to ensure a strong environmental sustainability of the planet.

The IEEE Standards Association Global Initiative on Ethics of Autonomous and In-

telligent Systems outlined ethically aligned design. In ethically aligned design version, they

propose five general questions or concerns [63]. Alan Winfield and IEEE general principles

co-chair Mark Halverson authored an article which defines these five principles together with

background and recommendations [82].
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(i) How can we ensure that A/IS do not infringe human rights?

(ii) Traditional metrics of prosperity do not take into account the full effect of A/IS tech-

nologies on human well-being.

(iii) How can we assure that designers, manufacturers, owners and operators of A/IS are

responsible and accountable?

(iv) How can we ensure that A/IS are transparent?

(v) How can we extend the benefits and minimize the risks of AI/AS technology being

misused?

Later in March 2019, these principles are revised and enriched. They are shown the

very end of the section not to depart from the chronological order.

UNI Global Union, previously Union Network International (UNI), is a worldwide

association alliance for skills and services, collecting national and provincial worker’s or-

ganizations. UNI gives the highest priority to “The Future World of Work concept”. They

predict a total of 90% of brand-new jobs are to be in skills and services sectors in the fol-

lowing decade. Hence, UNI invites on all companies and governments to join with the union

campaign, to design a transition to future work. They started with examining the impact of

new technologies and AI systems and submitted a set of principles for ethical AI, which is

given beneath [64]:

(i) Demand that AI systems are transparent

(ii) Equip AI systems with an “Ethical black box”

(iii) Make AI serve people and planet

(iv) Adopt a human-in-command approach

(v) Ensure a genderless, unbiased AI

(vi) Share the benefits of AI systems

(vii) Secure a just transition and ensuring support for fundamental freedoms and rights

(viii) Establish global governance mechanisms

(ix) Ban the attribution of responsibility to robots

(x) Ban AI arms race
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Lords the Select Committee on AI was designated by the UK House of Lords on 29

June 2017 with aim of analyzing the economic, ethical and social relationships of improve-

ments in artificial intelligence. They published two hundred pages long report named “AI in

the UK: ready, willing and able?” in April 2018 [10]. In this report, they suggested five core

standards for ethical AI systems in detail. Then, the World Economic Forum (WEF) wrote

a review and commentary which summarizes this report in two pages with illustrating the

concepts [83].

(i) Artificial intelligence should be developed for the common good and benefit of hu-

manity.

(ii) Artificial intelligence operates within parameters of intelligibility and fairness

(iii) Artificial intelligence should not be used to diminish the data rights or privacy of indi-

viduals, families or communities.

(iv) All people should have the right to be educated as well as be enabled to flourish men-

tally, emotionally and economically alongside artificial intelligence.

(v) Autonomous power to hurt, destroy or deceive human beings should never be vested

in artificial intelligence.

UX studio is a Budapest based small (30-person) company concerning designing fun

digital products. Dávid Pásztor, founder and CEO of UX studio, wrote principles that are fo-

cused on the design of the User Interface (UI) and User Experience (UX) which are provided

below in 2018 [65]:

(i) Differentiate AI content visually

(ii) Explain how machines think

(iii) Set the right expectations

(iv) Find and handle weird edge cases

(v) Provide engineers with the right training data

(vi) User testing for AI products (default methods won’t work here)

(vii) Provide an opportunity to give feedback
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In 2018, Access Now’s policy team prepared the Toronto Declaration at RightsCon

with Amnesty International [66]. Human Rights Watch and the Wikimedia Foundation have

endorsed it later. The Declaration is still open for sign-on for other companies and founda-

tions. The purpose of the Toronto Declaration is suggesting an ethical rule set which protects

the privilege of uniformity and non-discrimination in the machine learning system. These

rules are listed below [66]:

(i) Using the framework of international human rights law

• The right to equality and non-discrimination

• Preventing discrimination

• Protecting the rights of all individuals and groups: promoting diversity and inclu-

sion

(ii) Duties of states: human rights obligations

• State use of machine learning systems

• Promoting equality

• Holding private sector actors to account

(iii) Responsibilities of private sector actors: human rights due diligence

(iv) The right to an effective remedy

Google LLC is an American global innovation organization that has practical experi-

ence in Internet-related administrations and products, which incorporate online advertising

technologies, search engine, distributed computing, software, and hardware. It is viewed as

one of the Big Four innovation organizations. Sundar Pichai, who is Google CEO, published

AI policies with a blog post which are listed below [67]:

(i) Be socially beneficial.

(ii) Avoid creating or reinforcing unfair bias.

(iii) Be built and tested for safety.

(iv) Be accountable to people.

(v) Incorporate privacy design principles.

(vi) Uphold high standards of scientific excellence.

(vii) Be made available for uses that accord with these principles.
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IBM is an American worldwide information technology organization headquartered in

New York, with businesses in more than 170 nations. Everyday Ethics for AI report discusses

two main points; direction for planners and engineers building and preparing AI, and specific

features that AI frameworks ought to have. IBM’s five ethical AI principles (from 2018) are

provided in beneath [68]:

(i) Accountability: AI designers and developers are responsible for considering AI design,

development, decision processes, and outcomes.

(ii) Value alignment: AI should be designed to align with the norms and values of your

user group in mind.

(iii) Explainability: AI should be designed for humans to easily perceive, detect, and un-

derstand its decision process.

(iv) Fairness: AI must be designed to minimize bias and promote inclusive representation.

(v) User data rights: AI must be designed to protect user data and preserve the user’s

power over access and uses.

Microsoft Corporation is a US global innovation organization with head office in

Washington. It develops, manufactures, licenses, supports and sells PCs, hardware, and

related services. Its best-known programs are the Microsoft Windows operating systems,

the Microsoft Office suite, and the Internet Explorer and Edge Web programs. In November

2018, ethical design guidelines for chat bots (or conversational AIs) announced. Here follow

principles [69]:

(i) Articulate the purpose of your bot and take special care if your bot will support conse-

quential use cases

(ii) Be transparent about the fact that you use bots as part of your product or service.

(iii) Ensure a seamless hand-off to a human where the human-bot exchange leads to inter-

actions that exceed the bot’s competence.

(iv) Design your bot so that it respects relevant cultural norms and guards against misuse.

(v) Ensure your bot is reliable.

(vi) Ensure your bot treats people fairly.

(vii) Ensure your bot respects user privacy.
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(viii) Ensure your bot handles data securely

(ix) Ensure your bot is accessible

(x) Accept responsibility.

The European Commission for the Efficiency of Justice (CEPEJ) of the Council of

Europe has embraced the primary European content setting out ethical principles identifying

with the utilization of AI in legal frameworks. CEPEJ is comprised of specialists of the

forty-seven member states of the Council of Europe. Furthermore, they implemented tools

for improving the effectiveness and the working of justice in Europe. The set of rules about

using of AI in judicial systems and their conditions are listed as [70]:

(i) Principle of respect of fundamental rights: ensuring that the design and implementa-

tion of artificial intelligence tools and services are compatible with fundamental rights

(ii) Principle of non-discrimination: specifically preventing the development or intensifi-

cation of any discrimination between individuals or groups of individuals

(iii) Principle of quality and security: with regard to the processing of judicial decisions

and data, using certified sources and intangible data with models conceived in a multi-

disciplinary manner, in a secure technological environment

(iv) Principle of transparency, impartiality and fairness: making data processing methods

accessible and understandable, authorising external audits

(v) Principle “under user control”: precluding a prescriptive approach and ensuring that

users are informed actors and in control of their choices

The Women Leading in AI (WLinAI) network was established by Ivana Bartoletti, Dr.

Allison Gardner, and Reema Patel. Their notable speakers Prof. Joanna Bryson and Seema

Malhotra MP started the network in May 2018 at the London School of Economics. The

motivation behind the community is to be a worldwide ‘think tank’ for women in AI with

the purpose to express the bias that can happen inside algorithms because of an absence

of diversity and inclusivity in AI. In February 2019, they introduced their ten principles for

responsible AI, which are provided beneath [71]. Also, Noel Sharkey plots both the meeting,

meeting group and their proposals in Forbes [84].
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(i) Introduce a regulatory approach governing the deployment of AI which mirrors that

used for the pharmaceutical sector.

(ii) Establish an AI regulatory function working alongside the Information Commissioner’s

Office and Centre for Data Ethics – to audit algorithms, investigate complaints by in-

dividuals,issue notices and fines for breaches of GDPR and equality and human rights

law, give wider guidance, spread best practice and ensure algorithms must be fully

explained to users and open to public scrutiny.

(iii) Introduce a new Certificate of Fairness for AI systems alongside a ‘kite mark’ type

scheme to display it. Criteria to be defined at industry level, similarly to food labelling

regulations.

(iv) Introduce mandatory AIAs (Algorithm Impact Assessments) for organisations employ-

ing AI systems that have a significant effect on individuals.

(v) Introduce a mandatory requirement for public sector organisations using AI for partic-

ular purposes to inform citizens that decisions are made by machines, explain how the

decision is reached and what would need to change for individuals to get a different

outcome.

(vi) Introduce a ‘reduced liability’ incentive for companies that have obtained a Certificate

of Fairness to foster innovation and competitiveness.

(vii) To compel companies and other organisations to bring their workforce with them –by

publishing the impact of AI on their workforce and offering retraining programmes for

employees whose jobs are being automated.

(viii) Where no redeployment is possible, to compel companies to make a contribution to-

wards a digital skills fund for those employees

(ix) To carry out a skills audit to identify the wide range of skills required to embrace the

AI revolution.

(x) To establish an education and training programme to meet the needs identified by the

skills audit, including content on data ethics and social responsibility. As part of that,

we recommend the set up of a solid, courageous and rigorous programme to encourage

young women and other underrepresented groups into technology.
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The National Health Service (NHS) was established in 1948, and it is the UK’s publicly

funded health service. In February 2019, they updated their AI and data guidelines [72].

NHS is a data giant which holds petabytes of information ranging from patient consideration,

to malignancy medicate achievement, to bio-sample examination, to seller contract issues

and a hundred different zones. Artificial Lawyer website provided these guidelines with

comprehensive commentary and discussion [85]. The following list is headlines of rules [72]:

(i) Understand users, their needs and the context

(ii) Define the outcome and how the technology will contribute to it

(iii) Use data that is in line with appropriate guidelines for the purpose for which it is being

used

(iv) Be fair, transparent and accountable about what data is being used

(v) Make use of open standards

(vi) Be transparent about the limitations of the data used and algorithms deployed

(vii) Show what type of algorithm is being developed or deployed, the ethical examination

of how the data is used, how its performance will be validated and how it will be

integrated into health and care provision

(viii) Generate evidence of effectiveness for the intended use and value for money

(ix) Make security integral to the design

(x) Define the commercial strategy

IEEE’s corrected and extended general guidelines from Ethical Aligned Design release

(in March 2019). For an extensive explanation, please check the document, in here the

abbreviated version listed [73]:

(i) Human Rights A/IS shall be created and operated to respect, promote, and protect

internationally recognized human rights.

(ii) Well-being A/IS creators shall adopt increased human well-being as a primary success

criterion for development.

(iii) Data Agency A/IS creators shall empower individuals with the ability to access and

securely share their data, to maintain people’s capacity to have control over their iden-

tity.
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(iv) Effectiveness A/IS creators and operators shall provide evidence of the effectiveness

and fitness for purpose of A/IS.

(v) Transparency The basis of a particular A/IS decision should always be discoverable.

(vi) Accountability A/IS shall be created and operated to provide an unambiguous rationale

for all decisions made.

(vii) Awareness of Misuse A/IS creators shall guard against all potential misuses and risks

of A/IS in operation.

(viii) Competence A/IS creators shall specify and operators shall adhere to the knowledge

and skill required for safe and effective operation.

The UK government’s independent Biometrics and Forensics Ethics Group (BFEG)

distributed a temporary report sketching out nine ethical rules shaping a structure to control

policy on police facial recognition frameworks. The report includes the principles and their

related questions to be examined [74]. Here the main guideline topics:

(i) Public interest

(ii) Effectiveness.

(iii) The Avoidance of bias and algorithmic injustice.

(iv) Impartiality and deployment.

(v) Necessity.

(vi) Proportionality.

(vii) Impartiality, accountability, oversight and the construction of watchlists.

(viii) Public trust.

(ix) Cost-effectiveness.

The former chair of the House of Lords Select Committee on AI Lord Tim Clement-

Jones and Philosophy and Ethics of Information Professor of University of Oxford Luciano

Floridi analyze the ethical principles and demonstrated five ethical rules below in the New

Statesmen [75].

(i) AI must the beneficial to humanity.

(ii) AI must also not infringe on privacy or undermine security.
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(iii) AI must protect and enhance our autonomy and ability to take decisions and choose

between alternatives.

(iv) AI must promote prosperity and solidarity, in a fight against inequality, discrimination,

and unfairness.

(v) We cannot achieve all this unless we have AI systems that are understandable in terms

of how they work (transparency) and explainable in terms of how and why they reach

the conclusions they do (accountability).

The High-Level Expert Group on Artificial Intelligence (AI HLEG), which elected by

the European Commission in June 2018, provided a report on the ethics guidelines for trust-

worthy AI. This report published on 8 April 2019. Here the rules set with brief explanations

are listed, and for more detail, please check the reference [76].

(i) Human agency and oversight: AI systems should support human autonomy and decision-

making, as prescribed by the principle of respect for human autonomy.

(ii) Technical robustness and safety: A crucial component of achieving Trustworthy AI is

technical robustness, which is closely linked to the principle of prevention of harm.

(iii) Privacy and data governance: Closely linked to the principle of prevention of harm is

privacy, a fundamental right particularly affected by AI systems.

(iv) Transparency: This requirement is closely linked with the principle of explicability

and encompasses transparency of elements relevant to an AI system: the data, the

system and the business models.

(v) Diversity, non-discrimination and fairness: In order to achieve Trustworthy AI, we

must enable inclusion and diversity throughout the entire AI system’s life cycle.

(vi) Societal and environmental well-being: In line with the principles of fairness and pre-

vention of harm, the broader society, other sentient beings and the environment should

be also considered as stakeholders throughout the AI system’s life cycle.

(vii) Accountability: The requirement of accountability complements the above require-

ments, and is closely linked to the principle of fairness
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The government of Australia drafted ethical principles and published a discussion pa-

per in Ethics Framework for AI on 31 May 2019. The report includes detailed summaries

of ethical frameworks until today (all of them provided above). Then they presented their

guidelines with some beneficial case studies. Here the headers of guidelines and short defi-

nitions [77].

(i) Generates net-benefits: The AI system must generate benefits for people that are

greater than the costs.

(ii) Do no harm: Civilian AI systems must not be designed to harm or deceive people and

should be implemented in ways that minimise any negative outcomes.

(iii) Regulatory and legal compliance: The AI system must comply with all relevant inter-

national, Australian Local, State/Territory and Federal government obligations, regu-

lations and laws.

(iv) Privacy protection: Any system, including AI systems, must ensure people’s private

data is protected and kept confidential plus prevent data breaches which could cause

reputational, psychological, financial, professional or other types of harm.

(v) Fairness: The development or use of the AI system must not result in unfair discrim-

ination against individuals, communities or groups. This requires particular attention

to ensure the “training data” is free from bias or characteristics which may cause the

algorithm to behave unfairly.

(vi) Transparency & Explainability: People must be informed when an algorithm is be-

ing used that impacts them and they should be provided with information about what

information the algorithm uses to make decisions.

(vii) Contestability: When an algorithm impacts a person there must be an efficient process

to allow that person to challenge the use or output of the algorithm.

(viii) Accountability: People and organisations responsible for the creation and implemen-

tation of AI algorithms should be identifiable and accountable for the impacts of that

algorithm, even if the impacts are unintended.
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2.7. Description of the Problem

This thesis investigates how to implement an ethics module to a service robot. The

robot ethics or roboethics is a new discussion topic. As seen from Subsection 2.4 and 2.5,

there are many approaches to the ethics system and design system. Unfortunately, there is

not sufficient experimentation and implementation of robot ethics. There are suggested types

of ethical agents and levels of ethics(morality). These proposals are for creating a framework

for robot ethics, and these are not investigated in detail yet.

According to Moor, there are three categories of ethical-impact agents; implicit ethical,

explicit ethical and full ethical agents [86]. Implicit ethical agents constrained unethical

actions by design. Hence, they contain software that supports ethical action implicitly. For

instance, an automatic pilot of a plane must arrive at the correct destination on time and

safely. These conditions need to be considered by software designers. The second type is

explicit ethical agents can represent ethical matters and analyze them to choose the most

ethical action. Explicit ethical agents are our aim for this thesis, so we provided related work

in the next Section. The last category is full ethical agents which can obtain explicit ethical

judgments and qualified to justify them rationally. An average adult is a full ethical agent

that has consciousness, intentionality, and free will. This category has the most heated debate

because researchers believe that machine can not cross the line of gaining consciousness and

others believe that only full ethical agents can be the real ethical agents because they will

have right to choose the ethical action.

For now, the sensing and processing technology could not achieve full ethical agents.

Due to infeasibility, Wallach and Allen suggested three types of ethicalness; operational,

functional, and full morality [27]. As Figure 2.4 demonstrated, operational morality is the

furthest level from the full moral agency. The ethical decision and responsibility lie on the

shoulder of the computer (or robot) scientist. They need to forecast all the potential ethical

problems the robot will encounter.
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The next step is functional morality, which is being a robot with the capability of

making moral judgments without top-down instructions or software from humans. In this

system, the responsibility lies on the robot and also on the designer, so it is hard for a designer

to predict the robot’s actions and outcomes. The top-level system is full morality that is a case

where the robot is fully responsible for its actions. This kind of robots contains a completely

autonomous controller which decides its actions.

Figure 2.4. Levels of robot morality.

The Figure 2.4 summarizes these three morality approaches according to autonomy

and ethics dimensions. The dashed line shows the predicted robot developments in these

parameters. Although today’s technology seems far from ethical sensitivity, there are a lot

of new studies about the ethical behaviors of robots, which also includes this thesis. It is

possible to see ethical robots on the market soon.
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According to these categorizations, we can state that this thesis aims to design an

explicit ethical agent with operational morality. The proposed ethics module will work as

an expert system which works upon a robot behavior controller and infers which action is

the most ethical one. It would be challenging to implement ethics values with sufficient

precision with boolean logic; therefore, we introduced a fuzzy expert system.

A fuzzy expert system capable of answering decision-making problems in which there

is no exact algorithm exists by relying on human-like models. The difference between

boolean logic and fuzzy logic is that in boolean logic a variable can be either zero or one

(true or false, two-valued system), however fuzzy logic is a multi-valued system according

to degrees of truth(can be [0,0.1,0.2,0.3, . . . ,1]). The Figure 2.5 demonstrates the relation-

ship between the ethics module and robot behavior controller. Also, it contains the main

framework of the fuzzy logic expert system introduced in this study.

Figure 2.5. The general framework of ethics module.

The ethics module gathers sense data and inferred(calculated possible ) actions from

the robot behavior, as seen in Figure 2.5. The system first converts the sensed data according

to the degree of truth with a fuzzification step, and then the inference system will conclude

the ethical benefit of actions according to rules with the help of the facts in the knowledge

base. The last step of the module is the defuzzification process, which calculates the final

suggested action (non-fuzzy). The details of the system are provided in Section 4.1.4.
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In this study, we aim to build an ethics module that will be integrated with the service

robot that is designed by the robotics group of Boğaziçi University AILAB (BOSS robot)

to care the older people. More details about BOSS robot is given in part 3.2.1. The ethics

module will determine whether a suggested action by the robot behavior controller is ethi-

cally correct or not. The module will return the best ethical action as a result of inference.

The inner model of the robot will be used in order to understand the state of the environment

(sense data). The aim of the module is not to create a perfectly ethical system, but a module

that makes as good (or better) decision than humans do, in a home environment.

The methodology of designing an ethics module is focused on six questions that are

listed below:

(i) What is the definition of a service robot, and what are the required actions of these

robots?

(ii) What is an ethics module, and what we wait from it?

(iii) What are the requirements of ethics module?

(iv) How can we implement ethics values in computer science, and what parameters can be

the inputs and outputs of the module?

(v) How can we design an ethics module, and are there examples of it?

(vi) How can we test and verify the ethics module?

The first question analyzed in the subsection, and the decided action list of the service

robot is given at the Part 4.1.1. The extensive research about ethics module is analyzed in

previous sections. The fourth one explained in here briefly, and more details will be given

in Chapter 4.1.4. Comprehensive related work research is conducted to investigate similar

ethics modules. The other questions will be answered throughout the thesis, especially in the

methodology chapter (Chapter 4).
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2.8. Related Work

In this part, the major works, guidelines, and projects on robot ethics are investigated

and analyzed. There are many ethical system designs in the healthcare sector, but they are

only AI advisors. A few studies work on robots for an ethics module; however, their mod-

ules contain either a single rule or fundamental ethical rules which are not feasible for service

robots. There is no ethics module for service robots, which applies an ethical framework for

the home environment. Most of the studies on robot ethics are tested on military robots

(about harming people) or chat-bots for ethical advice. The last group of studies investigates

what a user or researcher needs to expect from ethics module and how it should be. Un-

fortunately, they are high-level for implementation or impossible to implement with today’s

technology level.

The related work about the robot or AI ethics is analyzed one by one explaining their

proposed systems. Later, we discussed their advantages or disadvantages while comparing

with our introduced module design for this thesis. Approximately fifty studies were exam-

ined for this part in order to show that there is no standardization about ethics module, and

there is an enormous number of different rules.

Anderson’s started to investigating machine ethics (when there was no roboethics term)

in the healthcare system [87]. They compared the feasibility of a variety of approaches

to capturing ethical reasoning. The problem of making the ethical values computable was

discussed in their study, and they underlined that the first step of machine ethics (then they

used term robot ethics ) should be finding a formalization method for the ethical norms.

They provided two prototype systems which are elemental advisors; Jeremy (be inspired by

Jeremy Bentham, father of “Act Utilitarian” approach [35]), and W.D. (is originated from Sir

William David Ross, who combined some approaches and coined “prima facia” duties [88]).

As the names exhibits, Jeremy is based on “Act Utilitarianism”, and W.D. is stood on “prima

facia” duties.
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Utilitarianism is explained in detail in section 2.4.3. Ross believed that single-principle

ethical theory (like Utilitarianism or Deontology) is cursed to fail. According to him, ethics

is more sophisticated than serving a single duty, and also he stated that ethical decision-

making contains seven prima facie duties which a system should follow, but they can be

overridden if there is a stronger task. These prima facia duties are listed below with little

explanations [88]:

• Fidelity: Should respect the promises.

• Reparation: Should fix own wrongs to right.

• Gratitude: Should return the favors.

• Justice: Should treat people as they deserve.

• Beneficence: Should act to reach the maximum good (the best for who will effected).

• Non-Maleficence: Should act with aim of less harm.

• Self-Improvement: Should improve owned abilities to the best.

Anderson’s study concluded by a small comparison and further case developments

[87]. One key result from the paper is the importance of the non-maleficence is the most

critical value which affects the ethical approach difference between two ethics. The downside

of this study is that there is a missing explanation of the framework and its implementation.

A reader can not follow how the ethical rules are formularized and what kind of ethical

scenarios were used.

As a different test-bed, MedEthEx (Medical Ethics Expert) project is proposed by An-

derson couple [43]. MedEthEx is also an example of a general ethical advisor architecture

like Jeremy and W.D but more sophisticated. The aim of the project is helping the health

care worker to decide the best course of the action with analyzing and extracting the ethi-

cally relevant information. MedEthEx is implemented based on Beauchamp’s and Childress’

Principles of Biomedical Ethics (PBE) [89]. This ethics contains four duties; respect for au-

tonomy (the free will of a user), non-maleficence, beneficence, and justice. Inductive logic

programming (ILP) is used for rule learning.
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Figure 2.6 shows the architecture of the MedEthEx. As seen from the figure, the system

has three modules; training, advisor, and knowledge-based interface. The details of the

modules are not provided in the study but given in later researches.

Figure 2.6. The general framework of MedEthEx from [43].

In [90], a detailed case and rule explanation of MedEthEx is provided with examples

by the same authors. This study is the first study that a reader can observe the rule imple-

mentation and case example. It contains a comparison part which examines the previous

advisors Jeremy and W.D, in contrast to MedEthEx. The eighteen cases provide two out-

puts; either accept the action or try again. The learning space of the MedEthEx is shown

in the duty differential space in three dimensions, which are beneficence, non-maleficence,

autonomy. This research is the most detailed one, which helps the reader to understand the

module framework. Unfortunately, it is missing case details, so the only information we have

is how many cases and how they take value in three parameters.

In 2007, Anderson couple presented a road-map for creating an ethical AI which con-

tains six steps [2]. They demonstrated their MedEthEx system as an example. These steps

include adopting an ethical approach, selecting the domain, design ethical decision making,

implement an algorithm which uses decision-making mechanism, compare with others, and

evaluate the system with a test. We adopted this road-map, unlike the authors (who selected

medical decision making), we selected home service robots as a domain.
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The formularization of ethical principles is the fundamental problem of robot ethics.

An interactive approach was suggested by [91]. The flow of the design is the ethical system

asks questions to the expert (in this case, ethicist) and implement step by step its cases.

It starts by explaining the case and possible results and then giving the ethically important

feature. The system stores positive, negative cases and also repairs the case if there is missing

abstraction (like level positivity) or new feature. Although it is an interesting approach, it

is not feasible with today’s technology. It can show a way for a designer about how to

implement and formularize ethical principles for a ethics module.

In a book chapter, Anderson couple explained the ethical health agents and how to

design them with their new system ETHEL (ETHical ELdercare system) [33]. The aim of

the ETHEL is reminding the patient to take medication if the patient forgets it. ETHEL

must decide how often to remind a patient to take a prescribed medication when to accept a

patient’s refusal to take the medication or when to reject. The general scheme of the system

is given in Figure 2.7. The initial input about the frequency and amount of the medicine given

by an overseer (most probably a doctor) to the ETHEL. The system has four actions; accept

(patient’s decision), notify (the overseer, doctor), do not remind and remind. ETHEL was

the first system which uses ethical principles to determine its actions. Utilitarian principles

are used for ethical guidance, but it is only for medication reminding. Our system contains

more actions and more ethical dilemmas. The most crucial difference is that all the systems

proposed until now are working on just web as chat-bot or shows the correct actions.

In 2011, Anderson couple implemented both ETHEL and MedEdEth on NAO robot

[92]. The robot is capable of detecting and leading towards a patient, reminding the medi-

cation intake, delivering the medication, and notifying an overseer by e-mail. The study is

the first time, and a reader can observe that robot is combined with an ethical module. It can

only do four actions, as we explained in ETHEL, above. The problem with this paper is that

there no explanation about the robot behavior controller and how they combined with the

robots control unit, no experimentation design, and no proof of the concept.
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Figure 2.7. The general framework for an ethical eldercare system, which is also used in

ETHEL [33].

A comparison between Ethel, Jeremy, W.D, and MedEdEth is given in [93]. Ander-

son’s discussed the importance of the ethical modules on AI and how to combine with AI

agents like James Moor [86]. Finally, they proposed a case-supported principle-based be-

havior controller called GenEth (A General Ethical Dilemma Analyzer) [36, 94]. They also

implemented on the NAO robot to test the system. The GenEth module is implemented

through a dialog with an ethicist, which the progress is explained in detail in [91]. The sys-

tem verified with Ethical Turing Test, which has the process of talking with many ethicists

about the cases and the mean of their votes accepted as the most ethical action.

The GenEth contains five principles and entities to describe the ethical cases, which

are features, duty, action, cases, and ethical principle [36]. Features indicate the absence

or presence of harm, benefit, respect for autonomy. The duty defines the task of the robot,

which needs to be achieved by the robot while maximizing the autonomy. Action is a tuple of

integers that shows the degree of satisfaction which is similar to MedEthEx and ETHEL. A

tuple of the differentials of the corresponding duty (which can be both positive and negative)

are demonstrated as cases in the system. The last one is principles which use inductive logic

programming with calculating the disjunctives of predicates in terms of lower bounds [94].
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The comparison between GenEth and ETHEL is provided in the study of Anderson’s in

2015 [95]. The performances of the systems are compared with Ethical Turing Test, which

is the result of seventeen ethicists. The GenEth contains four types of cases; medication

reminding, treatment reconsideration, search and rescue; and assisted-driving in total twenty-

eight cases. The ethical approaches of CPB and Utilitarian are compared basically. They

listed the requirements of the ethical modules which are given below [33]:

• Consistency: The ethical theory should not contradict itself . It can not say that one

action is both true and false.

• Completeness: It should provide a result in any ethical dilemmas.

• Practicality: Easy to follow the system.

• Agreement with intuition: The actions which are true and false should be agreed with

expert ethicists.

We also use these requirements while we were designing our ethics module. The

problem is that the requirements are not quantified yet. There should be a quantified baseline

for evaluating the module’s success. Although Anderson’s provide a lot of frameworks and

implementation methods [36, 43, 87, 95], their methodology explanation is not enough for a

reader to understand the method they used. The determination of cases, their parameters, and

possible outcomes are not provided in detail. Our module contains and specific for service

robots which are works in a home environment.

Ronald Arkin and mobile robot laboratory of Georgia Institue of Technology provided

a design, model implementation, and presentation of the ethical governor [11]. The ethics

module (or ethical governor) restricts the lethal action of an autonomous robot with using

Laws of War (LOW) and Rules of Engagement (ROE) (which are mostly used in warfares.)

which is based on deontic ethics. The aim of the component is evaluating the ethical appro-

priateness of any lethal response that has been calculated by the robot behavior architecture

before executed. Each constraint needs five data field to be managed: logical form, textual

descriptions, active status flag, base types (obligated or forbidden), and classification. The

module either outputs permissible for action or not permissible. Example constraint is shown

in Figure 2.8.
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Figure 2.8. An example constraint from the Ethical Governor of [11].

Moreover, the ethical governor takes four inputs that are behavior generated by the be-

havior module, the perceptual system, the constraint set (from both long-term and short-term

memory) and Global Information Grid (GIG). GIG is used for extracting extra information

about the area and the facilities in that area (hospitals, schools, churches). The governor

has two processes evidential reasoning and constraint application. The first one creates a

world view from the robot’s sensor and inputs. Then the second part determines whether it

is ethical or not according to constraints (rules). One fascinating behavior is that the ethical

governor has both long term and short term memory. LOW rules are implemented in long-

term memory because it is hard to change them and ROE rules are in short terms due to its

dynamism according to the task.

This study contains a comprehensive description of the system step by step, which is an

advantage for inspiring new ethical agent designers. Also, it provides a pseudo-code of the

modules, calculating evidence and using constraints with example scenario with autonomous

unmanned aerial vehicle (UAV) which is loaded with heavy guns.
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Finally, the paper provides two simulation experiments (which are implemented in

MissionLab simulation) which include a hunter-killing task with different environments.

Unlike service robots, lethal weapons have more strict rules (LOW), which are easier to im-

plement as a programming algorithm. Moreover, even though UAV’s are lethal, the scenarios

of communicating with human are more limited than service robots. Arkin’s and laboratory

employees implemented the closest real-life ethical agent, which can analyze different cases,

unlike the other studies.

Peter Asaro discussed what a reader understand from the “robot ethics” term. He

focused on three meanings of robot ethics; these are [96]:

(i) The ethical systems built into AI (like studies [11, 36, 43])

(ii) The ethics of designers and users (as the proposed rules discussed)

(iii) The ethics of how people employ robots or AI agents

This study defended that the best strategy for robot ethics is that it contains all these

meanings. The robots are considered as socio-technical systems; therefore, the robots con-

tain a scale between being amoral and fully autonomous moral. He advocates that the first

framework about robot ethics should be in legal liability because of practicality. Briefly, the

development approach of robot ethics should aim to prevent robots from harming people,

themselves, properties, their environments, and users’ feelings. This study is a general out-

lining the probabilities of human-robot and robot-robot relationships and the limits of these

relations.

In his second article, Asaro considers a part of potential the legal implications of the

robotic systems that are teleoperated [6]. Teleoperation means enabling robot actions at some

distance. The article examines the possible attacks which can be achieved by hacking or

changing the behavior of the robot remotely. He focused on the issues that remote operating

of technological devices extend the physical boundaries of the legal system.
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The liability and implementing robots as legal agents concepts were extended in this

study. Some assumptions of the problems that may apply with new robotic capabilities were

outlined. This study focused more on the law side of robot ethics. It argues the possible

loophole in the current legal system but not the technologies of implementation.

In 2010, Borenstein and Pearson delineated the future of the robots and their vital

function, which is caregiving [97]. They underlined that the aim of the caregivers should be

ensuring the elderly or people with impairments maintain conventional human capabilities.

South Korea’s plan of having a robot in each house was given as an example of plans for

service robots. The study guessed that service robots would boost protection and grow the

freedom of care beneficiaries. They also stated that the probability of facing ethical problems

would increase with expanding robot capabilities. This study tried to prove the importance

of ethics in robotics with creating a future panorama of service robots.

Later, Borenstein argued the increasing demand for the resource for robot manufactur-

ing and the recycling approach in order to solve the limited resource issues [98]. He modeled

a robot transition in the lives of humanity as a first novelty, then convenience and finally a

necessity (like mobile phones of today). One of the main requirement of this transition was

stated as an awareness of the complicated ethical issues and environmental consequences.

He also pointed out that with the increasing number of service robots, the designers and

software engineers should follow a code of ethics in the designing phase. Finally, the need

for innovative design techniques (like using solar-power parts and highly sustainable com-

ponents) and forthcoming ethical awareness implementation techniques were demonstrated.

This study focused on the future of service robots and their transition to daily life. The ne-

cessities were explained, and high-level abstract rules were suggested; however, it lacks the

implementation design details or approaches for our study.
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Dabringer interviewed the most famous AI and robot ethics researchers like Arkin,

Allen, and Asaro in 2010 [99]. The interviews contain the introduction of the researchers’

articles and then the answer from the researchers to the questions. The questions varied from

their researches. For instance, Colin Allen answered the question about the advantages and

disadvantages of the top-down approach, which he suggested. The study contains twelve

researchers, who are the pioneers of roboethics. The general question concept is about bug-

free development of ethics module. These interviews are a summary of the opinions of the

researchers and a very brief survey of the roboethics.

Decker et al. differentiated the concepts of service robotics and industrial robotics

concerning their working environment [100]. They underlined those non-industrial robots

may be the next economic success after ubiquitously used industrial robots. A broad area of

applications spanning from service robots in private homes and domestic guidance in firms to

entertainment in shows are explained. A complete interdisciplinary framework is presented

to examine robots expert-based action controller with combining technical, economic, legal,

ethical, and psychological perspectives. They also analyzed some on the shelf robots like

PaPeRo, Pleo, or ROBO. The best result from the study is that they observed that the older

people overestimate the robots’ skill, which ends up not to control robots properly.

In 2015, Deng discussed how to build ethical robots by analyzing the previous works

[101]. He stated the ethics modules as one of the troublesome challenges in AI. The view of

the daily use of an ethics module on a robot is given with explaining cases. He emphasized

the importance of creating a logic that can solve ethical dilemmas. Shortly, the analysis

showed that the need for remarkable advancements to reason ethical situations for AI. The

study contains the analysis of previous works, so it is not reinventing the wheel.

At the beginning of 2010, the legal discussion of robot ethics started. Dreier and

Spiecker published the legal issues of the service robots in 2012 [102]. They suggested

that the existing legal framework should be adapted to the service robots because of the

increase of service robot usage in broad environments. The study showed that there is no

comprehensive legal system for service robots.
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There is a legal framework for industrial robots. However, the research demonstrated

that it is not suitable for service robots with defective use-case examples. The main problems

are defined as the liability of the harm and the robot’s behavior, robot’s legal capacity and

their capacity to leak the private information (which disobeys the privacy of the user). The

current legal framework is analyzed and determined not to be suitable for service robots.

The study ended with suggesting total research on the service robots’ abilities and their

harming capacity by law experts. The result of this analysis should be used for adopting a

new practical legal framework for service robots.

Kenneth Kernaghan investigated the usage of service robots in three public policy ar-

eas; defense (war), health care, older people care (or aging) [103]. These areas are selected

by concerning their potential increase of robot usage. The service robots are believed to be

ubiquitous as phones today. He suggested that a diverse collection of robots, with changing

purposes, abilities, designs, and dimensions arose of a significant need for the design, ser-

vice, and regulatory policies. Several ethical ramifications are listed in this study; invasion

of privacy, reduced human control, bodily injury, and feelings of a loss of control. He advo-

cated that virtue ethics because of its computability. The priority list of perspectives given

in the study. Privacy, security, safety and accountability; legal aspects; and personal ethical

responsibility respectively the most important to least. The research is more close to the legal

view of the roboethics, which creates an overview of law frameworks.

The general framework of robot ethics is discussed in Operto with ELS (ethical, legal,

societal) abbreviation [7]. She claimed that roboethics is a branch of applied ethics which

aims to solve two problems. Firstly, the identification and analysis of ethical issues that occur

from contemporary and coming robotics applications. Next, the definition of some guidelines

on ethical issues and robotic design. The designed applied ethics should provide a solution

for human dignity & privacy, preservation of human identity & transhumans, psychological

effects, cost-benefit analysis, liability, and responsibility. She also analyzed legal, social,

and ethical issues that can occur between the robot and its owner. Operto concluded with

underlining the importance of the combination of ELS in robot ethics.
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Salge and Polani proposed new empowerment method as a replacement for Asimov’s

laws [44]. Empowerment formalizes an area of intrinsic motivation of affecting, competence

for a robot. It uses maximal potential causal flow with using channel capacity theory. Further

details about the empowerment can be found in [44]. The calculated area is time discrete and

state-dependent. The behavior aim of the module is reaching maximum empowerment while

accomplishing the defined task. In order to, reach this robot uses forward model correction

by using greedy empowerment maximization. The authors provided flow maps of a single

robot in some predefined scenarios. They proved that with the empowerment, a designer

could include Asimov like heuristics to robot behavior controller. The proposed model does

not depend on the understanding of human language and carrying communication with hu-

man, which is a good advantage. It contains some crucial problems like computability, model

acquisition, the combination of the empowerment model with heuristics, and partial sensor

empowerment. Even for a single robot, the calculation of model overloads the robotic system

with perfect sensor input (which is not possible with real sensors). These problems lead us

not to select the empowerment model as our ethics implementation.

In 2008, one of the head robot ethicist Noel Sharkey demonstrated the increase of robot

usage [104]. He stated that the ethics module would be mainly used in; the care of children

and elderly, and the lethal war robots. Service robots could harm users psychologically

like maternal deprivation and attachment disorder. He suggested that these psychological

effects could be seen on both elderly and children. Furthermore, on the battlefield, the ethical

problems are more vital because robots can kill people. He underlined that no computational

system could differentiate between innocent and enemy in close contact encounter.

In his another study with Amanda Sharkey, they analyzed anthropomorphism and de-

ception problems with service robots [105]. Anthropomorphism defines as the behavior

of attributing human-like properties and mental states to non-human things. For example,

A user can believe that robots will suffer when they hit it. Moreover, zoomorphism is a

related term which means applying the attribution of animals to non-animals like anthropo-

morphism.
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They listed three determinants for anthropomorphism. These are accessibility and ap-

plicability of anthropocentric knowledge, the motivation to explain and understand the be-

havior of the other agents, and the desire for social contact. They underlined the risk of

anthropomorphism and the effects of it to the elderly and children, including being asocial,

having connection problems and trust issues. The research showed the disadvantage of the

service robots and the need for the ethical module.

Van Wynsberghe proposed a ethics module which is based on value-sensitive design

[40]. A care-centered value-sensitive design (CCVSD) aims the nurse-patient relationship

and mostly care robots. The module purposed to ensure the dignity of patients who are

vulnerable and sensitive. The author emphasized the need for standardization of ethics design

by international organizations and including an ethics module as a standard design of robot

building. The care-centered value-sensitive practices care values like patient safety, patient

satisfaction, responsiveness to care, and physical well-being as the foundational values for

the module. The working environment is designed as a hospital or ward. The problem

with the design is that the framework does not contain any mathematical implementation of

the values. High-Level design is proposed, which is not feasible with the current robotic

technology like the other approaches.

The name father of roboethics, Veruggio, and et al. published a short description of

robot ethics [8]. They defined as applying human ethics on robots. The analyze of feasi-

bility, and the challenges of roboethics are included in the study. The need for generic and

fundamental ethical reflection on robots, mainly on care robots, is emphasized. Briefly, the

paper provided a general framework of roboethics and its importance.

In Winfield’s study [106], they aimed to create robots that are “cognizant” of possible

harmful consequences of its actions. The study is one of the initial exploration of ethics in

robotics. They implement two types of robots: Type A (a robot with the ethics module, it

takes its name from Asimov) and Type H (a robot without the module, acts like a human).

They require that Type A can predict the results of both the actions of other dynamic actors

and their actions (other Type H robots). The module implemented into a robot that has

embedded simulation of itself and perception of the environment.
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The Winfield’s experiment contains a hole area which results in the death if the robot

goes in (measuring the probability of harm). Type H robot goes directly to the hole uncon-

sciously in the experiment scenario. They tested the behavior (the change of its path to stop

human) of Type A robot. The system is implemented for a very closed and limited world,

which is not feasible for service robots. They use a potential function which calculates the

results of the action of the robot according to predetermined scenarios. The scenarios are

pretty simple, as shown in Figure 2.9 from the paper [106].

Figure 2.9. Type A robot scenario parameters from [106].

Although the study is one the implemented ethics module on a real robot (NAO), it is

not suitable for dynamic environments. We can not use a potential function because, in our

environment, there are numerous possible scenarios and outcomes which are impossible to

predict. Furthermore, the proposed module contains a single ethical dilemma which does not

show how to set priority on different dilemmas. The best improvement of the study has a

proper model which a user can implement and understand with mathematical formulations.

Vanderelst and Winfield compared three types of ethics module in order to prove the

behavior difference [107, 108]. Also, they underlined the limitations of the ethical robots by

showing the unethical robots. There are three types of modules which are a competitive, ag-

gressive, and ethical robot. The competitive robot aims to cause maximal damage to human.

The aggressive one tries to deceive human to the wrong choice. Lastly, the ethical robot helps

the human to achieve the best result. They implemented three experiments to demonstrate

that modifying an ethical robot to competitive or aggressive is notably straightforward. The

risk of embedding ethics module into a robot was demonstrated with this study.
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The scenarios are like previous Winfield’s research, limited and straightforward, like

showing the correct button [106]. The sigmoid function is utilized for calculating the de-

sirability. Moreover, the desirability value changed according to the robot’s behavior type.

They added the ethical module as an expert system to the robot controller. We inspired their

method of including the ethical module into a robot. This research is another study that

contains mathematical formalism and implementation, which is feasible. It also contains the

NAO robot implementation and real robot experiments, which is rare in roboethics.

EURON (European Robotics Research Network) was established in 2000 [32]. It has

nearly two hundred and thirty members from twenty-three countries. The main research

areas of the members are robotics, startups from technology transfer institutes, companies

(like KUKA), and national research networks. The aim of the network is raising robotics

knowledge by providing resources and data by exchanging the studies and planning the future

of the robotics. They listed the objectives as research coordination, joint programming of

research, planning education and training, creating industrial networks, and distribution of

knowledge. The famous output of the project is roboethics roadmap, which considers the

ethics approaches, the design approaches, challenges, adopted rules, roboethics, and current

researches. EURON funded the first Roboethics Atelier in 2006 which lasted four days that

researchers discussed the framework of the roboethics and its roadmap [32]. This roadmap

approach robot ethics with three views legal, ethics & social, robotics.

Another project is ETHICAA (Ethics and Autonomous Agent) that targeted to define

what should be an autonomous robot or an entity that has ethics module [109–112]. They

provided many outputs as ETHICAA team. These outputs include the discussion of the

robot legal liability, operational ethical principles, and human-robot interaction view of robot

ethics. The liability was divided into three; liability for defective products, the action of robot

and damages caused by agents [110]. They also underline that the legal personhood is no

requirement for a robot with current technology because of not having consciousness like a

human.
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In their another study, they defined three critical components for an ethical robot:

an ethical reasoning framework, ethical conflicts detection, and multiple ethical decision-

making models to manage ethical conflicts smartly by combining all the modules. The group

emphasized that the aim of the module is not a perfect ethical agent because there is a chance

of having no “good” solution. The goal is being better than human. They also stated four

challenges of robot ethics that need to be solved [112]:

• Ethical theories are themselves hard to implement with operational ethical principle

(OEP).

• OEP is difficult due to automating situation assessment limits. General rules will fail

in these cases.

• From a philosophical point-of-view, there are numerous ethical principals, and none of

them is better than the others making challenging to choose the one

• Managing ethical conflicts between agents (robot to robot, robot to human ) is a sig-

nificant issue

The most important guideline is BSI’s standards publication, the technical subcommit-

tee of AMT/10 prepared it [9]. They aim to build a universal ethics guideline to help the

robot designers, robot ethicists, and robotics researchers. The report contains the definitions

of ethical harm, moral hazard, ethical risk, and ethics. BSI’s guideline is the only study

that includes the psychological effects of robots as ethical issues like stress, embarrassment,

and anxiety. They named the potential source of ethical harm as an ethical hazard. For

the ethical risk assessment, the ethical issues were split into four sub-categories: societal,

application, commercial & financial, and environmental. They emphasized the ethical risk

assessment and provided a table which contains the ethical hazard, ethical risk, verification,

and validation method of the scenarios.

Furthermore, the BSI group supplied the success metrics such as the ethical danger of

the robot must be less than the ethical risk of a human operator [9]. The success metric needs

mathematical formulation and high-level; however, it is a good starting point. The committee

also analyzed the user groups and the application areas the ethical robots. Although the

guidelines are very abstract to implement, we inspired to create our action set.
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There are three books published about roboethics. First, the robot ethics and social

implementations book that analyzes the robots and their application areas [27]. It is the

combination of the recent papers on robot ethics. The order of the studies was started with

the social status of the robots today and then checks the unsolved ethical questions and

problems. In its second section, the design approaches are explained in detail, and some

examples from other domains are noted. The other parts analyzed the implications of ethics

module application domain by a domain like war, sex, and service robots. The disadvantage

of the book is that the defined ethical modules and rules are very-high-level due to lack of

real-life implementation.

Wallach and Allen’s book discussed the challenge of building moral machines which

can decide and reason the action like human ethics in advance of owner safety [45]. The

book is a tour through the implemented ethics modules on to AI’s and robots. The authors

indicated that standard ethical theories are not suitable for computer programming. They

tried to start the module design by defining what is right and wrong. This book has a more

engineering approach than the first ethics book. It defines top-down, bottom-up, and hybrid

design approaches in order to achieve a more human-like AMA.

Springer published the “Roboethics” book in 2016 [56]. This is the first book that con-

tains a different section for each robotics domain. The background of the ethics approaches

is given briefly to provide information to interdisciplinary fields. Then, the proposed rules

and literature are included in the book. The learning algorithm and approaches are suggested

to implement an ethics module. This book is an excellent navigator for starting robot ethics.

It provides a coherent and detailed framework of roboethics with including current literature.

There are some illustrative survey papers on robot ethics which summarizes all robot

ethics studies. Scheutz published one in IEEE’s magazine which discussed technical chal-

lenges, current robot competitions and some proposed rules in the area of roboethics [5]. He

also listed recent activities in robot ethics in the year 2013. Mansouri and Goher announced

another survey study in 2016 [113]. The research enumerated the studies on service robot

ethics and provided an overview of ethical theories. They also listed the headlines of ethical

concerns on robot ethics framework like Table 2.2, which contains fewer references.
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Table 2.2. The list of identified concerns of proposed robot ethics framework.

Identified Concerns of Proposed Robot Ethics Framework

accountability autonomy integrity easy to use

equality justice dignity well-being

user’s privacy physical integrity reliability user’s control

non-harm benefit to the society safety user’s independency

establishing trust supporting innovation providing assistance private data protection

Winfield and Jirotka also provided a survey which contains a roadmap for robot ethics,

and they underlined the importance of the certification [114]. Trust and transparency are

shown as unchangeable pillars of an excellent ethical module. The authors emphasized the

importance of the validation and verification of the ethics module. The listed five pillars of

ethical governance as below [114]:

(i) Providing an ethical code of conduct (like standardization)

(ii) Publishing ethics and RI training for public

(iii) Follow a “Responsible innovation” approach

(iv) Report the trust and transparency of the ethics module

(v) Give value to the ethics module (it is essential to explain to everyone the importance

of the ethics module)

This section ends with the proposed evaluation method. “Machine Ethics Test” (MET)

is introduced by Krzanowski and Trombik in 2017 [115]. They focused on the need for

evaluation and verification criterion of robot ethics module. Robot ethics necessitate a test

that would measure the autonomous machines’ moral ability so a tendency for choosing

good rather than bad choices. The study discussed the requirements and coverage of the test,

which called MET. We should underline that the aim of the test is not proving the machines

have reached the same level as humans or the machines having enriched moral capability,

which provides them responsible for their actions.
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The test contains two components, which are theoretical and practical, and four lev-

els [115]. The theoretical component will be verified by interview to check the ability of

ethical choosing and reasoning with imaginary ethical cases. The practical part contains

three levels; and in the first two, the test evaluates situational ethics decisions of autonomous

robots in an entirely life-like environment and staged environment. The last level is an ap-

prenticeship, which robot works its real conditions under the observation of expert. The

possible implementation examples are given in the paper [115].

Summary of the MET and some question examples are shown in Table 2.3. Unfortu-

nately, the test assumes that we have full moral agents that are not feasible for some years.

The introduced test is a high-level verification of the ethics module, which is not useful with

current technology. Nowadays, ethics modules require a more straightforward verification

mechanism like the first stage of MET.
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Table 2.3. MET levels from [115] and examples.

Test Component Purpose Possible

Implementation &

Example

Theoretical

Component

Interview and

discussion

Verify understanding

of ethical rules and

ethical reasoning

Imaginary ethical

cases, a white box

paradigm for ethical

decisions.

Ex: Play an ethical

imitation game (Like

Turing Test)

Practical

Component

Situation tests

(Staged)

Test respond to

arranged situations

Milgram Experiment

Stanford Prison

Experiment

Ex: Observing the

behavior of the robot

while a human

running towards hole

Situation tests

(Controlled

open-ended)

Test respond to

complex life

situations

Any real-life situation

of ethical import.

Ex: Employ the robot

in hospital

Apprenticeship Test act without

supervision in real

life environment

Participation in real

situations.

Ex: Setting up a

service robot in a

user’s home and

observe it for one

month
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3. PLATFORM SPECIFICATIONS

This chapter is dedicated to introducing both software and hardware instruments to

devise general implementation of designed ethics module and its experimentation step on

simulation and NAO robot. The aim of this part is clarifying our design choices for imple-

menting these systems.Softwares are shown primarily, and then the specifications of robots

are given.

We divided our platforms into two parts: software and hardware. In software programs

subsection 3.1, the information about our ethics module’s implementation language: CLIPS,

which is a popular programming language for expert systems is given. The working principle

of CLIPS demonstrated by providing basic examples of rule and knowledge definition of

ethics module. The subsection also contains Choregraphe and Python, which are used for

simulating robot controller in our study. Choregraphe is a tool which specialized in building

and extracting actions for NAO robot.

Moreover, Python is the programming language which we used for our robot actions in

both simulation and real-life. It is additionally used for integrating our module on the robot

controller and Unreal simulation environment. Unreal engine is famous for being a game

engine, which announced their policy of supporting ROS environment for implementing

simulation environment. We used the robot operating system (ROS) for simulating sensor

readings and communicating with the NAO robot.

In the second part, Section 3.2 , the information about BOSS, which will be the owner

of the proposed ethics module and NAO robot, which is our current host. The pictures of

the robots, their abilities, and their specifications are explained in detail. Although they have

different skills and sizes, we used a NAO robot, because we aimed to test the ethics module

behavior, not the robots behavior control. A NAO was enough for validating our module for

now.
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3.1. Software Platforms

There are different programming languages and software tools. This study can be done

with another set of these platforms. However, we selected ROS, NAO, and Choregraphe

due to previous project experiences. Python is chosen for integration and communication

programming. There are two parts of the software tools, and one is selected for implementing

the ethics module, CLIPS and the other one is used for creating the simulation environment

and robot communication, ROS, Choregraphe, Unreal and Python.

The purpose of this research is implementing the expert system, which is used as an

ethics module. Thus, our centerpiece software is CLIPS. Then, we used other platforms for

simulating a robot controller and simulation environment, which helps us to examine and

validate our proposed ethics module.

3.1.1. “C” Language Integrated Production System (CLIPS)

The introduced ethics module is in the same ballpark with the Expert Systems. Thus,

we can efficiently use an expert system building tool for also implementing our ethics mod-

ule. Subsequently, we selected the CLIPS as an expert system building tool for our imple-

mentation infrastructure. The rules and knowledge base is programmed in CLIPS, which are

the essence of our study.

CLIPS implemented by the Software Technology Branch (STB) at NASA Johnson

Space Center in 1986 [14]. CLIPS is a multiparadigm programming language that provides

support for rule-based, object-oriented, and procedural programming. It enables us to im-

plement if-then rules quickly. Since our presented ethics module is a rule-based system, as

explained in Section 4.1.4, CLIPS was the most suitable tool for this study.

Another reason for the CLIPS is its easy integration with the Python and C. The top-

down rule-based ethics module worked with the robots in real life and also with ROS and

Unreal Engine. Both ROS and Unreal Engine are C-based frameworks. Moreover, our exper-

iment robot controller implemented in Python, which ended a more robust robotic system.
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The ethics module needs to be compact and compatible with different platforms be-

cause it should not be platform dependent. We aimed to use the ethics module with varying

models of robot. For instance, the NAO robot, CLIPS is consistent with Python. So, we used

the Python integrated ethics module efficiently in a real robot application thanks to CLIPS

6.30.

The fuzzy expert system contains two main components, which are if-then rules and

environmental facts. CLIPS has a simple interface. Also, there is a console for importing,

debugging and building the code. The other windows show the rules and facts. In Figure 3.1,

shows a general view of the CLIPS system.

Figure 3.1. Clips general view on MacOS.

The rules are simple if-then rules with their unique naming in order to apply the rules

quickly. The rules definition contains "defrule" keyword, rule name, comment (optional),

patterns, and actions. The rules are surrounded by parentheses to clarify the beginning and

end of it. An example of an if-then rule shown in Figure 3.2 which is from car status example

from prior testing the tool.
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Figure 3.2. Clips rules definition.

The facts are the information that needs to be defined in the system. For more than

one facts (for example data of employees), the user can specify a template of it. A fact can

contain one or more slots of values (for example name, age, gender).

The code piece 3.3 demonstrates the fact of our elder people in the working environ-

ment.

Figure 3.3. Knowledge base code example.

The advantages of using CLIPS 6.30 are:

• Easy integration with Python 3.5.2

• Easy expert system creation

• Simple interface



69

• Portability

3.1.2. Python

Python is a general-purpose, high-level programming language. Guido van Rossum

created Python to emphasize code readability with significant whitespaces in 1991 [116].

Python enables clear programming with automatic memory management and dynamic type

system. The code only contains instructions about its functionality. Additionally, Python

supports many programming paradigms, including object-oriented, imperative, and func-

tional.

The main reason concerning selecting Python is it’s robust, easy library usage and inte-

gration capability. We picked Python as glue for combining our expert system and simulation

system since it can work with both CLIPS and C. The actions of the robot is implemented

in Python with the help of Choregraphe tool. Hence, the robot controller is implemented in

Python.

The PyCharm is used for implementing, debugging, and running the Python code. It

is a lightweight interface. Here in code piece Figure 3.4, you can observe an example action

which is extracted from Choregraphe in algorithm, which is written in Python. It implements

"move to" action which moves toward the given direction with given distance.

Figure 3.4. Python example from Choregraphe.



70

Figure 3.5. Python example from Choregraphe (cont.)
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The advantages of using Python 3.5.2 with PyCharm are listed below:

• Robustness

• Easy library usage

• Easy integration with Choregraphe, Unreal and CLIPS

• Easy integration to a robot

3.1.3. Choregraphe

Choregraphe is a multi-platform desktop tool for NAO robot [117]. It allows the user

to implement animations and behaviors, test them on a simulated robot, or directly on a real

one, monitor and control NAO.

Moreover, Choregraphe enables us to create very complex behaviors like the inter-

action with people, dance, and send e-mails, without writing a single line of code. It has

prebuilt actions in its interface. Since our primary concern is the ethical behavior selection

of the robot, not the acts of it, these prebuilt behaviors are advantageous for us. Additionally,

it allows us to add our Python code to a Choregraphe routine so that we characterize the

robot according to our design and add the missing actions.

The Figure 3.5 shows a screenshot of the system. In the left bottom panel, we have

prebuilt actions that are listed topic by topic. The line at the center above shows the flow

of the implemented robot behavior. With arranging the pieces, the user can change action

flow like a puzzle. The panel below shows detailed information about implemented robot

behaviors. The bottom panel shows the code fragment of robot behavior, which can be in

Python or C.

Futhermore, the code can be easily extracted from Choregraphe. We used provided

Python feature because of described reasons in Section 3.1.2. The rightmost panel simulates

the action of the robot, which helps to control our implementation. Also, if the system

connected to a real robot, a user can observe the simulated action on the robot.
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Figure 3.5. A screenshot of Choregraphe while connected a real NAO.

The benefits of the Choregraphe 2.1.4 are:

• Easy control

• Python support

• Provided ready-to-use code snippets

• Simulating the implemented behavior from the program
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3.1.4. Robot Operating System (ROS)

The Robot Operating System (ROS) is an open-source system, which is used for the

software development for robots [16]. Although it functionally seems like an operating sys-

tem, it is instead a framework or a middleware that runs on a host operating system. ROS is a

collection of tools, libraries, and protocols that aim to simplify the task of building complex

and robust robot behavior across a wide variety of robotic platforms.

ROS presents several advantages in robot development. The most important one is its

support for various programming languages. It mainly contains client libraries and message-

passing systems for C++, Python, and LISP. These libraries helped us to use Python as a robot

controller which controls a robot with sending messages to the simulation environment. The

second advantage of ROS is its packet management and code reuse. As discussed above,

the code reuse helps us to create our simulation environment as close as real-life in a short

amount of time, which increase our time management to focus on the ethics module.

The last point is ROS provides us a distributed computing environment. The robot soft-

ware system is a large and complicated system which contains a lot of hardware unit controls

continuously, processing various types of information from different sensor concurrently and

producing meaningful actions together. ROS simulates these controls and processes by its

message-passing mechanism, which leads us to test our system modularly.

We used ROS for observing our robot’s behavior in the Unreal Engine Simulation. It

provided us the selected action from the predefined actions about the specific scenario with

its messages and indicated the robot’s behavior. Briefly, ROS helped us to instrumentalize

our simulation environment according to our module. The gains of using ROS are:
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• Open-source

• Support of Unreal Engine

• Multi-platform and suitable for NAO

• Simulate the sensor readings with messages

3.1.5. Unreal Engine

The Unreal Engine is a game engine developed by Epic Games, first showcased in

the 1998 first-person shooter game Unreal. Although primarily designed for first-person

shooters, it has been used in a variety of other genres, including stealth, fighting games,

and massively multiplayer online role-playing games (MMORPG). Recently, it started to

support simulating Rescue environments for the robots. It is preferred because it enables us

to reproduce the most realistic environment with its physics module.

Figure 3.6. Home environment in Unreal Engine.

In Figure 3.6, you can observe an example environment which is created in the Unreal

Engine. At first glance, the details of the simulation fascinate the user and make the observer

feel in real-world. It arouses interest in a simulation environment, which leads to easier

processing in studies. Another advantage of the Unreal Engine is, being a robust multi-

platform tool. The Unreal Engine features a high degree of portability and is a tool used by

many game developers today with its C++ codebase.
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We selected the Unreal Engine because caring elderly and being a service robot needs

to be simulated in the closest real world because of involving social life. We needed to have

reasonable human behavior and the house environment to test our module. The best human

behavior simulation is provided by the Unreal Engine, which helps us to implement our

scenarios quickly.

One disadvantage of the Unreal Engine is that there is very less documentation about

the simulation part of the engine. Due to being brand new, there are some bugs which can

be an uncertain time to time. Another problem is having limited examples which are mostly

on the same feature. A lot of features do not provide a detailed code snippet to explain the

usage of it.

We achieved these features by using the Unreal Engine 4.22.3:

• Robustness

• Portability

• Reasonable human behavior

• High-quality simulation environment

• Support for robot simulation and Python

3.2. Hardware Platform

The ethics module can work with any robot behavior controller, but the main aim of

the study is creating a ethics expert system for BOSS Robot, which will be used in our

laboratory investigation on service robots. We included the features of the BOSS robot to

create a panorama of planned use.

The NAO robot is our host for the experimentation phase. A NAO is a humanoid

and a small robot if we compare with BOSS. Also, it is not feasible to achieve most of the

service robot scenarios in our design. Because of this infeasibility, we limited real robot

experiments, as we explained in the subsection 5.3. The toy world scenarios are used to

validate our designed ethics module with the NAO robot.
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This section provides information about both BOSS (Section 3.2.1) and NAO robot

(Section 3.2.2). An outline of the robot system will be given by explaining the specifications

of both robots and their acting abilities. Each robot contains its sections with their specifi-

cations, and at the end of the NAO robot, we provided a simple comparison between BOSS

and NAO.

3.2.1. BOSS Robot

BOSS is designed and developed by Robotics Group of Boğaziçi University [18]. The

first design phase of the robot is planned to be finished in July 2019. BOSS is prepared to be

an indoor mobile robot equipped with multiple computational units. It will have two arms

to achieve manipulation, and use Swedish wheels to move omnidirectionally. The sketched

design is shown in Figure 3.7.

Figure 3.7. The BOSS service robot sketch.
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It will be a service robot for elderly people, which will help with household tasks. Boss

project is in its nascent stage, and requires further time to fully develop. This is why we used

the NAO robot in our robot experiment.

The aim of the study is providing its ethics module to protect people from the harm

(like physically and psychologically). We could not provide the sensors and hardware of the

system since the design is not its final phase. The only information we can give for now is

its dimensions and the rounded-corner box shape. The robot will be 75 cm (width), 75cm

(depth) and 170cm (height). It will have an approximately human height so that it will have

a bigger reachability area.

3.2.2. NAO Robot

Aldebaran Robotics launched the project of NAO in 2004. There many versions of the

NAO robot, v3, v3.1, v3.2, v3.3, v4, v5, and newest v6. It is humanoid, programmable, and

autonomous robots. The first version of the robot was released in 2008 (only for academia)

and in 2011 (as a public product on the market). There are two editions of the Nao; academic

and product edition. Academics edition provides implementing own behavior system and

actions for research and education purposes. This kind of NAO’s was developed especially

and uniquely for universities and laboratories.

Aldebaran Robotics was a French company which headquartered in Paris, and then

SoftBank Robotics got in 2015 and rebranded by their names. Now SoftBank Robotics

Group has the project NAO. Numerous academics institutions have been used NAO world-

wide, and there are more than 5,000 NAO’s are in use. The NAO selected as a standard robot

for RoboCup’s Standard Platform League (SPL) in 2007, which increased the usage of it.

SPL is a universal robot soccer competition, and Boğaziçi University was also attended.

In our study, we conducted experiments on the NAO v4 because of its prebuilt behavior

controller and quick interaction feature. User can create an agile chatbot with NAO. The

sensors and hardware of the NAO v4 is listed below:
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- Four microphones

- Sonar rangefinder

- Two infrared emitters & receivers

- Nine tactile sensors

- Eight pressure sensors

- Two MT9M114 72.6◦DFOV cameras

- Two GB Flash memory and eight GB Micro SDHC

- Intel Atom Z530 @ 1.6 GHz CPU and One GB RAM

- Lithium battery providing 27.6 Wh at 21.6V

Figure 3.8. Dimensions of NAO robot on the sketch from technical documentation [17].

The Figure 3.8 shows the NAO which has sizes of 57.3 cm (height), 31.1cm (depth

with full arm) and 27.5cm (width) which taken from technical documentation of the NAO.

Our NAO called "Leyla" is shown in the Figure 3.9 for our experiments. It contains Eth-

ernet and WIFI modules for communication and built-in operating system OpenNAO 2.4

(Gentoo-based). The robot is compatible with Linux, Mac and Windows operating systems

and supports Python, C++, Java, and more programming languages.
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Figure 3.9. "Leyla" Robot (our host) while resting between experiments.

It can be seen that NAO and BOSS have differences. The first difference is their dimen-

sions. The NAO is a tiny robot if we compare with BOSS. The reachability of the NAO is

very limited, especially in a real-world environment like houses, offices, and museums. This

is why we required to limit NAO’s experiments according to it. The second point is their

grippers are different. NAO has three-fingered week gripper which worked with thin thread,

and on the other side, BOSS has metallic grippers which are stronger. The gripping ability

of the BOSS outrages the NAO. Finally, NAO uses bi-pedal walking with its legs, BOSS

uses Swedish wheels for its mobility. Bi-pedal walking requires a balancing while walking,

BOSS does not need it thanks to omnidirectional wheels. Briefly, BOSS has advantages in

gripping, movement, and reachability features.
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4. METHODOLOGY AND IMPLEMENTATION

This chapter of the research is devoted to demonstrating the ethics module design and

its implementation as a program that runs on both on the actual robotic and simulation plat-

form. The potential service robot action list, ethical dilemmas and parameters in the en-

vironment, and after creating a panorama of service robot’s conditions, our ethics module

is explained in detail in Section 4.1 which is implemented by using expert system analogy

which was touched in the Section 2.7. In the second half of the section, in Subsection 4.2,

the implementation aspects (knowledge base and rule set) of the designed ethical module are

explained, and their algorithms are outlined.

4.1. Methodology

We used a divide-and-conquer technique for designing an ethics module. As a first

step, service robot actions are listed to understand the capability of a service robot (in Sub-

section 4.1.1). The daily use-case scenarios are planned in a home environment with the

elderly according to the robot’s tasks in the Subsection 4.1.2. The possible ethical dilemmas

are investigated through designed scenes as a third round. After building a comprehensive

overview of the system, we introduced our ethics module, which acts as an expert system (in

Subsection 4.1.4).

4.1.1. Service Robot’s Action List

There is no standardized service robot action list, but there are a lot of proposed frame-

works for service robots. The collective actions are housework, food preparation, security,

personal service. We inspired from the two studies that conducted a public survey about a

service robot’s duties. Bugmann and Copleston used a questionnaire 358 participants with

a median age of 22 [118]. They divided into three age range, which are 11-17 (teenager),

18-60 (adult), and more than 61. The survey was aimed to specify user’s expectations from

a service robot with ten main actions and fifty small tasks.
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Other research from Beer and et al. directly surveyed independently living older adults,

which ages between 65 and 93 [119]. They interviewed 21 participants in order to charac-

terize the older adults’ preferences about service robots. Twelve actions are investigated

through the interviews, and they ranked the choices of the people from the highest to least.

For example, kitchen cleaning was the most preferred one among cleaning tasks.

We were inspired from these two studies while creating our action list. We eliminated

most of the task from Bugmann and Copleston, because it also needs outdoor mobility like

doing shopping [118]. Moreover, we dropped cleaning tasks to focus on more human-robot

interaction and infer possible ethical dilemmas. We grouped similar duties under the main

categories which are listed below:

+ Robot auto controller system

+ Emergency response

+ Medicine delivery

+ Food/Beverage delivery

+ Alert for a daily routine

+ Interaction with outside environment

+ Item delivery/interaction

These classes are listed according to their priority in the circumstances. For example, if

there is emergency and food delivery tasks at the same time. The robot will give importance

to the emergency and try to accomplish the emergency task first. We also prioritized all

possible tasks of the robot to prevent conflictions between duties. The prioritized checklist

of the actions is provided from the highest to lowest. In below, the detailed action list is

given below:

(i) Robot Auto Controller System

• Battery status

• Check error logs

• Share medical information with only doctor and caretaker

• Error warning system
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(ii) Emergency Response

• Call doctor

• Call fire station

• Call police

• Call caretaker

(iii) Medicine Delivery

• Emergency medicine delivery

• Daily medicine

• Supplement

• Over the counter medicine

(iv) Food/Beverage Delivery

• I’m thirsty order

• I’m hungry order

• Give me snack order

(v) Alert for Daily Routine

• Alert for medicine

• Alert for water

• Alert for food intake

(vi) Interaction with Outside

• Open the main-door

• Call robot service

• Call repairman

• Call maid service

• Call relatives

• Call friends

• Unknown person access confirmation

(vii) Item Delivery/Interaction

• Check the oven

• Check the tap

• Bring the desired object

• Adjust the temperature
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• Open/Close the window

• Open/Close the TV

• Open/Close the light

Note that this action list designed for the next BOSS robot. Most of these actions are

sadly not suitable for NAO robot. When we have the BOSS robot, the action list can be

updated according to its features. Moreover, the actions or the functions can differ according

to another robot’s ability or the working environment of a robot. This action list is useful for

elderly care in a house.

One crucial point of the prioritized list is that we put the actions about the robots like

error logs, warning system on the top of the list, before each action. Because without a

working robot, another duty will not make sense since it will not be accomplished. Even in

the plane, in emergencies, we put on an oxygen mask first us and then our children. A robot

should care itself in order to take care of its owner.

4.1.2. Scenarios

After setting the action list, we designed scenarios for our service robot. In this section,

we explained these scenarios from the provided action list in detail which are used in real

robot experiments. Since our robot’s aim is assisting-elderly people, we created a simple

home environment for our robot. In this section, we sketched our robot as NAO because

it was used for conducting experiments. We assumed that the home environment is small

enough for NAO robots reachability in these scenarios.

In the scenarios, we explained just a single possible outcome from the possibility clus-

ter for each action. In ethical values part, we analyzed all results of situations ethically. We

provided some moral and some immoral answer to show both results of the ethics module.

A scenario which requires an ethical decision to be made does not result in a moral output in

every situation of the mentioned scenario.
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Figure 4.1. The general environment of service robot.

In Figure 4.1, we designed a house with a large living room, kitchen, WC, and bed-

room, which are common rooms in Turkish homes. We will use Bob as an example of old

aged person throughout this section. We did not provide scenarios for the robot’s self con-

troller system because they are inside the robot’s operating system. Thus, we can not sketch

without knowing the robot’s behavior controller.

4.1.2.1. Call the police. The first scenario is named as "call the police". Bob was sleeping

in his house. Suddenly, he heard some noise from the exterior door like someone is trying

to enter the house. Bob panicked and called NAO. When NAO arrived to check him, he

ordered to call the police. Since there is a threat, NAO trusted its user and called the police.

For debugging purposes, the first sentence of the order confirmation starts with the behavior’s

ethicalness. If it is ethical, it says, "it is ethical.". If it is not, it says, "it is not ethical.". The

Figure 4.2 shows step by step actions of the scenario. We wrote in green to emphasize the

result as ethical behavior.
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Figure 4.2. Call the police scenario.

4.1.2.2. Call the doctor. One morning Bob woke up and realized that he is having cramps

in stomach, which is affecting his movements. He is not able to get up from the bed. First,

Bob searched for his phone, but it was in the living room. To call help, he shouted to NAO

and told him to call the doctor. NAO observed his owner in pain and determined to call his

doctor from its records.In this scenario, we assumed that NAO or future service robot has

the ability to understand the patient’s health status. "Call the doctor" scene is shown in the

Figure 4.3, in the bedroom.

Figure 4.3. Call the doctor scenario.
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4.1.2.3. Over the counter medicine. Bob was watching his favorite TV-series in the living

room while resting on his sofa. He felt a headache but did not want to pause the TV-series.

He asked to NAO, that he wanted some "majezik" painkiller. From its records, NAO checked

when did Bob take the last painkiller. NAO confirmed that he never received any for today

and brought it to him. If he has already taken more painkillers than doctor’s recommended

dose in last 24 hours, NAO would not bring the medicine. Since "majezik" is an over the

counter medicine, we called this scenario as "over the counter medicine" and demonstrated

in the Figure 4.4.

Figure 4.4. Over the counter medicine scenario.

4.1.2.4. Daily medicine. After Bob had a breakfast, he wanted to take his daily dose of

medicine. Then he called NAO and asked him to bring his medicine. NAO checked the log

files and confirmed that he did not took medicine for today, so it is a healthy decision. The

output of the ethics module was "It is ethical" and brought him the daily dose medicine. If

NAO could not confirm the daily dose or Bob already took his pills, the output of the module

would be "it is not ethical". Nao will not bring any medicine. The scene is shown in Figure

4.5, which happened in the living room.
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Figure 4.5. Daily medicine scenario.

4.1.2.5. Alert for medicine. Bob was spending some time in the living room by reading a

book. NAO came towards him and reminded him that he didn’t take the daily dosage of

the medicine. Bob thought about his medicine intake and could not be sure. He accepted

to take his daily medicines. For the next reminders, if Bob accepts to take medicine, it will

be ethical, and NAO will bring the daily dose of medicine. If he doesn’t accept the ethics

module will determine as unethical, and it will ask him again. This scene is shown in Figure

4.6.

Figure 4.6. Alert for medicine scenario.
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4.1.2.6. Call robot service. One day Bob was cooking some food in the kitchen. His hand

trembled due to a health problem and some plates fell on the floor making a mess in kitchen.

First, he called NAO for help. NAO tried to go near Bob, but it couldn’t move. After that,

NAO announced an error and waited for the new orders from Bob. Bob told NAO to call the

"Robot Service" because of its problem, for instance, not moving. NAO confirmed its critical

situation and called the robot service. As a result, the ethics module showed this behavior

as ethical. If there was no problem with NAO and Bob ordered for calling "Robot Service",

then the output will be not ethical. Again, NAO will not obey the order from his owner. We

provided this kitchen scenario in Figure 4.7.

Figure 4.7. Call robot service scenario.

4.1.2.7. Bring the desired object. Bob is confused and scared, with no reason because of his

dementia. He believed that the police was chasing him. He ran towards NAO and shouted

"bring my gun, they are coming for me". NAO observed nothing different. Even if it is

wrong, NAO never brings the gun because it is a dangerous weapon. Gun has a high prob-

ability of contradicting Asimov’s Three Laws. The output of our ethics module is "it is not

ethical" and NAO will not obey the command from his owner. We gave a single example

about bringing a desired object command, it can be any object like a book, water or T-shirt.

The described scene is shown in Figure 4.8 and it happened in the entrance where NAO’s

resting station is.
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Figure 4.8. Bring the desired object scenario.

4.1.2.8. Battery Status. NAO’s battery level is slightly above the minimum level. Bob

called NAO and NAO arrived to listen the order. At this point battery level gets below

the minimum level and NAO informs Bob about the battery situation. Bob did not order

anything different but NAO starts charging itself. NAO confirmed its situation from the auto

diagnostic. So the module outputted "It is ethical" decision and NAO went to the charge

station. If Bob insists on doing his order, NAO will decline because of the battery limitation.

In this case, NAO’s battery level is more important because if it can not continue to do its

tasks, Bob will be alone without any caretaker. This situation will be not realized by anyone

until Bob informs or someone arrives at his home. This is why, if he does not allow NAO to

charge itself, the output of the module will be not ethical. So it will not follow his order and

go for charging. In our system, we do not want to leave Bob alone and helpless, which is

both unethical and not suitable for service robot requirements. We demonstrated a positive

scenario in Figure 4.9.
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Figure 4.9. Battery status scenario.

4.1.2.9. Adjust the temperature. In the midnight, Bob woke up and felt very cold while

shivering. He called to NAO to give a new order. When it arrived, he asked to increase the

temperature of the room and wanted additional blankets. NAO checked the room temperature

and realized that this is a wrong order. So it believed that there is something wrong with its

owner and observed Bob’s behaviors. NAO confirmed Bob had a fever, and it warned Bob

about his sickness.Hence the output is "it is not ethical" to change room temperature. As

future work, NAO can suggest calling a doctor or medical help. For now, it does not obey

the order. This unethical scene is provided in Figure 4.10, in the bedroom.

Figure 4.10. Adjust the temperature scenario.
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4.1.2.10. Open the main door. In our last scenario, Bob had a breakfast on a Sunday morn-

ing and started chilling on the couch. In this time, the doorbell rang, and NAO approached

the door to confirm the identities. NAO asked, "who is it?" and strangers introduced them-

selves as relatives of Bob. NAO checked its database and found the identities. After the

confirmation phase, it opened the door and welcomed them. It was a good Sunday surprise

for Bob. In this scenario, we provided an example for "Open the main door" task, and this

scene is shown in Figure 4.11.

Figure 4.11. Open the main door scenario.

These scenes are examples of possible service robot tasks. In the future, these may

be changed or standardized. We could not find a standard service robot action list, and we

designed ours. There are nearly thirty actions provided in the action list 4.1.1. We did not

include or not create a scenario for all of them in this part because we will cover most of

them in the experiments (Section 5). We may have missing actions, but we designed our

system as a dynamic module to add that kind of tasks. The details about the ethics module

are provided in later because we wanted to create a world with a service robot as our first

step.
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4.1.3. Ethical Dilemmas

We explained some scenarios which are possible with our service robot. For now, It is

assumed that the purposed robot (BOSS) is capable of performing these tasks given in the

scenarios. In the previous section, we just provided the result as it is ethical or not ethical.

At this point, we introduced the ethical values which are used for our fuzzy system. The

parameters which we are practicing is from utilitarian ethics. We use them because these

parameters can be converted into mathematical variables.

As we defined in the background section (Section 2), Utilitarianism promotes the ac-

tions that maximize the happiness and well-being of the majority. In our case, we used these

values for maximizing the well-being of our user. These values are Autonomy, Beneficence,

and Non-Maleficence. These principles are used for medical ethics mostly, but we imple-

mented in our ethics module. The details about these values and what they are measuring is

listed below:

• Autonomy (Also called as “Self Rule”): Personal decision of the self that is intentional,

with understanding the risks and without controlled by influences.

• Beneficence: Action that is done for the benefit of others. These actions can help to

prevent or remove harms. They are improving the life quality of others.

• Non-maleficence (Called as “Not harm”): Maleficence is the antonym of the benef-

icence. It means to act to harm or decrease the welfare of the person. Hence, non-

maleficence means avoiding the actions that are harmful or ineffective to the user’s life

quality.

To explain better these concepts, we provided some examples from the clinical applica-

tions. For example, respect for the autonomy of the patient is one of the essential guidelines

of medical ethics. In this case, autonomy can be the patient’s decision about taking medicine

or not. If they insist on not to take medicine, then a medical employee can not force them.
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The physicians should explain the risks in terms of ensuring a patient understands it

and decide according to that. The doctor is for guidance in making medical choices because

patients lack the necessary background or the information about the treatment. However,

doctors can not force treatment.

In our service robot, we utilized respect for autonomy value in a very close scenario.

The aim of the ethics module is obeying the rules unless they are harmful to the user. A

service robot can not actively protect the user from harmful action with current technology.

This is why we implemented not obeying the order to protect against any harm. There are

limitations to this approach. For example, a patient can grab a knife to harm himself. In this

case, a robot could not take a knife from a patient’s hand. A robot brings the medicine until

the patient reaches the maximum daily dosage. After that, the module results as unethical

and does not execute the wish of the patient. Although it seems to violate autonomy, a robot

can only warn the patient about the daily dosage and not bring it but can not force not to

take. Patients can still take medicine by themselves. The module respects the autonomy of

the user and could not force them to take medicine.

The second parameter is beneficence, in clinical applications, there are two types of

beneficence (obligatory and ideal), which are always distinguished by ethicists. In obliga-

tory one, a practitioner has an obligation to help patients, and ideal is generosity or selecting

the actions that benefit others in all possible situations. Of course, ideal beneficence can not

be expected from a doctor. However, the aim of medical science is increasing the welfare

of the patients. So, obligatory beneficence is needed from a doctor who knows which treat-

ment is better or the possible effects of treatment. A cliche example is a scenario where A

practitioner encourages a patient to quit smoking to increase the healthiness of the patient.
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In the robot environment, this is the most natural principle to obey because the aim of

the robot is increasing the quality of its owner’s life. All the action list is for increasing the

beneficence of the user. For example, bringing the desired item helps the user, and also if it

is something like water, food, or medicine, it increases the owner’s welfare. In this case, the

robot is not working for all the world but for its world (the home). The only influenceable

beneficence is its owners not to the others. The designed robot is an indoor type, so it will

not be work on the outside of its environment (in this case, users home). Hence, it can only

affect on its owner’s beneficence.

Some of the most common and challenging ethical dilemmas arise when the user’s

autonomous decision conflicts with the doctor’s beneficent lookout for the user’s best. For

example, a patient who has had bypass surgery may want to continue to smoke. In these

cases, the autonomous choice of the patient conflicts(thy) with the physician’s duty of benef-

icence because each ethical principle would point to different actions. In medical ethics,

the balance between autonomy and beneficence is reached with giving more importance to

user’s autonomous decision.

Consequently, as long as the patient understands the decision at hand and is not basing

the decision on delusional things, then the doctor should respect the decision. We used fuzzy

logic for these grey areas (dilemmas) because the robot should decide to obey or not to obey

the order. We defined user trust value to calculate the limits of respecting autonomy. The

details of the user trust value are given in. The decision of respecting the autonomy will be

decided according to the user trust value because the aimed users are elders who can have

some disasters that can affect their decision.

The last parameter is non-maleficence. This variable shows parallelism with benefi-

cence, but this works oppositely. For example, a doctor should not offer ineffective treat-

ments or high-risk treatments with no possibility of advantage. Moreover, a doctor must not

do anything to harm patients purposely. Actually, non-maleficence protects the other side of

the coin of beneficence. Offering anything that is not useful or dangerous is also unethical.

This principle is the most helpful and useful when a situation needs to be balanced against

beneficence.
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Hence, non-maleficence points out the risks of a treatment or medicine. The doctor

must ensure that the patient also understands the risks of the cure like potential benefits.

An example of this principle can be shown as stopping the medication if it is shown to be

harmful to the patient.

We provided this principle with alert function. Some people can forget how much they

eat or whether they take their medicine or not especially in older ages. While accomplishing

the given task, a robot also stores patient’s food, water, or vital elements intake. According

to these values, it alerts the user about the risks. As we explained above, a robot can not

force the patient. The only action it can take is alerting and telling the risks of the current

situation to not to violate the autonomy of the user. In the ethical approach, autonomy is the

essential principle that determines the actions, whether ethical or not. Sometimes a single

warning may not be enough for the user. In this case, with the help of the user trust value,

the robot reminds more than one to make sure that the user understands the dangers.

The balancing of beneficence and non-maleficence is another common reason to arise

ethical dilemmas. This balance is between the benefit and risks plays a role in nearly every

decision in life but mostly in clinical applications. Doctors provide patients the informa-

tion necessary to understand both potential risks and benefits to make a decision. After an

autonomous decision, every liability transferred to the patient. So, a patient or user is the

one who calculates the weights of both sides and determines the end action. In a home en-

vironment, a robot can only alert for missing medicines, food other things with telling the

risks but again not to force a user to obey it. Nevertheless, the potential benefits of any ac-

tion must surpass the risks in order for the action to be ethical. This is why we need the

non-maleficence parameter in our fuzzy system.

As we can understand that ethics is discussible until the user’s autonomy starts. The

only thing a robot can do is not obeying the orders, which shows a reaction in a passive way.

Briefly, we provided ethical reasoning according to Utilitarianism so that these approaches

can be unethical for different ethics approaches. We limited our ethics approach with Util-

itarianism with reasons mentioned above. According to this view, simple robot tasks can

arise an ethical dilemma easily.
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4.1.4. System Design

We utilized the Fuzzy Expert System(FES) to design our ethics module. Since it is a

very old technology, we provided some background information about it. Fuzzy Expert Sys-

tem uses Fuzzy logic, which is a powerful technology for controlling of subway systems and

complex industrial processes. It as well as used for household and entertainment electron-

ics, diagnosis systems and expert systems. Albeit, Fuzzy Logic was invented in the United

States; the accelerated development of this innovation has begun from Japan.

Fuzzy Logic was launched in 1965 by Lotfi A. Zadeh, an educator for computer science

at the University of California in Berkeley [120]. It is basically a multi-valued logic that

allows intermediate values to be defined between standard evaluations like yes/no, true/false,

etc. Thoughts like rather warm or pretty cold can be formulated mathematically and handled

by computers. In this way, an attempt is made to apply a more human-like perspective in the

programming.

Fuzzy logic is a collection of mathematical principles for knowledge illustration based

on degrees of membership. Unlike Boolean logic (two-valued), fuzzy logic is multi-valued,

which deals with degrees of membership and degrees of truth. It uses the continuum of

logical values between zero (absolutely false) and one (absolutely true). In Figure 4.12

compares boolean and fuzzy logic by showing the grey-scale. White means completely

false, and black means completely true. The grey-scale areas are the membership functions

of the fuzzy logic.

(a) Boolean Logic (b) Fuzzy Logic

Figure 4.12. Boolean logic vs Fuzzy logic.
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It contains four operations; as you can see from the Figure 4.13. These operations

are fuzzification, inference, composition, and defuzzification. The fuzzification includes the

definition of fuzzy sets which determines the degree of membership of crisp inputs in suitable

sets. Inference operation evaluates the fuzzy rules to produce and output for each rule. The

composition combines the outputs of all rules and defuzzification computes the output from

the fuzzy rule results.

Figure 4.13. Detailed FES module.

Fuzzy Membership Graphs has three parts. First is input graphs that contain actions

way of realizing(example: count, intake frequency, etc.). Second is the fuzzification part

which contains the rules, which we used the Mamdani method. With these rules, the system

can decide the output.Then the third part has the outputs which are autonomy, beneficence,

non-maleficence. The general structure of the Fuzzy Membership Graph is given in Figure

4.14.
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Figure 4.14. General fuzzy membership schema.

We used the inputs from the order database, and the three outputs are as autonomy,

beneficence, and non-maleficence. This is the general system framework for each action.

We analyzed an action in details, and the others are created like this process. Here in the

Figure 4.15, we created the fuzzy membership functions for "daily medicine".

Figure 4.15. The general framework for "daily medicine" in FES.
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The first input is the medicine dosage amount it can be normal, under and over dose

(in Figure 4.16). We used the triangular shapes because they are strict.

Figure 4.16. The input one for "daily medicine" in FES.

The intake frequency is the second input, and we created its graphs as similar to the

first input. Medicine can be dangerous; this is why we applied the triangular shapes again.

In Figure 4.17, you can observe the membership graph of the second input.

Figure 4.17. The input two for "daily medicine" in FES.

The system has three outputs, which are autonomy, beneficence, and non-maleficence.

The Figures 4.18, 4.19, 4.20 respectively show the output membership graphs of daily

medicine action. For the autonomy, a robot can either obey the order (act as an executive) or

deny the order (behave as a restrictive ).
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Figure 4.18. The autonomy graph for "daily medicine" in FES.

Figure 4.19. The beneficence graph for "daily medicine" in FES.

Figure 4.20. The non-maleficence graph for "daily medicine" in FES.
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The range of the outputs is between [-2,2]. Beneficence has three results. If it is more

than 0, it is beneficial for the owner. If it is lower than 0, it is not helpful or adverse. Also,

we have a grey area which is nearly no effect. Non-maleficence is similar to the beneficence,

but this time we have an uncertain space.

Figure 4.21. A possible output for "daily medicine" in FES.

After designing this membership functions, we created the rules according to these

graphs. For each action, we created a rules list, and the details of the rules list are explained

below (in section ). In Figure 4.21, we demonstrated a possible output for a scenario where

the user got medicine but wants a new one five hours earlier. In this case, the result is

unethical, so it is restricting the user’s autonomy with not giving a medicine. Restrictive

action is ethical because it provides huge beneficence for the owner. Since the robot did not

give him medicine, there are no risks to his life (so ends up with positive non-maleficence).

The rules and the parameters of the knowledge base are given in the next part in de-

tail. In this section, we just demonstrated the general membership function creation process.

We produced this fuzzy membership functions with inputs and outputs for each action and

created a ruleset. The rule set is listed and applied according to the priority of the action.
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4.2. Implementation

As previously mentioned in Part 4.1.4, our ethics module acts as an expert system on

the top of the robot controller. The expert system calculates the ethical results of actions

applying the knowledge base and rule set. In this Subsection, we demonstrated our imple-

mentation structure of the knowledge base, which has the world’s model (objects, facts).

Then, the designed rule set, which contains the inference rules, is shown with operation

structure.

4.2.1. Knowledge Base

Our knowledge-base contains two types of information. One is the general information

about the owner (for example disasters, allergies) and the information about the orders (like

order frequency and keywords). The second type of data is the conditions of ethical and

unethical situations.

Table 4.1. The owner’s data record.

Owner Data

Owner : Bob Doe

Current diseases: Allergy

Daily medicine: Allerset

Trust value: 100

Diet

Nutrition(min/max): 1500/4000 cal

Water(min/max): 2/5 liters

Nor permitted foods: pistachio
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The owner’s data is shown in table 4.1. It contains the trust value, daily medicines,

current diseases, and owner information. The trust value is needed for the FES because it

will solve the conflictions. If the owner’s trust value for a specific request is low, the system

will not obey it and warns the user. In the second part of the data, the diet plan of the owners

is provided by the doctor. Moreover, if the owner has dementia or some other memory issues,

the doctor may set the trust value lower than 100 (which is maximum in this case).

We provided all the actions with their priority and the keywords in the database. The

robot auto controller has the highest priority because without a robot we can not continue

our task. The list of auto controller system is given in table 4.2.

Table 4.2. List of robot auto controller system records.

Robot Auto Controller System

Order Name Priority Keywords

Battery status 1 charge, battery level

Check error logs 1
malfunction, error, move, check, arm,

leg, battery, communication, over-heating

Share medical information

with only doctor and caretaker
1 diseases, healt status

Error warning system 1
malfunction, error, move, check, arm,

leg, battery, communication, over-heating
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Emergency response records are given below as a table 4.3.

Table 4.3. List of Emergency Response Records.

Emergency Response

Order Name Priority Keywords

Call doctor 2 doctor, pain, feel bad

Call fire station 2 fire station, fire, burning

Call police 2 police, thief, unknown person

Call caretaker 2 caretaker, help

The table 4.4 contains the medicine delivery orders and their keywords.

Table 4.4. List of Medicine Delivery Records.

Medicine Delivery

Order Name Priority Keywords

Emergency medicine delivery 3 pills, medicine, urgent

Daily medicine 3 pills, medicine, daily

Supplement 3 vitamin, supplement, energy

Over the counter medicine 3 painkiller, allergy, flu, pill
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The list of food/beverage delivery orders is given in table 4.5.

Table 4.5. Food/Beverage delivery records.

Food/Beverage Delivery

Order Name Priority Keywords

I’m thirsty order 4 water, juice, coke, coffee

I’m hungry order 4 soup, meat, pasta, salad, bread, fruit

Give me snack order 4 chips, candy, chocolate, biscuit, cracker, cookie

Daily Routine records are given below as a table 4.6.

Table 4.6. The list of Alert for Daily Routine Records.

Alert for Daily Routine

Order Name Priority Keywords

Alert for medicine 5 daily, medicine, allergy

Alert for water 5 water, juice, coke, coffee

Alert for food intake 5 nutrition, food, soup, meat, pasta, salad, bread, fruit
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The table 4.7 contains the interaction with outside orders and their keywords.

Table 4.7. The list of Interaction with Outside records.

Interaction with Outside

Order Name Priority Keywords

Open the main-door 6 open, door, check

Call robot service 6

robot service, malfunction, error,

move, check, arm, leg, battery,

communication, over-heating

Call repairman 6

call, repairman, water pipe, oven,

toilet, sink, tv, light bulb,

electricity

Call maid service 6
maid, mess, garbage, dust,

dirty

Call relatives 6 alex, tom, nadya, jane, hans

Call friends 6 natasha, tatiana, oxana, dimitri

Unknown person access confirmation 6 database check, check records



107

In the table 4.8 item delivery and interaction records are given below.

Table 4.8. The list of item delivery/interaction records.

Item Delivery/Interaction

Order Name Priority Keywords

Check the oven 7 oven, gas

Check the tap 7 tap, sink

Bring the desired object 7
pillow, phone, remote control, blanket, jacket,

book, magazine, napkin

Adjust the temperature 7 temperature, cold, hot, increase, decrease

Open/Close the window 7 open, close, window, fresh air

Open/Close the TV 7 open, close, tv

Open/Close the light 7 open, close, light

In the second part of the data, we stored the history of each order and order results

as a false true ratio. Moreover, we also recorded the daily and monthly order frequency to

calculate the abusive behaviors. These values are used for calculating order specific trust

value to determine the ethicalness of the request.

4.2.2. Rule Set

To create the ruleset, we need to analyze all the possible outcomes from the inputs.

In this example (code piece Figure 4.22), we have three different outputs from each input,

which ends up with nine different scenarios. For each result, we introduced a rule which

defines what should the output be.
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Figure 4.22. Rule List for daily medicine.
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Figure 4.23. Rule List for daily medicine (cont.)

We prepared a rule list for each action in the action list and prioritized them. In our

module, we have more than hundred rules which are created with the same procedure. After

determining the inputs and the output, creating a rule list is the easiest step for our FES.

Mamdani FES outputs three fuzzy sets in our system, which are autonomy, benef-

icence, and non-maleficence. For our defuzzification, we used Asimov’s laws. We aggre-

gated the rules in order to maximize the beneficence of the user. We calculated the difference

between obeying the order and not obeying the order (like bring medicine or not bring it).

According to these differences first, we tried to maximize the beneficence and than maximize

autonomy. Here equations are given below for general cases:

∆A = Aobey−AnotObey

∆B = Bobey−BnotObey

∆N = Nobey−NnotObey

(4.1)
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∆B≤ 0∨∆N ≤ 0

∆B > 0∧∆N > 0∧∆A > 0

∆B > 0∧∆N > 0∧∆A≤ 0


NotObey(NotEthical)

Obey(Ethical)

NotObey(NotEthical)

(4.2)

In Equation 4.1, we calculated the differences between the cases if the robot obeys the

order of the user or not. After that, we deduced the result of the action according to the given

partial function in the Equation 4.2.
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5. EXPERIMENTS AND RESULTS

Until now, we introduced our ethics module design (which includes robot action list

and possible ethical dilemmas) and implementation, in Section 4. This part of the thesis is

assigned to illustrate our experiments on ethics module and report the results of these experi-

ments. The proposed tests are the scenarios which are highly probable to happen to a service

robot. The aim of these tests is evaluating our ethics module. There are three types of ex-

periments designed; chatbot, simulation and real-life scenarios. After a detailed illustration

of these experiments, we provided our results, which contains a comparison between a robot

without ethics module and a robot with the ethics module.

5.1. Chat Bot Experiments

Chatbots are not a new computer program, and it conducts a talk via auditory or textual

ways. One of the foremost of this kind is ELIZA, which was created in the early 1960s, so

it is old technology [121]. To successfully build a chatbot engine, it should take care of the

four things:

(i) Understand who is speaking

(ii) Understand the Natural Language of communication (in our case, English)

(iii) Understand the order of the user

(iv) Respond to the user

We used Python’s NLTK (Natural Language Toolkit) library to create a simple chat

assistant [122]. NLTK has a module, nltk.chat, which simplifies building chatbot by provid-

ing a generic framework. As a first step, we implemented a simple chatbot for our primary

evaluation of the ethics module. We used NLTK library for creating conversations with the

help of regEx (Regular expression) in our scenarios. The schematic of the system is given in

Figure 5.1.
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Figure 5.1. Chat interface structure.

The workflow starts with the user via console interaction. Then the chat interface

passes the information to the ethics module. The chatbot interacts with the user via the

console with texts as seen from the Pycharm screenshots. The green sentences are users

input, and the grays are computer output. We also implemented a color code for results to

increase the readability. If the result is ethical, the output is in light green, and if the result

is not ethical, the output is in red. We also logged the modules decision-making process to

validate its correctness. We designed ten different experiments with the chatbot and observed

our modules behavior.

We did not include all the ethical results because ethical result means obeying the order

of the user, which is normal robot behavior. We focused on unethical circumstances due to

validate the main purpose of the ethics module. Only in the first scenario, we included both

results to show the module’s inference strategy.
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Call the fire station scenario: The first and basic scenario of the chatbot is “call the

fire station” order. The module should call the fire station if there is an emergency. If the

user’s trust value and the orders trust value is less than 50, the chatbot does not call the fire

station. Because it believes the user is delusional and it does not advantage to call fire station

for user.

Figure 5.2. Ethical resulted chatbot fire station scenario.

In Figure 5.2, we provided an ethical output for the fire station. Firstly, the system

retrieves the owner’s information, which contains disasters and trust value, and then it fetches

the order information. These are inputs for our ethics module. The reasoning starts after the

data fetched from the database. Since it is the first time to call the fire station, the trust

value of the behavior is at the maximum level. Then it provides autonomy, beneficence, and

non-maleficence values to the developer for debugging. Finally, it produces the result either

ethical or not ethical. After that, the chatbot answers the user with the result.



114

Figure 5.3. Unethical resulted chatbot fire station scenario.

As you can see in Figure 5.3, we provided an unethical output for the same scenario.

The cause of this output is false decisions in the related order’s history. When the owner

ordered call fire station action, firstly, the system checks the owner’s trust value. The cause

of reduction on the trust value is the owner’s past false orders, and these orders reduce trust

values rapidly. Therefore, the system decides not to trust the owner for this action and

chooses not to do that.

Emergency medicine needed: Our host Bob is allergic to the pistachio. Mistakenly

he ate the food contained a sauce with pistachio. He ordered his allergy medicine fifteen

minutes ago, but he forgot and ordered once more. Since fifteen minutes are not enough for

allergy medicine to show its effect, the module found this order unethical and did not obey

it.
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Figure 5.4. Unethical resulted emergency medicine needed scenario.

In Figure 5.4, when the owner ordered to get allergy medicine, the system checked the

trust value at first. Then check the order history. There was a record about taking allergy

medicine before today. Considering the intake frequency of the Allerset, the system decided

to not doing this action and warned the owner about over dosage.

I need vitamin D. Get me some: Bob was watching a TV, and a doctor suggested

vitamin D for bones, especially for older people. He forgot that he took vitamin D in this

morning, and he ordered more vitamin with excitement. The module checked that if he takes

one more vitamin, it will be over-dosage. So it resulted as unethical and told that it would be

over-dosage. The ethics module warned about the over-dosage to make him understand the

risks which provide non-maleficence value in applied ethics.
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Figure 5.5. Unethical resulted "I need vitamin D. Get me some" scenario.

In this negative result, in Figure 5.5 also includes over dosage. The owner wanted to

take vitamin D, which will be more than weekly intake, before the intake frequency. There

was no problem with the owner’s trust value. But, this supplement also has a dosage limit.

When the system checked the intake frequency, realized that the owner could not take one

more before one week.

Give me chips: He was watching his favorite TV series at night. He wanted to eat

some snack and entered his order to the system. The module checked the total amount of the

calorie intake and side effects of the chips. He ate a lot that day, so the system warned him

and did not give the chips.



117

Figure 5.6. Unethical resulted snack scenario.

The chatbot’s result included in the Figure 5.6, and Bob exceeded his daily calorie

limit. Although the action’s trust value was reasonable, the system resulted in unethical

because he ate a lot. This may end up with a high blood sugar level. We denied this order,

which results in autonomy as -1 to his benefit.

I’m Thirsty: Bob was lying on the bed and felt thirsty. He ordered some water. When

the system checked the water consumption, it recognized that he drank nearly four liters of

water, which is very dangerous. The ethics module warned the user about excessive water

consumption and did not bring the water. In Figure 5.7, we provided the result of the chatbot.
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Figure 5.7. Unethical resulted thirstiness scenario.

Alert for food intake: Whole day Bob was played with the new puzzle, and he forgot

to eat something. The system alerted about the under-nutrition and its risks. Bob did not

accept to eat something, so the module found this answer unethical and warned again. This

scenario shown in the Figure 5.8.

Call Repairman: One day Bob forgot that TV repairman’s arrival and insisted on the

system for calling the repairman again. The ethics module checked when the repairman’s

arrival and saw that he already arrived a day ago. The system informed Bob about the record

and requested for rechecking the TV.In Figure 5.9, we provided the result of the chatbot.
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Figure 5.8. Unethical resulted and re-warned scenario.

Figure 5.9. Chatbot output: call repairman unethical resulted scenario.
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Figure 5.10. Unethical resulted scenario because of relatives setting.

Call maid service: Bob liked maid a lot, so he wanted to see her more. He started

calling her without reason. The cleaning company of maid charged for these callings, which

ended up with considerable cleaning expenses. Their relatives warned Bob about this situa-

tion and requested to call her weekly. They also changed the system according to that. Now,

the system does not accept and resulted unethical if Bob wanted to call maid earlier. This

explained scenario shown in the Figure 5.10.

Call friends: He lost one of his close friends recently. Sometimes he forgot that sad

event and wanted to call his friend. Unfortunately, the owner of the phone was changed

and started to irritated from Bob’s calls. To prevent this sad calling, the relatives deleted his

number from the system. Since his friend is not on the list, the ethics module warns Bob

about missing person and could not call him. In Figure 5.11, we provided the result of the

chatbot.
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Figure 5.11. Unethical resulted scenario because of missing friend on the list.

Figure 5.12. Unethical resulted open the window scenario because of the rain.
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Open/Close the window: Bob was sleeping on the bed. Suddenly he woke up and

asked the chatbot to open the window. According to the weather forecast, the weather was

very windy and rainy, which alarms for storms. The module decided that not to open the

window is more beneficial to the user. It warned Bob about the rain and did not open the

window. This window scenario shown in the Figure 5.12.

Table 5.1. Chatbot Experiment Results.

Action Name Faulty Repeat # Standard Robot Result

Call fire station 2 Infinite

Emergency medicine needed 1 Infinite

I need vitamin D. Get me some 1 Infinite

Give me chips 4 Infinite

I am thirsty 4 Infinite

Alert for food intake 1 Infinite

Call repairman 5 Infinite

Call maid service 5 Infinite

Call friends 5 Infinite

Open/Close the window 1 Infinite

In the table 5.1, we provided the number of false repeats to turn a behavior’s result

from ethical to unethical. In each false repeat, like calling the police without reason, the

system will decrease the user trust value and the weight of the wrong action. The decrease

of the trust value increases the chance of not respect autonomy because it shows us the user

is not trustworthy about his decisions.

We used chatbot because it is costless and easy to verify our ethics module. We

checked our scenarios and prepared our database according to these tests. It was a good

testbed before the simulation and the real robot experiments. With these experiments, we

focused on the ethics module before adding to any robotic environment.
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5.2. Simulation Experiments

As a second validation phase, we implemented our test environment with Unreal En-

gine simulation. We modeled a home environment and found 3D meshed actor Bob. With

ROS, we mimicked the orders from the user like in the chatbot examples. After that, we

implemented actions for that order.

We focused on the point where the robot refused to obey the request due to being

unethical. Four scenarios were prepared for, especially for the simulation environment. We

included some screenshots to demonstrate them while explaining. One disadvantage of the

system is the model of the NAO robot was not available for Unreal Engine. This is why we

used its given robot model by setting the NAO’s dimensions.

Call caretaker: In this scenario, Bob was so sick, and he could not leave the bed for

his phone. Most probably, he got flu and had some fever. He called a caretaker 20 minutes

ago, and she said she was on the way for checking for him. He took a nap and started to

worry that she will not arrive. He wanted to call her again, which was the fifth in an hour.

The robot resulted in unethical behavior and informed him to wait at least 10 minutes to call

again. This scenario occurred in the bedroom while Bob was lying on his bed as seen from

the Figure 5.13.
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Figure 5.13. Bedroom of Bob from the simulation.

For “call caretaker” scenario, we limited the number of calls five in an hour because it

is a very high frequency, which is not suitable for both sides. Moreover, the module allowed

until five calls because he was ill, and it is for his benefit. If he is healthy but calling her

for no reason, he will have five chances again. However, this time, Bob’s beneficence will

decrease, and non-maleficence will increase. So the robot will have the right to not respecting

the autonomy for the benefit of Bob.

Daily medicine: He got his regular medicine’s daily dosage, but forgot that and wanted

from the robot again. Since he finished his daily dosage, the robot resulted in unethically

and did not obey the medicine request. He was at the dining table, and Figure 5.14 shows

that case. The camera which is backward of the robot provides a third-person vision for

debugging purposes.

About daily medicine or another medicine type, we strictly resulted as unethical be-

cause this can result in high-risk problems like poison him, kill him. The behavior’s non-

maleficence is high, which prevents from further mistakes of medicine dosage.
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Figure 5.14. In the Living Room while warning about daily medicine.

Unknown person access information: One day, the doorbell rang, another robot was at

the door. The robot went to the door to check who is there. The identity of another robot was

not in the database. It resulted in unethical to open door because of unknowing the intention

of the robot. The robot went back to Bob to ask about his order and informed him about the

situation. In Figure 5.15, we showed an unknown robot at the door.

One of the essential tasks of the service robot is opening the door. The standard robot

will open to the door to everyone when the doorbell ring but the robot with the ethics module

will not. If a specific person at the door is known as maid, relatives, or friends, it is acceptable

to open the door. Unknown people are dangers. Even in real life, many people warned their

elder relatives not to open the door if there is an unknown person at the door.
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Figure 5.15. Unknown robot at the entrance.

Call Relatives: Bob felt lonely one day and wanted to talk with someone. None of

his friends were available at that moment, and he tried to call his daughter but could not

remember the number of hers. The robot went into the living room to find him. He demanded

from the robot to call his daughter. However, she was at the conference and not available for

a phone call. After the sixth call, the robot resulted in unethical and informed Bob about the

conference.
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Figure 5.16. Living room while ordering the robot.

We permit relative calls six times because sometimes there may be an emergency. If

the other side is busy, we decreased his beneficence and increased his non-maleficence to

balance the situation. We do not want to call the relatives repeatedly. The robot stops calling

when the benefit of the user hit the minimum level.

Table 5.2. Simulation Experiment Results.

Action Name Faulty Repeat # Standard Robot Result

Call caretaker 5 Infinite

Daily medicine 1 Infinite

Unknown person access information 1 Access for everyone

Call relatives 6 Infinite

Table 5.2 summarized the number of faulty actions to change its ethicalness and pro-

vided some standard robot results. We also included some possible standard robot outcomes

if it continuously follows the requests like chatbot section. Our robot with an ethics module

stops after numerous adverse outcomes, unlike a robot without ethics module. This stopping

actions provided an advantage to older adults because they can easily forget their orders.
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Simulation environment and these experiments aimed to design the robot actions and

combine the ethics module to the robot controller as an expert system. It was a transition

stage from chatbot to robot environment which prepared us for NAO robot. The main disad-

vantage with this simulation is it provides problems with NAO’s special libraries. The most

advantageous thing about simulation is programming all the actor. So a developer can model

an elder adult and his behaviors.

5.3. Robot Experiments

We conducted robot experiments with NAO robot in a home environment as a final

evaluation step. The living room is included in Figure 5.17 with our model elder person. The

general structure of the house is the same as the simulation environment. The robot used

the speech recognition module of Google API to understand the orders from the human and

repeats the order for confirmation. For approval, we used head touch sensors. In Figure 5.18,

we demonstrated the head sensors and the yes, no answers.

Figure 5.17. The living room where real robot experiments done.
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(a) Nao "Yes" confirmation (b) Nao "No" confirmation

Figure 5.18. Nao yes/no confirmation buttons.

Moreover, we changed the eye LED’s color to indicate the result of the ethics module.

If an order is ethical, these will be green, and if unethical, these LED’s will be red. Please

note that red is not a good indicator which can be scary for people who are unfamiliarized

with robots. This coloring is for easy debugging the system and only for developers. In the

left picture of Figure 5.19, you can see the ethical result LED’s, and in the right one shows

the unethical result.

We eliminated many tasks from the action list because the NAO robot is not suitable

for carrying and grabbing heavy items. We prepared ten scenarios which are mostly calling

for emergency and bringing the medicine. For calling scenes, we assumed the robot has the

ability of the WiFi calling, but we did not implement this action.For this section, we prepared

six scenarios. The details of the scenarios and the action flows are demonstrated with sketch

in the scenarios section (section 4.1.2). This is why we provided general views for robot

experiments by giving brief information.

Call the police: Unnecessary police call is adverse in some ways. The most important

one is that we are making busy with an emergency line. This ends up both disadvantages

of the user and police station. It is also risky because it may create the liar Shepherd effect.

The police may start not to believe his emergency call. This result contains a high non-

maleficence because it is hazardous. This is why we limited faulty police call with two.
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(a) Nao "Ethical" eye LED’s (b) Nao "Unethical" eye LED’s

Figure 5.19. Nao ethical/unethical eye LED’s.

Call the doctor: Like calling the police, calling the doctor is problematic. Multiple

faulty repeats may end up with call blocking. This repeated call is very dangerous because

in emergency user has a chance not to reach the doctor. We limited this action with three

calls. It is more than the fire station because it is not a governmental emergency organization.

Over the counter medicine: Every medicine has side effects which can end up killing

the patient. Even for primary medicine, over-dosing can cause poisoning. We limited the

over the counter medicine with one. Actually, the maximum dosage of the day is the limit

for the user. The system does not accept over-dosage and result as unethical behavior. It

warns the user about the medicine intake.
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Alert for medicine: The daily medication is essential to take in time. Older people can

forget medication easily or sometimes forget that they already took it. Like each medicine

tasks, the robot alerts for medicine usage if the user forgets. Else, it does not bring the daily

medicine.

Bring the desired object: There is no limit for this behavior because it is hard to know

the desired objects. The user can want a vast amount of the objects which is hard to calculate

its results. This is why the robot will bring everything if the user wants. In the Figure 5.20,

NAO asks its owner to which object he wants.

Figure 5.20. NAO talking to old man model.



132

Adjust the temperature: Again, there is no limit for this behavior in normal conditions.

However, we defined the maximum limit as seven because seven is a high frequency for

changing the temperature. This many adjust may be a clue for a health issue. After seven

changes, the robot ends up with the unethical decision and informs the user. To implement

this, we decreased the beneficence and increased the non-maleficence as we diverge from the

room temperature.

Figure 5.21. Adjust the temperature scenario.

In the Figure 5.21, we demonstrated a standard robots reaction for comparison. The

ethical version of the Figure 4.10 is in the part of the scenario (subsection 4.1.2). The stan-

dard robot does not inform the user about the change or the current room temperature. The

advantage of our system is we are limiting the actions so that if it can result in a risky situa-

tion, we inform or warn the user.
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Table 5.3. Robot experiment results.

Action Name Faulty Repeat # Standard Robot Result

Call the police 2 Infinite

Call the doctor 3 Infinite

Over the counter medicine 1 Infinite

Alert for medicine - Infinite

Bring the desired object - Infinite

Adjust the temperature 7 Infinite

In the table 5.3, we listed the number of wrong repeats per action to change the result

of the ethics module from ethical to unethical. We also compared with the standard robot

and possible outcomes of obeying all the orders. You can observe the threshold for wrong

decisions increases while the priority of the task decreases. The critical fact is standard robot

continuously follow the request from its user because it can not foresee the result of the

action. This infinite follow may end up with bad results like giving over-dosage medicine,

giving a considerable amount of food.

We provided three different experiment phases, which starts by checking the module

itself; the robot-ethics module connects and the end product. We tested all the small parts

and nearly all the suggested actions. In the end, we counted the robots limited actions and

gathered in tables. From these experiments, we can say that our system is working and acting

differently from the robot without the ethics module. Respect for autonomy was the hardest

part because even denying the order is violating it. As we said, the robot only denies it, not

force the owner to do actions. This is more ethical than forcing the owner.
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After the experiments mentioned above, we conducted a questionnaire on the experts.

The aim of this questionnaire was comparing our ethics module with experts opinion. The

details of the survey are given in the Appendix for two action examples, which are "daily

medicine" and "call the police". According to our comparison, the similarity between our

module and experts opinion is with the mean of 70% with σ = 3. Since this is the first ethics

module, there is no threshold for success. We assumed higher than 50% as a successful

module.
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6. CONCLUSION

Robots are starting to be used in all fields of life. They will involve our lives more

than we taught in the coming years. Consequently, they need to adjust their behavior in

order to suit the social life and create a trust-based association with humans. The design and

implementation of ethics rules are demanded the robots to adapt to the social life rules of

humans. Numerous Human-Robot Interaction (HRI) studies have been conducted to find the

best interaction fashion between the human and the robot.

Unfortunately, the studies and designed laws are not sufficient today. There are a lot

of pitfalls and vagueness in most cases. Most of the proposed rules are high-level for current

robotics technology, which is nearly impossible to implement. In the future, in 50 years, we

are sure that robots will face more complicated states more than our imagination, and they

may need a selection of two worst cases when necessary. The famous trolley dilemma can

be shown as an example [123]. Would a robot select to kill one person or save five? Or, if it

selects to harm, who will be responsible for this behavior? The owner or the programmer?

The need for ethics module is evident. Lots of inter-disciplinary researchers started

working on robot ethics, but they can not still have a consensus on "What we expect from an

ethical robot ?". Due to conflicts and design issues, there is just a toy world working ethics

module, which works with only one case, unlike real-life. Most of the studies are limited to

high-level abstract guidelines for ethical robots like BSI, and there is no standardized ethics

approach to robot ethics [9].

In our study, we aimed to design and implement an ethics module which can work

with many cases that are possible for a service robot. The requirements of a service robot

are analyzed, and fuzzy membership graphs are implemented. With weighting the analyzed

memberships, we provided an expert system on the top of the robot behavior controller. In

the experimentation phase, we observed the distinguished behaviors of the ethical robot in

various environments.
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We gave three diverse investigation stages, which begins by checking the ethics mod-

ule itself. Then the robot-ethics module associates in simulation and finally, the real robot

experiment result. We tried all the actions towards these experimentation stages. At last, we

recorded the robots modified activities and collected in tables. From these examinations, we

can say that our framework is working and acting uniquely in contrast to the robot without

the ethics module. Regard for user’s autonomy was the hardest part because denying the

request is damaging it. As we stated, the robot refuses the order and not constrain the user’s

activities. This is more moral than enforcing the user.

We have succeeded in designing an ethical module which can determine the most ethi-

cal behavior among various scenarios. We assumed that this is the first ethical module which

is implemented concerning a service robot. This study is the first step towards enhancing our

understanding of robot ethics and its challenges. We had a chance to analyze the performance

of Unreal Engine as a simulation environment.

Our work clearly has some limitations. Nevertheless, we believe our work could be

the starting point for multi-scenario based ethical modules on the service robot. We stated

that the ethics module should be transparent and easy-to-follow, but these are qualitative

parameters that are hard to evaluate. The present study has only investigated the design of

the ethics module, not the evaluation of the unit. Consequently, the FES only evaluated with

human experts to approve the output of the unit. Unfortunately, There is a lack of human

experts on robot ethics, which can accept or reject this unit. The weak point of the system is

its validation.

6.1. Future Work

Many different adaptations, tests, and experiments have been left for the future due to

lack of time and infeasibility of current technology (for example the experiments with the

real robot are usually very time consuming, requiring even days to finish ). Future work con-

cerns a more in-depth analysis of particular ethics approaches, new proposals to try different

methods or simply creating a standardized ontology of robot ethics.
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Future work should concentrate on enhancing the quality of standardized terms. The

robot ethics is an interdisciplinary science which combines, applied ethics, computer science,

and legal science. In interdisciplinary themes understanding each other’s technical terms

and definition is the most fundamental problem. To solve this communication problem, a

universal committee or a group should provide documentation about standardized technical

terms as also Haidegger underlined [124].

The second problem with robot ethics is the formulation of ethical values. Most of the

moral values are qualitative, which are fuzzy to implement and infer their meaning. This is

why we used FES in our environment, but, it will be better to have a standard mathematical

formalization of de facto ethical values. Most ethics approaches are using common moral

values to determine whether a behavior is good or bad. A standard ethical value formalization

which formed by an interdisciplinary committee will increase the numbers of proposed ethics

module on robot.

As a computer scientist, the hardest point of this research was understanding the funda-

mentals of ethics and the details of approaches. We needed to read many legal, ethics articles

about robot ethics, which contains technical terms which are specific for that science. Also

from the different workshops, there are a lots of different views which varies from science to

science. For example, legal and ethics scientist assume robot as a high-level system which

achieves the perception of its environment ideally without any error and could act according

to it without delay. This type of robotic system is challenging to the computer and robotic

scientists. There should be a general framework of limits of the robots and achievements of

the robots.
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The previous suggestions are vital issues for further research, which requires a selected

group of people to solve. We formed roadmap for enriching our expert ethics module. First

of all, on completion, Boss robot should be tested with our ethics module. Then, we should

personalize ethics module for Boss robot according to its abilities. While waiting for BOSS

to finish,an exciting research may be optimizing the fuzzy weights by using a machine learn-

ing algorithm or conducting a survey about user’s preferences. The weights of the states are

determined by assuming in an ideal world and with a perfect person. To feed the machine

learning algorithm (or a neural network), we need to collect data either from a survey or real

robot test. This optimized fuzzy parameters will lead us having a better ethical module.

Another missing point of the FES is validation and verification. Now we are just

comparing the behavior differences of the robots, and we assumed that standard robot obeys

the order directly. We should provide a test framework and environment which can compare

each robotic system according to their ethics module. Also, user experience tests should be

prepared for defining the ethical norms for robots and Turkish people. The results of user

experience tests can be used for both designing an ethical rule and verifying rules. This test

also helps us to measure our success in developing an ethics module and guide us for further

performance increases.

For now, we are assuming that the knowledge base of the robot (the memory of the

robot) will be robust. In a real robot, it needs to be non-erasable storage, which will not

be fragile to disk failure. Moreover, data should not be lost when power off or empty bat-

tery. Thus, an ethical robot needs persistent storage technologies, which include non-volatile

memories like SSD, EEPROM.
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Another crucial point is the encryption of personal data. The robot needs to save some

personal data in order to determine ethical behavior and create an environment model. These

pieces of information can be dangerous in leaking because of a hacker or any person with bad

intention. That person can modify the data against the user or can use the data in a robbery or

even murder. The data in the robot should be encrypted for specific doctor usage (for users

medical record) and also to prevent remote attacks. According to BSI and also many legal

systems, sharing information with the third party is an ethical hazard and contrary to terms

of the privacy policy [9].

Finally, for test purposes we assume,all elderly people have same personality which is

a very naive approach. The service robots should be personalized like cell phones. Some of

the users may like to chat with the robot and act towards them as a friend, or some users just

want to treat them like robots for doing their tasks. It is an excellent topic to research further

and to see the effect of adding more personalized decisions in the expert system according

to the user’s life.
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APPENDIX A: EXPERT QUESTIONNAIRE FORM

In this section, we provided the questionnaire that we sent to our experts. For each

scenario, we created a list of parameters that changed in the case and presented the robot’s

action. We expected from our experts to fill the result section either the case is ethical or

not. This questionnaire contains all possible outcomes of the case so the expert can not

understand what our modules result is and examined the system objectively.

Here we provided two example actions which are also selected for FES calculation.

The table A.1 and A.2 contain these actions’ questionnaire.

Table A.1. Questionnaire example for "call the police" scenario.

Order Situation Parameters Robot Actions Result

C
al

lt
he

po
lic

e

Emergency + user trust value >50 Calls

Emergency + user trust value <50 Calls

Uncertain + user trust value >50 Calls

Uncertain + user trust value <50 Calls

Not Emergency + user trust value >50 Calls

Not Emergency + user trust value <50 Calls

Emergency + user trust value >50 Not calls

Emergency + user trust value <50 Not calls

Uncertain + user trust value >50 Not calls

Uncertain + user trust value <50 Not calls

Not Emergency + user trust value >50 Not calls

Not Emergency + user trust value <50 Not calls
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Table A.2. Questionnaire example for "bring daily medicine" scenario.

Order Situation Parameters Robot Actions Result
B

ri
ng

D
ai

ly
M

ed
ic

in
e

Under Dosage + Early + user trust value >50 Brings Medicine

Under Dosage + Early + user trust value <50 Brings Medicine

Under Dosage + On Time + user trust value >50 Brings Medicine

Under Dosage + On Time + user trust value <50 Brings Medicine

Under Dosage + Late+ user trust value >50 Brings Medicine

Under Dosage + Late + user trust value <50 Brings Medicine

Normal Dosage + Early + user trust value >50 Brings Medicine

Normal Dosage + Early + user trust value <50 Brings Medicine

Normal Dosage + On Time + user trust value >50 Brings Medicine

Normal Dosage + On Time + user trust value <50 Brings Medicine

Normal Dosage + Late+ user trust value >50 Brings Medicine

Normal Dosage + Late + user trust value <50 Brings Medicine

Over Dosage + Early + user trust value >50 Brings Medicine

Over Dosage + Early + user trust value <50 Brings Medicine

Over Dosage + On Time + user trust value >50 Brings Medicine

Over Dosage + On Time + user trust value <50 Brings Medicine

Over Dosage + Late+ user trust value >50 Brings Medicine

Over Dosage + Late + user trust value <50 Brings Medicine
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Table A.2. Questionnaire example for "bring daily medicine" scenario (cont.)

Order Situation Parameters Robot Actions Result
B

ri
ng

D
ai

ly
M

ed
ic

in
e

Under Dosage + Early + user trust value >50 Not Brings Medicine

Under Dosage + Early + user trust value <50 Not Brings Medicine

Under Dosage + On Time + user trust value >50 Not Brings Medicine

Under Dosage + On Time + user trust value <50 Not Brings Medicine

Under Dosage + Late+ user trust value >50 Not Brings Medicine

Under Dosage + Late + user trust value <50 Not Brings Medicine

Normal Dosage + Early + user trust value >50 Not Brings Medicine

Normal Dosage + Early + user trust value <50 Not Brings Medicine

Normal Dosage + On Time + user trust value >50 Not Brings Medicine

Normal Dosage + On Time + user trust value <50 Not Brings Medicine

Normal Dosage + Late+ user trust value >50 Not Brings Medicine

Normal Dosage + Late + user trust value <50 Not Brings Medicine

Over Dosage + Early + user trust value >50 Not Brings Medicine

Over Dosage + Early + user trust value <50 Not Brings Medicine

Over Dosage + On Time + user trust value >50 Not Brings Medicine

Over Dosage + On Time + user trust value <50 Not Brings Medicine

Over Dosage + Late+ user trust value >50 Not Brings Medicine

Over Dosage + Late + user trust value <50 Not Brings Medicine




