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ABSTRACT

A DYNAMIC SALIENCY BASED METHOD FOR VIDEO

RETARGETING

With increased usage of smartphones, tablets and small displays to play multi-

media content, video retargeting becomes an important tool for better user experience.

In this thesis, we propose a novel content-based approach for video retargeting that

relies on spatio-temporal saliency to estimate relevant information in videos. Our

method preserves spatial saliency as well as temporal coherence. We also propose a

spatio-temporal saliency algorithm designed for this application domain that combines

spatial saliency with motion trajectories. We demonstrate the quality of the pro-

posed approach through quantitative and qualitative evaluation, contrasting it with

five different video retargeting methods. Quantitative evaluation is done using generic

image/video quality metrics, so that they can be applied on any video retargeting so-

lution. We have extracted the correlation between the quantitative and qualitative

evaluation, to propose a new metric that is a combination of the existing quantitative

metrics. The proposed metric is proven to be the best approximation to the qualitative

results, thus can be used as a benchmark to evaluate video retargeting methods.
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ÖZET

DİNAMİK BERCESTELİK TABANLI VİDEO UYARLAMA

Akıllı telefon, tablet ve küçük ekranların multimedya içerik için kullanımının art-

masıyla birlikte video uyarlama, kullanıcı deneyimini zenginleştirmek için önemli bir

araç haline geldi. Bu tezde, videolardaki önemli içeriği tespit etmek ve video uyarlama

yapabilmek için konumsal ve zamansal olarak seyircinin dikkatini çeken noktalara

dayanan, yeni bir içerik bazlı yaklaşım sunuyoruz. Önerdiğimiz metot görüntülerde

dikkati çeken bölgelerin uyarlama sırasında korunmasını sağladığı gibi, videonun kareleri

arasında da zamansal uyumu kaybetmemektedir. Ayrıca tezde bu uygulama için özel

olarak tasarlanmış bir dinamik bercestelik metodu öneriyoruz. Bu metot görüntülerde

dikkati çeken noktaları zaman içinde izleyerek tutarlılığı sağlıyor. Sunduğumuz yaklaşı-

mın kalitesini beş farklı video hedeflendirme metoduyla niteliksel ve niceliksel olarak

kıyaslayarak gösteriyoruz. Niceliksel değerlendirme diğer tüm video hedeflendirme

çözümlerine uygulanabilmesi için genel görüntü/video kalite ölçütleriyle yapılmıştır.

Nicel ve nitel değerlendirme arasında bulduğumuz korelasyonu kullanarak hâlihazırda

bulunan niceliksel ölçütlerin birleşiminden oluşan yeni bir ölçüt sunuyoruz. Sunduğu-

muz bu ölçüt ile nicel sonuçlara olabildiğince yakın sonuçlar verilmiştir. Bu ölçütün

video uyarlama metotlarını kıyaslamak için kıyaslamak için kullanılabileceğini düşünü-

yoruz.
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1. INTRODUCTION

1.1. Motivation

The amount of available multimedia content grows rapidly, with sharp increase

in hand-held device usage. The varying display sizes and aspect ratios of these devices

make it harder to view these different structured content. The major problem occurs

when fitting an image or a video to a screen having a different aspect-ratio then the

original content, which is quite common with 16 : 9 televisions, most smartphones,

unique sized in-flight screens etc. An illustration of this issue can be seen in Figure

1.1.

The popularity of viewing any kinds of multimedia content on different devices

increases in recent years, and fitting movies, videos or images to different aspect ratios is

becoming a daily concern. This matter has a much older history. With the introduction

of in−flight entertainment, fitting movies to uncommon aspect ratios had started to

become a problem. In-flight entertainment covers all kinds of offers made to the aircraft

passengers, including food, drinks, objects of comfort, in-flight radio, noise canceling

headphones, in-flight screens etc. Although the idea of an in-flight movie screen may

be older, the earliest found record of such an event is in 1925. Taken from the Flight

International Magazine [1]:

An aerial ”Picture Theatre”: An interesting experiment was carried out
on April 7, when a Handley Page aeroplane ascended from Croydon Aerodrome,
with 12 passengers, and during half-an-hour’s flight the film version of Sir Arthur
Conan Doyle’s ”The Lost World,” was ”shown” on a screen fitted up in the cabin
of the machine.

While back in 1925, an abnormal display size was probably a rare situation, today,

each device has its own unique screen, which raises the question of “what is the

most suitable way to view these content on different sized displays?” Fitting them

directly, by changing their aspect ratios can cause distortions. There is a need to
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Figure 1.1. The first row illustrates viewing a movie in various sized displays. The

second row contains three aspect ratios; 21 : 9, 16 : 9 and 4 : 3 respectively. The

original frame is taken from Star Wars: The Empire Strikes Back movie where the

actual aspect ratio is 2.35 : 1, which is quite close to the first image. In the third

image, the objects are stretched and squeezed, which will decrease the viewing quality.

perform this task in a smarter way, which can be done discarding unimportant parts

of each frame, e.g. cropping. While editing the original movie/video is an unpleasant

task, it must be preferred in cases when the viewing experience is decreased with

distortions caused by aspect ratio changes. Video retargeting arises at this point, as a

way to automatically fit videos to different sized displays.

Video retargeting focuses on understanding the important parts of videos, so

that the unimportant parts can be discarded when fitting it into a different size/aspect

ratio. An easier alternative to video retargeting is to use humans to perform this task

manually. A human annotator can do re-editing on the video to make it more suitable

for a target display. While a human annotator may perform better than any automated

system, this option is not scalable when we consider the high number of videos/movies

available. While video retargeting is a fully automated process, it must ensure that

the automatically re-edited videos should not contain artifacts.

Video retargeting has started as an extension of image retargeting. Image retar-
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geting is applied on images with the same aim: finding, and selecting the important

parts of an image. While image retargeting should keep salient parts of an image,

video retargeting is more complicated, as it also should ensure temporal smoothness

and coherence, as well as keep distortion low. Any distortion in the motion flow can

create unwanted waving and shaking effects and decrease the output video quality.

While early works on video retargeting focus mostly on keeping important parts of the

video [2], recent works focus on decreasing the distortion [3–5].

In this thesis, we propose a content based video retargeting method. Our solution

involves cropping important parts of a video with motion flow considerations. Existing

cropping methods [6, 7] sometimes produce virtual camera motions (Section 1.2) and

artificial scene cuts, and subsequently, important objects might be discarded. These

deficiencies can impair the presentation of the visual concept of the original video, e.g.

the tone and the mood. The most important parts of a frame are always retained,

while virtual scene cuts are barely perceivable.

1.2. Challenges of Video Retargeting

The major trade-off among various retargeting approaches is the trade-off between

quality and information loss. If a video retargeting method focuses on keeping the

important parts of each frame, it may cause temporal incoherence. On the other hand,

if the method focuses on a higher output quality, with no distortions and preserved

temporal smoothness, it may fail to include the important parts. A major challenge of

any video retargeting method is to balance these constraints.

Another challenge of video retargeting is to understand the important parts of

the video automatically. This is a completely different task that is named as spatio−

temporal saliency extraction. While the term saliency refers to the important parts

of the video, spatio − temporal indicates that these important parts are extracted

considering the motion in the video. The details of the leading video retargeting

approaches, and their possible deficiencies are discussed in detail in Section 2.3.
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While numerous studies focus on video retargeting, proposed video retargeting

methods lack of common quantitative measures to estimate the output video quality.

There are several studies that propose video quality measures, but these are generally

method-specific and cannot be used in all video retargeting methods [8–10]. The details

of the background of video quality evaluation measures can be found in Section 5.1.

1.3. Organization of the Thesis

This thesis is organized as follows; we describe recent video retargeting applica-

tions and spatio-temporal saliency methods in Chapter 2. Since video retargeting is

closely related with image retargeting, we also provide some background information on

image retargeting. Chapter 3 introduces the preliminary study that helped us to draw

the boundaries of this thesis. Chapter 4 describes the proposed retargeting approach

along with the enhanced spatio-temporal saliency algorithm. Chapter 5 details our

experimental setup. In Chapter 5, we first provide a background in video retargeting

evaluation to set the ground of the evaluation of the proposed method. We describe

the dataset we have used and proceed with the results of qualitative and quantitative

evaluation, followed by our conclusions in Chapter 6.

1.4. Contributions

Four major contributions of this thesis are as follows:

(i) A Novel Content Based Video Retargeting Method: Our video retargeting method

ensures temporal and spatial coherence. It is designed to overcome the limitations

of the existing video retargeting approaches described in Section 1.2.

(ii) A Novel Spatio-temporal Saliency Algorithm: We have designed a spatio-temporal

saliency algorithm to overcome the information loss problem. The spatio-temporal

saliency algorithm uses a state-of-the-art spatial saliency algorithm to capture the

important parts of each frame. In addition, we have extracted motion trajectories

to ensure the selected portion of the video follows important objects.

(iii) A Twofold User Study: In order to assess the quality of the retargeted videos, we
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have conducted a user study. Since we make two proposals: a video retargeting

method combined with a spatio-temporal saliency algorithm, we have designed

the experiment to evaluate both proposals. Firstly, we compare the proposed

retargeting method with other several video retargeting approaches. Secondly,

we compare the proposed saliency algorithm with another recent spatio-temporal

saliency algorithm. We apply the proposed retargeting method on the competing

spatio-temporal saliency algorithm and use the resulting videos in the experiment.

(iv) Correlations of Qualitative and Quantitative Results: We have used 12 image and

video quality metrics and applied them on the videos used in user study. The

videos include results of several video retargeting methods, and a spatio-temporal

saliency algorithm. The quantitative results of each video are then compared

with the results of the user study to reveal the correlation between quantitative

and qualitative results. The correlations show the most important metrics to be

used in video retargeting evaluation. In addition to that, a new metric, which

is a combination of the quantitative metrics is proposed. The newly proposed

metric is determined by applying regression on quantitative results, where the

target is the user study results. While conducting a user study is a better way

for evaluating a new video retargeting approach, it is a lengthy process when

iteratively improving the new model. The resulting metric can not replace a user

study, but it may be used as an indicator of the results of a user study.

(v) Publications:

Koçberber, Cigdem, and Albert Ali Salah. “Video Retargeting: Video Saliency

and Optical Flow Based Hybrid Approach” Workshops at the Twenty-Eighth

AAAI Conference on Artificial Intelligence. 2014.

Koçberber, Cigdem, and Albert Ali Salah. “Video Retargeting with Motion

Trajectories” ACM Transaction on Graphics (Submitted for publication)
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2. RELATED WORK

This chapter includes some background information related with the methods

used in this thesis. Main topics covered are image saliency, spatio-temporal saliency,

image retargeting and video retargeting.

2.1. Computational Models of Visual Attention

Among various definitions of attention, one of the most ancient and accurate one

is made by Aristotle;

“..it is impossible to perceive two objects coinstantaneously in the same sen-
sory act unless they have been mixed, [when, however, they are no longer two],
for their amalgamation involves their becoming one, and the sensory act related
to one object is itself one, and such act, when one, is, of course, coinstantaneous
with itself..” [11]

Here in this thesis, we will concentrate on the visual aspect of attention, which

is performed by the Human Visual System (HVS). We give here a brief explanation of

visual attention concepts:

Covert Attention: is an expression of attention involving eye movements [12].

Overt Attention: is an expression of attention without eye movements, typically

thought of as a virtual “spotlight” [12].

Bottom-up Attention: is derived by an instinct that focuses the attention to the

salient point. The salient point is determined with the low level features gathered from

the scene such as color, orientation etc. A red dot on a white background is an example

that stimulates the bottom-up attention.

Top-down Attention: is to focus on a salient point intentionally. The act of

changing the focus is based on a prior knowledge of what to look for. When we are
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trying to find someone, our attention is mainly derived by top-down attention [13].

Visual Attention Models: Models that describe how attention is deployed within

a given visual scene.

Computational Models of Visual Attention: A type of a visual attention model

that computationally describes the steps of simulating, representing, and testing visual

attention [12].

Units of Attention: Computational attention models rely on a unit in order to

compute attention. Based on theories on HVS, various units are proposed such as

space-based attention [14], feature-based attention [15] or object-based attention [16].

Saliency Map: Feature-based attention models compute selected features from a

given visual scene and create feature maps. A saliency map combines the information

of the individual maps into one global measure of conspicuity [17]. The saliency map

not only enables computational attention models to successfully represent attention, it

also gives the ability to compare and evaluate the results.

While saliency maps are produced by fusing the features extracted from a visual

scene, we can also generate saliency maps from human fixations, thus creating a ground

truth for attention mapping. This is done by recording the eye movements of subjects

while making them observe a scene (or a picture) and using their fixations. After both

the ground truth and computed saliency maps are generated, the evaluation of the

computed saliency map is made over well known metrics such as the area under ROC

curve [18]. Details of this process are described in Section 5.4. Example ground truth

saliency maps extracted from human fixations can be seen in Figure 2.3.
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Figure 2.1. General structure of most bottom-up attention systems. The first step of

a bottom-up attention models is to analyze the input image and extract features.

Once the feature maps are gathered, they are combined into a overall saliency map

with a suitable weighting methodology. Then, the most salient part of the saliency

map is found, to be selected as the focus of attention. Figure is taken from [19].

2.1.1. Static Saliency

The process of computing static saliency starts with extracting feature maps

from a given image. The features may represent bottom-up stimuli such as color and

intensity as well as top-down stimuli like faces and horizon. After feature maps are

generated, they are combined into a single saliency map. A general flow of static

saliency map creation can be seen Figure 2.1.

One of the most recognized study on image saliency is proposed by Itti et al. [20].

They extract bottom-up features from three channels: color, intensity and orientation.

42 feature maps in overall are then fused into an single saliency map (Figure 2.2). The

downside of this approach is that it fails to represent some top-down features such as

faces.

An extension of [20] is proposed by Judd et al. [21] where in addition to the

bottom-up features, top-down features are also integrated to the saliency map. The
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Figure 2.2. The flow of Static saliency algorithm of Itti et al. The general structure

of the flow resembles the flow of Figure 2.1. Figure is taken from [20].

top-down features presented are faces, persons, cars, horizon and center. Output of

face, person, car and horizon detectors are converted to feature maps and added to

the overall saliency. In addition, a center bias is detected in human behavior, stating

that humans tend to look more to the objects that are close to the center of an image.

To include this behavior in their model, they add a feature map that represents the

distance of each pixel to the center of the image.

Added top-down features includes faces, horizon and car, which can be applied

to most images and produce good results. The downside of this method is that it is too

generic, whereas important parts of an image may change according to the context.

For example a basketball may be more important than a face in the audience in a

basketball match photo.



10

Figure 2.3. This figure shows the difference between the static and spatio-temporal

saliency. First two columns are taken from three video sequences. The third and

fourth column contain results of the images shown to the subjects. The fifth and

sixth column are the results of video fixations of the same frames. The static fixation

saliency and heat maps are more distributed. Figure is taken from [22].

2.1.2. Spatio-temporal Saliency

Current spatio-temporal saliency models have emerged as extensions of image

saliency models. The most common way to create a spatio-temporal saliency map is

to extract motion information from consecutive frames and to combine it with spatial

saliency maps [23].

A saliency map is essentially a 2D representation. While videos have time as

their third dimension, motion can be included in saliency computation, which results

in 2D saliency maps for each frame. While this simplifies spatio-temporal saliency

computation, saliency consistency across frames must be observed.

Humans’ attention points in images and videos differ remarkably. We can observe

the continuity of saliency in videos by comparing the fixation maps of frames with the

fixation maps of images. [22] conducted an experiment to observe the difference of fixa-

tions in videos and images. Frame fixation data were collected while subjects watched

videos and image fixation data were collected while subjects were shown random frames

taken from the same videos.
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Figure 2.4. a) Original frames. b) Heat maps of the fixation data. c) Saliency maps

of the fixation data. The consecutive fixation saliency maps are following the same

path with the most important moving object, which is the woman. Frames are taken

from Actions In The Eye dataset [24]. Saliency maps and heat maps are created with

the Fixation Analysis Tool [25].

Figure 2.3 shows the difference between dynamic (video) and static (image) fix-

ation maps.

We can see that the ground truth saliency maps of videos and images have a dif-

ferent structure. We can go one step further and check the eye fixations of consecutive

frames. Figure 2.4 shows the fixation maps taken from Actions in the Eye Dataset [24].

It can be seen that the majority of eye-fixations are concentrated on a small area sur-

rounding a center. In addition to this, the attention centers of consecutive frames are

following a path.
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Figure 2.5. The optical flow map shown in the third column is computed between the

first and the second image. It is created by tracking the points between two

consecutive frames in both x and y direction, and combining them into a single map.

This structure of continuous saliency is a result of the motion in the video. There

are two main ways to utilize motion information: with optical flow fields or with

homography matrices. A homography matrix contains mappings between two consec-

utive frames of a given video, but it does not include detailed information regarding

the moving parts of the frame. As a result, homography matrices are generally used

to represent relative camera motion [22, 26] between frames. On the other hand, op-

tical flow maps give precise motion information of each pixel of a frame. Being rich

in motion information, optical flow maps are being used more widely in video saliency

models [27, 28].

Optical Flow Computation. An optical flow field can be computed by tracking

the interest points across frames. Each optical flow algorithm has a different approach

of doing this. An example optical flow algorithm, also used in this thesis is proposed

in [29]. This method encapsulates the moving pixels in the frame, making it easier to

identify the moving objects.

Let Λ = {zk : zk ∈ R2}Nk=1 be the polygon of interest points at frame I1 and

the flow vector wk connects the kth landmark between frames I1 and I2. wN+1 = w1

constraint ensures that the polygons are closed.

E(wk) =
N∑
k=1

∑
p∈Nk

rk(p)||I2(zk + wk + p)− I1(zk + p)||2 + α
N∑
k=1

hk||wk − wk+1||2 (2.1)

is the objective function where hk is added for the distance between two consecutive



13

interest points hk = β
dk+β

, dk = ||zk−zk+1||, β = d̄k.Nk. rk is the weighting function for

each landmark zk and α coefficient of regularization. While Equation 2.1 is non-linear,

the solution approach is unique to the optical flow algorithm. An example optical flow

map can be seen in Figure 2.1.2.

Most spatio-temporal saliency algorithms use these optical flow maps extracted

from each frame, and create feature maps. An example spatio-temporal saliency al-

gorithm that combines motion with spatial features in a unique way is proposed by

Nguyen et al. in [22]. As common in most spatio-temporal saliency algorithms, they

compute static features and dynamic features, and combine them to achieve the overall

spatio-temporal saliency map. They show that the importance of dynamic and static

saliency maps changes with camera motion. An example may be a pedestal camera

movement, where human fixations lie on the anticipated direction, not on the objects.

In this kind of camera movement, dynamic saliency map has a higher weight in the

overall spatio-temporal saliency calculation. They train two separate neural networks

φi(C
j
M , xj, yj) and φv(C

j
M , xj, yj) such that

S̃ = φi(C
j
M , xj, yj)si + φv(C

j
M , xj, yj)sv, (2.2)

where si is the static saliency map, sv is the dynamic saliency map and S̃ is the

predicted spatio-temporal saliency map.

In order to generate inputs of the neural networks, they divide each frame into

9× 9 pixel patches and compute camera motion CM of each patch j as stated in [30].

These patches are fed to the neural networks along with the position of the patches:

xj and yj (3× 3 inputs come from camera motion homography matrix and two inputs

come from the position values sums up to 11 inputs for each neural network). The

outputs of the neural networks are the weights of the static saliency map and dynamic

saliency map of each patch (9× 9 = 81 pixels correspond to 81 output values).
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The neural networks are trained iteratively to ensure minimizing the loss function

ρ where,

ρ(φi, φv) =
∑
j

||φi(Cj
M , xj, yj)s

j
i + φv(CMj, xj, yj)s

j
v − Sj||22. (2.3)

The training phase takes 40− 50 iterations.

Although training takes a long time because of the iterative neural network train-

ing, resulting saliency maps mostly match with human fixations, increasing the over-

all ROC score of the saliency algorithm. This method is a good representation of

most spatio-temporal saliency methods; it is frame based, with additional motion con-

straints. When we consider applications of spatio-temporal saliency algorithms such

as video retargeting, we can see that salient parts of frames are continuous, and a

suitable spatio-temporal saliency algorithm for video retargeting should focus more on

the continuity of the saliency. An improved spatio-temporal saliency algorithm should

be able to focus on tracking important objects across frames as a human viewer would

do.

2.2. Image Retargeting

Image retargeting is changing the aspect ratio of images by selecting the impor-

tant parts. There are three main image retargeting approaches (Figure 2.6):

• Seam Carving. Removing seams that contain the least amount of information

from the image. A seam is defined as an irregular line of connected pixels (vertical

or horizontal) [31, 32].

• Cropping. Finding a rectangle box that encapsulates the most important por-

tion of the image and discarding the rest [33].

• Warping. Distorting (squeezing) the least important part of the image and

keeping the important parts undistorted [34,35].
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Figure 2.6. The first row is an example of seam carving. The red lines are the

removed seams. The second row is an example of warping. The image is warped with

a mesh where unimportant parts of the mesh are narrowed while important parts are

widened. The third row is an example of cropping. The important part is selected in

the red box and the rest of the image is discarded.

The major difficulty of image retargeting is to estimate spatial saliency effectively.

There are numerous saliency methods that are based on HVS [20, 21, 36–39]. These

approaches computationally model the selective attention process, and mainly depend

on bottom-up (data-driven) features. With the help of saliency extraction, image

retargeting methods are able to achieve satisfying results [31,32,35].

2.3. Video Retargeting

Video retargeting has gained importance with the introduction of smartphones

and tablets as well as with movies being retargeted for small screens in airplanes. These

have limited display sizes, and are frequently used in the display of visual content.
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Figure 2.7. An example zoom-in effect. The rows are: original frames, crop window,

retargeted frames successively. Although in the camera is still in the original frames,

the retargeted frames show a zoom-in effect. The reason is the decreasing crop

window size, which is represented with a red box in the second row.

Studies on video retargeting has started as an extension of image retargeting.

Many studies of video retargeting use methods of image retargeting with adaptations

to maintain the motion flow [3,40]. These methods work well with videos that contain

small amounts of motion. When the video contains fast motion, they fail to adapt to

the flow and create unexpected cuts and waves.

Seam carving and warping can remove/shrink unimportant parts of frames while

the removed parts are not necessarily connected. If applied on a single image, the

integrity can be established with several basic constraints, but in case of a video where

motion is also present as a 3rd dimension, preserving the coherence across frames be-

comes a challenge. They can cause distortions and waving effects when the method

cannot adapt to the motion of the video. If the motion is slow, distortions are generally

not visible since the video is like a still image, whereas fast motion in the background

or foreground can cause serious distortions and waving effects.

Cropping methods do not cause these problems. They rely on a crop window

selected from each frame, which can change size or move in any direction. Since the

selected parts of each frame is preserved as original, there is no quality loss as in seam

carving and warping. The limitation of cropping methods occurs in a different way;

when the viewers’ attention in the frame is focused in a small area, the crop window
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is able to capture the important parts but when viewers’ attention is distributed,

cropping may cause information loss. Cropping methods can also cause virtual camera

movements (Figure 2.7), which is avoided in video editing since it changes the original

setting and mood.

2.3.1. Recent Video Retargeting Methods

We describe here several video retargeting methods that are important in litera-

ture, and represent different approaches in video retargeting.

Rubinstein et al. [41] proposed one of the early works of video retargeting based

on seam carving that uses forward energies to compute the most suitable graph cut.

Each graph cut removes a single seam from all the frames of the video. While the

original seam carving method [32] removes the seam that will cause the minimum

energy loss, [41] proposes to select the seam that will cause minimum energy insertion.

The approach is named as forward energy and combined with the graph cut algorithm,

it enables the method to adapt to the motion of the video in a dynamic manner. While

calculating the energy gain of a possible seam removal, three possible scenarios are

considered. These scenarios can be seen in Figure 2.8.

For the three cases, following adjustments are made on the pixel edges of the

frames; the difference between Left and Right neighbors (Figure 2.8(b)), Left and Up

neighbors for upward arc (Figure 2.8(a)) and Left and Up neighbors for downward arc

(Figure 2.8(c)).

+LR = |I(i, j + 1)− I(i, j − 1)|

+LU = |I(i− 1, j)− I(i, j − 1)|

−LU = |I(i+ 1, j)− I(i, j − 1)|

(2.4)

where I(i, j) is the pixel value corresponding the ith row and jth column of the frame.

After pixel edge weights are adjusted with Equation 4.6, seams with minimum energy

are removed as in [32].
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Figure 2.8. Three possible vertical seam step costs for pixel pi,j using forward energy.

After removing the seam, new neighbors (in gray) and new pixel edges (in red) are

created. In each case the cost is defined by the forward difference in the newly

created pixel edges. Figure is taken from [41].

This method has become a baseline of comparison for recent video retargeting

methods. It is proposed both for videos and images. In order to adapt the method to

videos, the three dimensional frames in x×y×t are rearranged into x×t×y format. By

this way, the two dimensional seam carving method is applied in the x× t dimension.

While this attempt aims to adapt seam carving to video motion, it fails to produce

consistent results temporally.

Yan et al. [5] proposes another seam carving method that improves [32] by

adjusting the selected seams according to the motion of the video. They start by

computing the Energy Map EM of each frame and adjust the EM by comparing it to

the previous frame. At last, the seams that are connected, and having the minimum

energy is selected and removed.

While computing the EM at the first step, they use Sobel Operator where the

gradient of each frame Ii is computed with gradient components
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Gx =


1 2 1

0 0 0

−1 −2 −2

Ii, Gy =


−1 0 1

−2 0 2

−1 0 1

Ii.

After the gradients of all frames are computed, the seam that will be removed

from the first frame is computed directly, as in [32]. This single seam is then divided

into equal vertical parts, and the points having the maximum energy within each part

is selected as Key Point KP . 10 KP ’s are selected in [5].

In order to continue selecting seams from rest of the frames, the KP ’s of the

previous frames are used as reference points. A Matching Area MA of 3 × 3 pixels is

defined surrounding the KP ’s of the previous frames. A Matching Index MI defined

over all pixels P in MA of each KP is computed as follows:

M∗
I (P,KP ) =

SAD(M i
A(P ),M i−1

A (KP ))

255× (2×MW + 1)2
,

MI(P ) = min{M∗
I (P,KP )},

(2.5)

where i is the current frame, SAD is Sum of Absolute Differences, M∗
I is possible MI

defined for each KP . The minimum M∗
I is chosen to be MI . MW is the window size,

and it is selected as three.

Starting from the second frame, a Reward-Punish mapRP is created whereMI(P )

is divided by 0.2. The resulting EM for each frame starting from the second, is calcu-

lated as

E
′

M(Px,y) = EM(Px, y)×RP (Px,y) (2.6)

After the final EM map is calculated, the seams having the minimum energy is removed.

This method is designed as an extension of [41], which is optimized to adapt to

the motion. It can successfully remove seams from the background that are barely
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noticeable. While the major downside of this behavior occurs when the motion is in

the background, and the foreground objects remain unchanged. This limitation can be

observed in Figure 3.2.

Another video retargeting method that uses warping based on meshes is proposed

by Wang et al. [4]. General flow of the method is as follows:

(i) Scale frames according to the method proposed in [42]

(ii) Optimize motion pathlines of the resized frames

(iii) Resize again with computed pathline constraints

(iv) Apply cropping based on the determined natural-width

Resizing the image as proposed in [42] starts by generating the significance map of each

frame. The significance map is denoted by W = Wα × S where Wα = ( ∂
∂x
I2 + ∂

∂y
I2)1/2

and S is the saliency map. A mesh that is applied over the significance map is used to

calculate the deformation of the frame. The aim is to warp the least important quads

of the mesh while applying near-linear scaling to the important quads.

An energy function D = Du + Dl is defined over quads is optimized iteratively,

where Du is quad deformation and Dl represents mesh line bending error. These

functions are defined as follows:

Du(f) =
∑

{i,j}∈E(f)

||(v′i − v′j)− sf (vi − vj)||2,

Du =
∑
f∈F

WfDu(f),

Dl =
∑
{i,j}∈E

||(v′i − v′j)− lij(vi − vj)||2,

lij = ||v′i − v′j||/||vi − vj||.

(2.7)

Here, v are the original and v′ are the deformed vertex positions of the mesh. sf is the

scale factor of quad f , where the vertices v of f undergoes the transition v′ = sfv + ε.
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Figure 2.9. The original, linearly scaled, per-frame resized and the optimal motion

pathlines are shown in red, gray, green and blue, respectively, projected onto the (x,t)

plane. Note that the horizontal offsets between the pathlines are consistently reduced

in the linearly scaled and the optimized trajectories. Figure is taken from [4].

After all the frames are resized by optimizing D, pathlines are extracted from

the video according to the definition in [43]. The aim of this step is to ensure neigh-

boring pathlines go under a similar transition in the resized version of the video. An

explanatory plot can be seen in Figure 2.9.

The optimization is done by balancing the temporal and spacial constraints de-

fined as:

ΩV =
∑
{i,j}∈ε

n∑
t=m

||((sipti + εi)− (sjp
t
j + εj))− si,j(pti − ptj)||2,

ΩI =
∑
Pi

n∑
t=m

||((sipti + εi)− qti ||2,

.

(2.8)

where ΩV represents the temporal coherence and ΩI the spatial shape preservation.

Optimization is done by minimizing Ω = ΩV + µΩI , and µ is selected as 0.5.
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Let ε defines the set of neighboring pathlines, pi is the position of the εth pixel

of the pathline P , and qi is the deformed version of the same pathline. By minimizing

Ω, si and εi are obtained for each pathline P . The resulting optimized pathlines are

then computed as S̃i = siPi + εi. Optimized pathlines are used as positional constraint

while resizing the video for the second time at step (iii).

The natural−width is determined by applying warping with a soft constraint on

the corners of the video. The soft constraint enables frames to get resized to a target

size. This ensures to preserve the critical regions of each frame. The frames are then

cropped so that the critical region of each frame remains.

This method is based on an optimization function that converges to the minimum

error. When D is converged, the method can produce good results. This happens when

the video is not highly dynamic; the possible distortions like waving effects are also

not visible. When the motion is fast, the pathline constraints limit the optimization

function, and it fails to converge. In such cases, the method steps back in optimization

process and repeats the optimization with loosened constraints. This causes the method

to perform slowly, and these cases mostly end with poorly optimized results with

shaking effects between consecutive frames.

The common step in all video retargeting methods is extracting the important

parts of the frames, which is typically done with saliency algorithms that automatically

assign saliency to image parts. Some recent video retargeting methods [8] prefer to

use image based saliency algorithms for the ease of computation whereas others [44,

45] prefer spatio-temporal saliency algorithms to increase the overall quality. Spatio-

temporal saliency methods are not as successful as image saliency methods and this

decreases the quality of the retargeted videos.
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2.4. Discussions

In Chapter 2, we have introduced several concepts that are related with video

retargeting; spatial saliency, spatio-temporal saliency and image retargeting. We have

provided brief explanation of important concepts, and provided several state-of-the-

art studies that are important for the following Chapters. We have discussed that

the spatio-temporal saliency calculation is an important step for video retargeting

applications, thus it effects the video retargeting results.

We have observed the limitations of several video retargeting methods which helps

us shape the boundaries of our proposed method. We have seen that these limitations

differ according to the retargeting approach used in the method, and they should be

observed and be understood in detail in order to propose a new video retargeting

method. The major limitations are related with the motion in the video, and different

video retargeting approaches may handle the motion in different ways.

In addition to this, most video retargeting methods use an existing spatial or

spatio-temporal saliency algorithm. We have seen that the methods that proposes

their own saliency algorithm may achieve better results [4]. This also supports the

importance of the motion in the video, on the results of the video retargeting method.
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3. PRELIMINARY STUDY

3.1. Motivation

In order to propose a valid and meaningful video retargeting method that will pro-

duce good results, we first observed the current state-of-art video retargeting methods.

We have implemented several video retargeting methods that uses different techniques,

and detected the cases where they perform well, and the cases where they produced

distortions.

While most video retargeting methods perform well on images, when applied to

videos, they may cause waving or jumping effects. Thus, we have argued that the main

limitation of all video retargeting methods is related with the ability to include motion

information in the retargeting procedure. This observation leads us to test different

video retargeting methods on dynamic and static scenes separately, and compare the

results. A dynamic scene is defined to have a high amount of dynamic content, like a

running person, or a fast camera motion, while static scenes mostly lack of any kind

of motion.

Not surprisingly, the resulting quality of the static and dynamic videos differ

remarkably. We have concluded that there is no video retargeting solution that works

well with all types of videos. Depending on the distribution of the content, motion of

the camera and amount of texture, the existing retargeting approaches will fail in some

videos, and succeed in others. Thus, for the preliminary study, we propose a hybrid

approach to remedy some of the shortcomings of current video retargeting methods.

Warping or seam carving based methods remove parts of each frame, which are

not necessarily near the edges. When applied to videos, these method must ensure that

the parts they remove from consecutive frames are consistent. This is a challenging

task, and if this condition is not satisfied, retargeted videos can end up with artifacts.

Thus, seam carving and warping methods cause distortions and waving effects when
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the method cannot adapt to the motion of the video. If the motion is slow, distortions

are generally not visible, whereas fast motion in the background or foreground can

cause serious distortions and waving effects.

Cropping methods do not cause distortions or waving effects. They rely on a

crop window selected from each frame, which can change size or move in any direction.

The size and the movement of the crop window should be perfectly consistent with

the original camera motion of that shot. Any change in crop window that differs from

the original camera motion causes virtual camera movements. An expanding crop

window causes additional zoom-out effect or a sudden jump is perceived as an artificial

scene cut. Thus, the output quality of a crop based method can be measured with

the preservation of motion flow, and its success in avoiding virtual camera motion.

The output quality is not affected by the fast motion in the video. It can be argued

that videos containing fast motion are more suitable for crop based methods, since

the center of attention in a frame is focused. In videos that contain slow motion, the

attention is distributed across the frame, making it harder to crop.

3.2. Preliminary Approach

In the preliminary study, we propose a hybrid video retargeting method that will

analyze the input video, and apply the most suitable video retargeting method per

shot. The analysis is aimed to determine the amount of dynamic content of a shot

of a given video. Applying the most suitable retargeting method helps remedy the

limitations related with the motion, or distributed content.

While a video clip may contain multiple shots, we analyze each shot separately.

Let n be the number of shots in a given video. Each shot has a dominant motion class

Mi, i = 1, 2, ..., n where Mi ∈ {fast, slow}. Our aim is to detect Mi, ∀i to apply the

most suitable video retargeting algorithm per shot.

We have trained a Support Vector Machine (SVM) φ in order to identify the

motion class of a given frame. The output of φ gives the motion class of each frame.
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The class that occurs most frequently in a given shot becomes the dominant class of

that shot. The ground truth class labels are assigned by annotation. For training the

SVM, we have used a radial basis function kernel with sequential minimal optimization

method [46].

We have applied two different video retargeting algorithms according to the mo-

tion class we get from φ. We propose a novel cropping approach for shots belonging to

the fast motion class. For shots belonging to the slow motion class, we have applied

an improved seam carving approach proposed in [5]. Note that this hybrid approach

can also be used with different video retargeting methods.

3.2.1. Identifying the Motion Class

Let H = h1, h2, ..., hi−1 be the set of homography matrices between consecutive

frames of a shot, where i is the number of frames of a shot. The motion class of a

frame i can be found by taking into account a window of frames, expressed by the

homography matrices.

H i = {hi−2, hi−1, hi, hi+1, hi+2} (3.1)

Mi = φ(σHi , µHi), (3.2)

The slow motion class represent the frames that contain minimum action and a rather

slow camera motion, whereas the fast motion class contains frames having a rapid

camera movement or an active action in the frame. The classes do not give any infor-

mation about the action occurring in a frame or about the type of the camera motion.

They rather represent the overall amount of motion that the frame contains.

Two motion classes {fast, slow} are sufficient for our purpose since they are

able to represent the limitations of current video retargeting algorithms. Seam carving

and warping based approaches have a good quality performance when the motion is
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classified as slow. Distortions in the background and waving effects are minimal. When

the motion class is fast, the quality of the output video decreases (Figure 3.2).

We have chosen to use homography matrices as a representative of the overall

motion. A homography matrix of an affine transformation provides a mapping between

two consecutive frames indicating a general information about the change between

frames. This change is used as a measure of the dynamic content. The reason that we

have decided to use the affine homography matrices to represent the dynamic content

is that they give general representation of camera motion [30]. We did not prefer using

the optical flow maps since they provide a local representation of motion, whereas the

dynamic content is defined over the whole frame.

3.2.2. Choosing Video Retargeting Method

For the shots belonging to the slow class, we have applied [5], for fast videos, we

propose a cropping based video retargeting method. We first run a recently proposed

spatio-temporal saliency algorithm [22] on each frame of a given shot and threshold

the saliency maps to get the important points of each frame that the cropping method

must cover. The selected spatio-temporal saliency algorithm is proposed specifically

for videos and also takes into account of the camera motion. The details of this method

can be found in Section 2.3.

After extracting the important points to cover in each frame, we proceed with

defining a valid crop window location, represented with the crop window center. The

last step is to define the crop window size for each shot, and to apply cropping. The

steps following the spatio-temporal saliency estimation can be found in Section 4.3,

Figure 4.1.
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3.3. Results

3.3.1. Dataset

We have evaluated our approach on the Camera Motion (CAMO) dataset [22].

CAMO dataset contains 120 short video clips of six different camera motions. Each

video contains a single camera motion in a given shot. The camera motion labels

provided by CAMO dataset [22] are as follows:

• Tilting: the camera is stationary and rotates in a vertical plane.

• Panning: the camera is stationary and rotates in a horizontal plane.

• Dolly: the camera is mounted to the dolly and the camera operator and focus

puller or camera assistant, usually ride on the dolly to operate the camera.

• Trucking: roughly synonymous with the dolly shot, but often defined more specif-

ically as movement, which stays a constant distance from the action, especially

side-to-side movement.

• Pedestal: moving the camera position vertically with respect to the subject.

• Zooming: Technically this is not a camera move, but a change in the lens focal

length with gives the illusion of moving the camera closer or further away.

3.3.2. Output Quality Evaluation

We verify the performance of the proposed approach visually, on a set of videos

selected for their diversity of motion and other conditions like scene clutter, and con-

tent. While visual evaluation is only a preliminary step for an extensive evaluation,

as stated in Section 3.1, the aim of the preliminary study is to observe the possible

deficiencies of different video retargeting methods. In order to achieve our aim, we have

selected both fast and slow videos, and apply two different retargeting approaches.

Figure 3.1 shows several examples taken from the visual evaluation First two rows are

taken from the slow class. Columns show the original frames, results of linear scaling,

seam carving and proposed cropping approach. Since the video belongs to slow mo-

tion class, salient points are not focused on a specific object, but are rather distributed
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Figure 3.1. a) The original frames. b) Results of linear scaling. c) Results of seam

carving by Yan et al. d) Results of proposed crop based retargeting. Figure is best

viewed in color, where problems of both approaches become obvious.

across the frame. These two cases illustrate the limitations of the crop based method,

which tries to capture all the salient points and producing inefficient results. Since the

motion in these videos is slow, there are no waving effects on seam carving results.

The last two rows in Figure 3.1 are frames taken from videos of the fast motion

class and illustrate the limitations of seam carving. In both frames, saliency is focused

around a center, more specifically around faces in this case. This makes the crop based

method more effective since the location to crop is easy to determine. Because of the

fast zooming motion in the videos, seam carving is not able to adapt to the camera

motion and produces waving effects in the background.
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Figure 3.2. a) The original frames. b) Results of linear scaling. c) Results of seam

carving by Yan et al. d) Results of proposed crop based retargeting. Figure is best

viewed in color, where problems of both approaches become obvious.
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One of the main artifacts seam carving causes is the waving effect that occurs

on the background. These effects are visible in the video, but hard to demonstrate on

frame representation as in Figure 3.1. In order to show these waving effects seen in the

video, we have also provided a set of consecutive frames taken from a fast and a slow

video on Figure 3.2. Figure 3.2 contains frames from two video sequences. In the first

case, the video belongs to the fast motion class. We can observe the distortions due

to the high dynamic structure of the video. On the second frame sequence, the camera

motion is slow and the salient content is distributed. This is the main characteristic of

a slow video. In such case, cropping misses some important parts of the frame.

Visual evaluation supports our observation that video retargeting methods have

different limitations, occurring on different types of videos. Visual evaluation on two

main motion classes of videos, with two main types of video retargeting methods shows

that seam carving approaches are more suitable for slow videos, whereas cropping

approaches suits better to the fast videos.

3.3.3. Evaluation of the Motion Classifier

Originally, CAMO dataset was annotated according to the camera motion. In

addition to this, we have annotated 36 of the videos according to their motion class;

fast motion or slow motion. While the camera motion information helps the annota-

tion process (e.g. most zoom-in videos belong to the fast motion class), the camera

motion does not necessarily indicate the motion class of a video. For example, a zoom-

in camera motion can occur both in a fast, or a slow way, and this affects the motion

class of the overall video.

The motion classifier is being tested on annotated movies. We have divided

movies into sets of five consecutive frames such that each frame is included in only

one set. The frames belonging to a shot inherit the shot’s motion class. We have used

200 frames from each class for training, and 100 frames from each class for testing the

SVM. The confusion matrix, precision, recall and F-Score results of the test can be

seen in Tables 3.1 and 3.2.
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Table 3.1. Classification results. Columns represent the ground truth and the rows

represent test results.

Fast Slow

fast 60 14

slow 40 86

Table 3.2. Performance measures of SVM.

Precision Recall F-Score

fast .81 .60 .68

slow .68 .86 .75

Precision, Recall and F −Scores are generic metrics used to evaluate classifiers

[47–49]. For our case, Precision answers the question of how many fast/slow motion

class labels that SVM predicts are actually belongs to that motion class. While recall

gives information about the amount of the fast/slow frames that the classifier predicts

correctly. The formulas of the metrics are as follows:

Precision =
True Positives

True Positives+ False Positives
,

Recall =
True Positives

True Positives+ False Negatives
,

F − Score = 2× Precision×Recall
Precision+Recall

.

(3.3)

Table 3.2 indicates the that the slow motion class has slightly better results. The

movies belonging to slow motion class tend to keep a low amount of motion throughout

the video. As opposed to that, the movies belong to the fast motion class do not

necessarily contain a fast motion all the time. There can be times where the camera

motion decreases or the action slows down. Subsequently, the slow class has a higher

accuracy. The samples that correspond to these times can be classified as slow, even

though the overall movie is in the fast class. While SVM classifies the motion classes

of separate frames, the video retargeting method is preferred according the the motion

class of the shot.
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3.4. Discussion

In the preliminary study, we proposed to use homography to identify a given

video according to the rate of change in its dynamic content, and applied seam carving

or cropping based video retargeting approach depending on the result. We used a

recent video saliency approach to keep track of relevant content, and proposed a novel

cropping method to eliminate virtual camera motion. The resultant hybrid algorithm

produced good qualitative results on the CAMO benchmark. We have published the

preliminary study in [50].

After completing the preliminary study, we have identified a major limitation of

the cropping based video retargeting method, which is preventing information loss, as

well as keeping the parts of the frame that are not necessarily salient, but may be

important for human viewers (such as the hair on top of a head may not not appear

as salient in spatio-temporal saliency maps, but it is important to include it in the

retargeted video for a better viewing experience). While keeping all salient points in

videos having low dynamic content, a successful cropping method should be able to do

so. Equipped with these insights from the preliminary study, we continue to improve

the cropping-based video retargeting method to perform with a more suitable spatio-

temporal saliency algorithm that will prevent the limitations of the current method.
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4. PROPOSED METHOD

4.1. Motivation

After completing the preliminary study, we have seen that the major limitation

of the proposed cropping method is its inability to capture all important parts of a

frame when the video contains low amount of dynamic content. These videos can be

considered as lightly moving images, where viewers take time to observe the scene, thus,

the attention is distributed in a frame. The root of this limitation lies in the spatio-

temporal saliency algorithm. Even thought the spatio-temporal saliency algorithm used

in the preliminary study produces high quantitative results (ROC score), we were not

able to achieve satisfying results in videos having a low dynamic content. As a result,

we continue focusing on improving the spatio-temporal saliency part of the cropping

method.

When a video is being retargeted, important objects must be identified correctly,

and then captured as a whole. Even though some parts of the followed object do not

appear as important in the traditional spatio-temporal saliency maps, a suitable spatio-

temporal saliency algorithm should amplify the whole object, so that the resulting

cropped video does not contain any disturbing cuts.

Since our aim in this thesis is a full stack video retargeting method, including a

suitable spatio-temporal saliency algorithm, the saliency algorithm is designed specif-

ically to improve results of video retargeting. We already have a cropping method at

hand after the preliminary study; the improvements to preliminary study mainly focus

on the spatio-temporal saliency algorithm. In order to represent the overall proposed

method as a whole, we have included the description of both spatio-temporal saliency

and the cropping method in this chapter. The detailed flow of the proposed method

can be seen in Figure 4.1.
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Figure 4.1. Overall flow of the proposed method.
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4.2. Extracting Spatio-Temporal Saliency

For video retargeting, motion saliency of each frame provides a limited represen-

tation of motion continuity. The reason that motion continuity is more important than

discrete motion representation such as optical flow maps or homography matrices can

best be seen in eye fixation data of the videos. Figure 2.4 shows the eye fixations of

consecutive frames. As discussed in Section 2.1.2, fixations of videos have a continuous

structure, so viewers do not directly concentrate on the moving parts of the frame,

but follow a specific moving object.

Motion continuity can best be seen in video cubes rather than in discrete frames,

as shown in Figure 4.2. A suitable way to represent motion continuity is using motion

trajectories. Motion trajectories are a representation of the optical flow map, and

they also provide connectivity between consecutive frames, thus, we have used motion

trajectories to represent the connection in the video cube.

When we observe the Figure 4.2, we can see that the trajectories form groups,

while a group can be defined as trajectories that are following a similar path and

also close to each other. Each group of trajectories correspond to an object in the

scene; for the example in Figure 4.2, these objects are a man, a women and the gap

between them. Some trajectory groups are overlapping with the eye fixation data.

This points that trajectories can be used to represent the eye fixations and provide a

spatio-temporal saliency map, but it is necessary to select the important trajectories.

Gathered from the observations, the steps of the proposed spatio-temporal saliency

algorithm can be listed as; (i) Extracting the trajectories, (ii) Grouping the trajecto-

ries, (iii) Selecting the important groups to preserve in the retargeted video. The steps

ensure that the important objects will remain in the retargeted video as a whole, since

they are followed through the shot, even though the the video has low dynamic content,

and attention is distributed. Details of these steps can be found below.
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Figure 4.2. Illustration of spatio-temporal saliency. Frames are taken from one shot

of a clip of the Hollywood2 dataset [51]. The first row shows a sequence of frames and

the second row is the corresponding ground truth saliency maps. On the third row,

we can see the trajectories mapped into a spatio-temporal video cube and heat maps

extracted from fixation data.

4.2.1. Extracting Trajectories

The first step of the spatio-temporal saliency algorithm is to compute trajectories

from a given video. We have used Improved Trajectories proposed in [53], which are

the improved versions of Dense Trajectories [52]. While computing Dense Trajectories,

they sample feature points from a dense grid, and follow the feature points with the help

of a dense optical flow algorithm [54]. At each frame, for each tracked feature point,

they use local descriptors designed to characterize shape, appearance and motion of

the neighboring pixels.

The shape descriptors of the trajectories are defined over the displacement of the
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Figure 4.3. Illustration of the approach to extract and characterize dense trajectories.

Left: Feature points are sampled. Middle: Tracking is carried out. Right: The

trajectory shape is represented by relative point coordinates, and the descriptors

(HOG, HOF, MBH) are computed along the trajectory in a N ×N pixels

neighborhood, which is divided into nσ × nσ × nt cells. Figure is taken from [52].

trajectory. Let

∆Pt = (Pt−1 − Pt) = (xt+1 − xt, yt+1 − yt) (4.1)

be the shape of the trajectory at time t, the trajectory itself is defined as

T =
(∆Pt, . . . ,∆Pt+l−1)∑t+l−1

j=t ||∆Pj||
, (4.2)

where l is the length of the trajectory. In addition to the above trajectory definition,

at each point, Histogram of Oriented Gradients (HOG) [55], Histogram of Optical

Flow (HOF) [56] are used as appearance and motion descriptors, respectively. Motion

Boundary Histograms (MBHx and MBHy) [57] are computed over the derivatives of

the optical flow.

Improved Trajectories is implemented over Dense Trajectories by taking into

account of the camera motion. They have extracted SURF features [58] and estimated

the homography matrix between frames with RANSAC [59]. The homography matrix

represents the camera motion, which is removed from the optical flow field. Removing

camera motion enables them to capture the moving parts in the video.
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While there are several descriptors accompanying the raw motion trajectories, in

action recognition field -which is the actual field of both Dense and Improved Trajec-

tories studies-, HOG, HOF and MBH descriptors improve action recognition results

remarkably. While these descriptors are important for action recognition, we have not

used them in our study, but we have extracted the original trajectories instead.

The reason we have used Improved Trajectories is to ensure that the trajectory

groups represent the whole objects that they follow. Dense trajectories extracted from

a dense optical flow field yield a successful to a successful grouping. On the other

hand, the major limitation of the improved trajectories method is its time complexity.

Extracting improved trajectories with all features enabled can take up to 200 times of

the length of the original video on a two core machine with 16GB RAM (e.g. a 10

second video can take up to 2000 seconds).

4.2.2. Grouping Trajectories

Trajectories that are following the same object tend to move together. We propose

to define trajectory groups that will follow a similar path. When a trajectory group is

defined as important, all trajectories belonging to than group are labeled as important.

A trajectory can only belong to a single group since trajectory groups represent objects.

Let

τ = {T 1, T 2, . . . , T n}, n ∈ N (4.3)

be the set of trajectories extracted from a shot of a given video where n is the number

of trajectories. Each T i defines a line of pixels

T i = {P1, P2, . . . , Pl}, (4.4)

where l is the length of the trajectory, spanning the time slot between tth − (t + l)th

frames. Each point P of a trajectory is a pixel location x, y. The trajectories are
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computed according to [53]. The length of the trajectories are an input to the system,

which is chosen to be l = 15 since it was the default trajectory length defined in [53].

When a trajectory T i ends at pixel P i
l , a new trajectory is seeded. We define the

distance between trajectories as follows:

Di,j =



1
l

l∑
t=1

||P i
t − P

j
t ||, if bi = bj.

1
l−1

l∑
t=2

||P i
t−1 − P

j
t ||, if bi = bj − 1.

∞, otherwise,

(4.5)

where bi is the start frame of the trajectory T i. T i and T j belong to the same group,

if Di,j < δ.

It is important to adjust the δ value to be able to distinguish between objects.

When it is too high, then most of the trajectories will belong to a single group and

when it is too low, a trajectory group will fail to represent the whole object. The ap-

propriate value for the δ depends on how dense the trajectories are seeded. During our

studies, we find that δ should be smaller than 10 pixels in order to distinguish between

objects successfully. In Figure 4.1, Grouping Trajectories part shows an example with

a threshold of 10.

4.2.3. Selecting important groups

The key point is to understand which objects are important enough to be tracked.

We use saliency maps as a guide to detect these objects.

Detecting important objects have two main cases, (i) following an object that is

present from the beginning of the shot, and (ii) detecting an important object that

is not present at the beginning, but enters the scene during the shot. First case is

rather straightforward since we know the frames that are important to be investigated.

For the second case, we should first detect the frame that the new important object is

entering the scene.
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Figure 4.4. An example dispersion graph. Images correspond to the 50th, 60th, 70th

and 80th frames respectively. As the woman enters the scene between 60th − 70th

frames, the dispersion starts to increase.

As we have observed the ground truth saliency maps of videos, we have seen that

when a new important object enters the scene, the eye fixations start moving to the

newly entering object and fixations becomes more distributed across the frame. This

shows that the frames having more distributed eye fixations than the rest of the shot

may contain newly introduced important objects.

In order to estimate the attention distribution among the frames, we compute

static saliency maps of the frames by using [21], apply a threshold ζ and calculate the

saliency dispersion E of each frame. We have experimented with different ζ values,

since the static saliency maps are normalized between 0 − 1 values, we have chosen
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ζ = 0.7.

Ef =
1

(N f )2

∑
i,j<i

||P f
i − P

f
j ||2 (4.6)

where P f are the pixel locations of frame f for which the saliency map has a non-zero

value and N is the total number of such pixels. The reason that we first apply a

threshold is to eliminate the unimportant and noisy parts of the saliency map. While

the saliency map produces a lot of salient points, we are looking for the distribution

of the most important parts. Dispersion quantifies the distribution of the important

content across the frame [28]. An increase in the dispersion rate may be a sign of

distributed attention, such as an important object entering the scene and competing

with existing objects. An example can be seen in Figure 4.4.

4.2.4. Selecting key frames and getting seed trajectories

After assessing the dispersion of attention for each frame, we proceed to choose

the frames that are important enough to search for newly entering objects. We name

these important frames as key frames. K is the set of key frames where dE
df

= 0,

meaning that we are searching for the frames where dispersion has a peak.

Key frames are thresholded and used to find the set of seed trajectories TS.

T i ∈ TS ⇐⇒ Kk(P i
1) > 0 ∧ bi = k (4.7)

Seed trajectories show us which objects are important, and worth following. Trajecto-

ries that belong to the same group with seed trajectories should be preserved. They

will be used at the next step for video retargeting.
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4.3. Cropping Based Retargeting

After computing the spatio-temporal saliency map, we proceed to explain the

details of the cropping method. Main challenge of a cropping based video retargeting

method is to avoid virtual camera movements and to preserve salient objects. We

propose an optical flow based cropping algorithm that is able to adapt to the camera

motion to minimize virtual camera movements while preserving salient objects.

The flow of the cropping method can be found in Figure 4.1. We start by defining

the important points to be kept in the retargeted video, and proceed with defining

center of crop window for each frame. The centers are aligned to be in correspondence

with the camera motion. The last part is to define the crop window size while ensure

preserving the aspect ratio of the original video.

4.3.1. Extracting important points

Important points are extracted from the selected trajectories at the spatio-temporal

saliency computation step. All points covered by the selected trajectories are defined

as important, and preserved in the retargeted video. First, seed trajectories are used

to create spatio-temporal saliency maps S.

Sni,j =

1, if P k
t = {i, j} & bk + t = n.

0, otherwise.

(4.8)

where n is the number of frames. The paths that the seed trajectories pass through

become salient. After computing S for each frame, we calculate the center of saliency

Ci by taking the mean of the salient pixels in Si. The center of saliency is used as a

guide the select a crop-window at the retargeting step.
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4.3.2. Finding the center of crop window

The center of crop window should follow the camera motion to avoid artifacts.

To estimate the camera motion, we first calculate the optical flow map O as proposed

in [29], we then define a threshold ψ that is used to define the moving parts of a frame.

Once we remove the moving parts of each frame, we obtain the camera motion.

η = O ∗ ψ, (4.9)

where O is the mean of the optical flow map and ψ is chosen to be 0.9. Any region

of the O that exceeds η in both positive and negative directions is defined as moving

parts.

Õx,y =

 Ox,y (−η < Ox,y < η)

0 otherwise
(4.10)

Õ is the updated optical flow map, where pixels having a value smaller than threshold

−η (or greater than η) are removed. Removed pixels correspond to moving objects

in the frame, since their value diverges from the average. The mean of the updated

optical flow map µÕ corresponds to the camera motion. We have normalized µÕ.

For each frame, we calculate the center of the crop window. These centers create

a flow Co for the crop window. This flow should be smooth, and should follow the

camera motion in order to avoid virtual camera movements in x and y directions.

Co
1 = (Ci

1 + Ci
2 + Ci

3)/3, (4.11)

where Ci is the center of the saliency map. The centers of saliency maps of the first

three frames are used to define the beginning of the center of crop window flow Co
1 .

Co
i = Co

i−1 + µÕi
i = 2, 3, ..., n. (4.12)
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For the rest of the frames, centers are shifted by the camera motion µS̃o of the current

frame using Equation (4.12).

Crop window size estimation. After determining the center of crop window

for each frame, we estimate the size of the crop window, which is fixed for each shot

in order to avoid virtual camera movements in the z direction.

Γ = (x, y) such that Sx,y > 0 (4.13)

The crop window size Γ is determined as the minimum size possible that will include

all points in Γ. The points in Γ that cause the crop window to exceed the frame

boundaries are discarded. Since the size of the crop window is fixed per shot, virtual

camera movement in the z direction is eliminated. The video saliency computation

ensures that the relevant objects are included in the cropped frame.

4.4. Conclusion

As a summary, the proposed approach contains two main steps; a spatio-temporal

saliency calculation using motion trajectories, and a cropping video retargeting method.

The spatio-temporal saliency algorithm designed to improve video retargeting results,

while the cropping method relies on the spatio-temporal saliency algorithm to define

the important parts of the video to capture. As a result, the most important objects

are always kept in the cropped video by avoiding disturbing cuts.
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5. EVALUATION

This chapter includes quantitative and qualitative evaluation of the proposed

method as well as the correlation between these results. The organization of the chapter

is as follows; we first conduct a research on recent video retargeting evaluation methods.

We then proceed with the quantitative analysis. For the spatio-temporal saliency

algorithm, we have used a common quantitative metric to compare it with two other

saliency methods. For the results of cropping, we have used 12 general video quality

measures applied to the results of six different retargeting methods. For qualitative

evaluation, both visual evaluation and a user study are provided. At the end of the

chapter, we provide the correlation between the user study and the video quality metrics

in order to provide a common ground for video retargeting evaluation, and propose a

new metric by fusing the results of 12 measures.

5.1. Related Work In Video Retargeting Evaluation

Video retargeting results can be evaluated both qualitatively and quantitatively.

While quantitative evaluation is not as common as qualitative evaluation, conducting a

user study is the most common way to do the quantitative analysis. We have surveyed

the recent video retargeting studies to find out about the common ways of evaluating

these methods. We summarize our findings in Table 5.1.

As can be seen in Table 5.1, performing a user study is common, while only few

studies do a quantitative evaluation. The dominance of user study over quantitative

metrics points to a lack of baseline for quantitative evaluation. Several state-of-the-art

methods that include quantitative studies propose new metrics for output video quality

assessment.

Lin et al. [10] uses correlations between motion trajectories. They extract mo-

tion trajectories from both original and retargeted videos, match the trajectories and

compute their correlation. The correlation should be high for a successful video re-
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targeting. This metric is proposed as an intermediary step of their video retargeting

approach. The correlations are calculated, and they are optimized during the retar-

geting process, so the resulting video has the best possible results. This metric is not

suitable to apply to all video retargeting methods because it is based on pathline corre-

spondence between original and retargeted video. If the compared retargeting method

is not based on pathline optimization, their results will decrease directly regardless of

their visual quality.

One of the main limitations of most video retargeting methods is the temporal

incoherence. Bo et al. [8] define a jittery metric that measures the amount of warping

occurred on the retargeted video. They utilize a grid structure in their video retargeting

method and warp frames according to the informativeness of each grid cell. The change

of each grid cell in the retargeted video is calculated and used to compute the Jittery

Metric. Although the idea of a jittery metric that is designed for video retargeting is

brilliant, this metric shares the same limitation with [10]. In order to compute it for an

arbitrary video retargeting method, the retargeted videos should be reverse engineered

and the grid structure should be extracted. This may be problematic for example in

crop based methods since the retargeted video and the original video will not have

comparable grids.

Wang et al. [60] measures deformation by comparing salient curves extracted

from original and retargeted videos. In addition, they propose a temporal consistency

metric that compares the optical flow maps of retargeted frames by taking the original

optical flow maps as ground truth. While extracting salient curves can not be applied

on all retargeting approaches, extracting optical flow maps are straightforward, so the

temporal consistency metric can be extended for all video retargeting methods. The

downside of this approach is its runtime to perform the comparison of two retargeting

methods. Since the first step is to compute optical flow maps of both original and

retargeted videos, the overall procedure is lengthy.

Two major limitation of various video retargeting approaches are information

loss and distortion. Because of this fact, Wang et al. [9] defines the quality of a video
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retargeting method over two metrics; Information Maximization (IM) and Deformation

Minimization (DM). Cropping based methods do not cause distortion or any related

artifacts, but they suffer from information loss, which can be measured with IM. On the

other hand, the opposite applies for seam carving and warping methods. DM metric

aims to measure the distortion of the latter group. They have made an extensive

study to create ground truth labels of informative areas in videos to measure IM.

DM is defined over aspect-ratio changes of grid cells. While this measure for video

retargeting is appropriate for all cropping, warping and seam carving approaches, it

requires an extensive annotation process.

Most of the metrics in video retargeting are defined specifically for their own

retargeting methods. They either require a detailed annotation, or for different reasons

cannot be applied uniformly to different retargeting methods.

We propose to use a selection of video quality metrics that will be applicable to

all videos. We use these metrics to reveal the correlation between video quality and

the conducted user study. These metrics can be used as a baseline to evaluate future

video retargeting methods. We have used 12 generic image and video quality metrics

and compare our results with four other video retargeting methods. In addition, we

have used a state of the art spatio-temporal saliency algorithm and applied cropping

video retargeting method.
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5.2. Dataset

We have selected Hollywood2 dataset [51] for both quantitative and qualitative

evaluation. Hollywood2 dataset contains 3669 short clips taken from 69 different Hol-

lywood movies. The dataset is annotated with 12 classes of human actions occurring

in 10 different settings (i.e. scenes). Various human actions contain different amounts

of dynamic content, combined with different settings provide a rich resource for video

retargeting evaluation.

The Hollywood2 database has a wide variety of actions and scene settings that

makes it suitable for this thesis. Dynamic content affects quality results of video

retargeting remarkably (Chapter 3); a shot having a fast motion may result with a

shaky retargeted video. Since Hollywood2 videos both have static and dynamic scenes,

we are able to investigate the quality results of different methods on different levels of

dynamic content.

Another major benefit of Hollywood2 dataset is it’s readily available eye fixa-

tion dataset Actions in the Eye [24]. The dataset contains eye fixation of 16 subjects

recorded while watching Hollywood2 videos, summing up to 669.187 fixations in to-

tal. Existence of an available eye fixation dataset enables us to perform quantitative

analysis of the proposed spatio-temporal saliency without performing an eye tracking

experiment.

We have used Hollywood2 dataset across all steps of evaluation. This way, we

are able to compare the results of separate evaluations. We have selected five videos to

use at all steps of evaluation. The videos are selected for their diversity of motion and

other conditions like scene clutter, and content in order to address the strengths and

limitations of video retargeting methods. Selected videos are used through all steps of

evaluation.
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5.3. Video Quality Measures

For the first step of quantitative evaluation, we have used a set of popular metrics

for video quality assessment. Typically, video quality is assessed frame-by-frame using

image quality measures. We also use several video-based measures, which typically look

at change across consecutive frames. Image quality measures are calculated separately

for each frame, normalized with the corresponding original video for ease of comparison

with other measures, and a single average value is calculated for each video.

The selected videos are retargeted with the comparison methods, and 12 metrics

are applied on the retargeted videos. The explanations of the metrics in more detail

can be found in the following subsections. The results of the metrics on the selected

videos can be found in Appendix (Tables 5.2 - 5.6).

5.3.1. MSE

Mean squared error is one of the most commonly used metrics for image quality.

In order to apply this to video quality, we have computed the MSE between consecutive

frames.

5.3.2. UQI

The Universal Image Quality Index [61] defines image distortion as a combination

of three factors: loss of correlation, luminance distortion, and contrast distortion. As

can be understood from its name, UQI increases with image quality.

5.3.3. Blur

Blur is one of the most commonly used metrics for image quality measurement.

We have used a state-of-art no-reference blur measure [62].
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5.3.4. Focus

Focus determines the depth of every point on the frame from the camera lens.

Depth map calculation is an indicator of the amount of information at each depth and

a change in depth map signals a change in the quality of the frame.

We have used the focus computation proposed in [63], which uses steerable filters

[64]. Frames are convolved with steerable Gaussian filters spaced at 45◦ orientations

{0◦, 45◦, 90◦ ...}. The maximum value generated by different filters are used to define

the depth value of each pixel in the depth map.

5.3.5. Sharpness

Sharpness is an indicator of the amount of detail in an image. We have used the

method proposed in [65], which is a fast variant of the Global Phase Coherence [66]

used for image quality assessment and automatic image restoration.

5.3.6. Brightness/Contrast

Brightness is one of the first metrics that is used in image quality assessment.

While computing the brightness map of each RGB frame, we have used the following

equations:

Yi,j = 0.299 ∗Ri,j + 0.587 ∗Gi,j + 0.114 ∗Bi,j,

Di,j = Ȳi,j,
(5.1)

where Ri,j, Gi,j, Bi,j values correspond to the Red, Green and Blue values and Di,j is

the brightness value at pixel i, j.
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5.3.7. Compressiveness

We propose compressiveness as a possible measure of information loss. Compres-

siveness is a proposed metric that measures the information loss. We have applied

H.264 compression to both retargeted and original videos [67]. The decrease in the size

of the video gives a clue about the information in the video.

5.3.8. PSNR

Peak Signal to Noise Ratio is another popular image quality metric. PSNR

measures the ratio of the maximum MSE, and the actual MSE of an image. As MSE,

PSNR is computed over errors between consecutive frames.

5.3.9. Jerkiness

Jerkiness measures the amount of motion change across frames. This is computed

by following the location of various points through frames. The mean change between

frames correspond to the mean change of the tracked points. As jerkiness increases,

comprehensibility of the video decreases.

5.3.10. VIF

Visual Information Fidelity measure is an information theoretic measure that

utilizes natural scene statistics [68]. VIF does not define distortion, but defines the

fidelity of the image. VIF can take values between [0,∞], where zero means no fidelity

and infinity means perfect fidelity. We have normalized the VIF value of a retargeted

frame with the VIF value of the corresponding original frame in order to compare

retargeting methods. A VIF value closer to 1 indicates a closer match to the original

frame and a higher quality.
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5.3.11. Divisive Normalization

Divisive Normalization image quality metric proposed in [69] that is inspired by

the human visual system. An input image x is first analyzed in terms of scale and

orientation by a set of orthogonal 4-scales QMF wavelet transforms, Ui,j.

5.3.12. SSIM

Structural similarity index (SSIM) [70] is an image quality metric that is based

on the human visual system (HVS). They state that HVS is highly capable of extract-

ing structural information such as luminance and contrast, thus, the SSIM provides

information about local luminance, contrast and structure patterns in an image. An

overall SSIM score is computed using

Σ(x, y) = f(l(x, y), c(x, y), s(x, y)), (5.2)

where l, c and s represents channels for luminance, contrast and structure channels .

Details of the calculation of l,c,s and f can be found in [70].

5.4. Spatio-Temporal Saliency Evaluation

The second step of the quantitative evaluation is assessing the success of the

proposed spatio-temporal saliency algorithm. One of the most popular metrics used in

saliency evaluation is the area under the Receiver Operating Characteristic Curve [18].

ROC represents the ratio of false positive decisions versus true positive decisions.

In image saliency, an ROC curve is the correctness of the saliency map compared to the

human fixations of the same image. For a selected region of the image, the percentage

of the false positives (points that saliency map shows as salient, but does not contain

any human fixation) on the saliency map is plotted against the true positives (points

that saliency map shows as salient, and contain human fixations).
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The steps to draw an ROC curve can be seen in Figure 5.1. While drawing the

ROC curve, the saliency map is thresholded, and the ROC value of the thresholded

portion is added to the plot, resulting a curve starting from zero and ending at one as

we continue to cover all parts of the image. At the point where 100% of the saliency

map is covered, 100% of the human fixations must also be covered, so the finishing

point of the ROC curve is always one. An ideal saliency map that perfectly represents

the human fixations does not contain any false positives at any threshold level. On the

other hand, the worst case scenario includes a random saliency map where half of the

image is salient. This case is called Chance Condition where the saliency map covers

half true and half false positives for all threshold levels. The ROC curve for the best

and worst case scenarios can be seen in Figure 5.1. For the best case scenario, the area

under ROC curve is 1 while for the chance condition, the ROC score is 0.5.

The proposed spatio-temporal saliency algorithm has been run on each frame of

the selected five videos. The ROC of each frame is calculated separately (by utilizing

the fixation maps of [24]) and combined into one ROC curve map. The results can

be found in Table 5.7 along with the results of two comparison methods: Nguyen et

al. and Itti et al. baselines. The details of the compared spatio-temporal saliency

algorithms can be found in Section 2.1.

As can be seen in Table 5.7 the quantitative results of the proposed spatio-

temporal saliency method lie between Nguyen et al. and Itti et al. The proposed

spatio-temporal saliency algorithm is designed to improve video retargeting quality, so

improving ROC results was not our primary concern. Although the AUC results of the

proposed method is lower than Nguyen et al., what is more important is the results

of the user study since it is much more reliable for evaluating the video quality.
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Figure 5.1. The first two row shows the steps while drawing the ROC curve of a

selected image. The x axis of the ROC curve is the proportion of covered salient

points (calculated) and the y axis is the proportion of the human fixations (green

marks). The best possible saliency map and the random saliency map can be seen on

the second row, along with their ROC curves.
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Table 5.7. ROC curve and AUC results. Methods are run on the videos selected for

user study and the graph shows the mean values over five videos.

[Itti et al. 1998] [Nguyen et al. 2013] Proposed Method

AUC 0.6234 0.7125 0.6459
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5.5. Visual Evaluation

We have compared the results of the proposed method with the following ap-

proaches; linear scaling, Rubinstein et al. [41], Wang et al. [4] and Yan et al. [5] on

the selected five videos. These methods are selected to cover different types of video

retargeting techniques such as seam carving and warping. In addition to this, we have

used a recent spatio-temporal saliency algorithm proposed by Nguyen et al. [22], to

apply to the proposed cropping method. This is done to visually evaluate the success

of the proposed spatio-temporal saliency algorithm. Details of the retargeting methods

and the spatio-temporal saliency algorithm can be found in Section 2.3.

Figure 5.2 shows some example frames taken from the selected videos. It is

important to note that while some of the distortions are visible in the figure, it is

challenging to capture the shaking and waving effects in the still images.

The first column includes a close up shot of a man’s face. This video has similar

results for all retargeting methods, since it is mostly static, the seam carving and

warping solutions produces good results, and the content is in the middle of the scene,

which makes it easier to crop.

The second column includes one of the challenging cases for all retargeting meth-

ods. Rubinstein et al. produces distortions in the background while Yan et al.

produces distortions on the foreground objects, such as woman’s legs. While Wang

et al. produces rather good results by keeping the foreground objects (people) undis-

torted, minor distortions in the background are visible such as bended curtains and

walls. While in the image case, these sorts of distortions are not perceivable, in the

videos, they may cause waving effect, which catches attention. This video is also chal-

lenging for both cases of the proposed methods, as the people are moving throughout

the scene. This causes the woman to be cut, while only her face and the baby she is

holding are visible.
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Figure 5.2. Results of comparison methods on selected videos from Hollywood2

dataset. Same videos are used in user study. Figure is best viewed in color.
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The third column belongs to a scene where the most important object is the man

on the foreground, while there are also other people in the background. While both

Yan et al. and Wang et al. produces distorted results, Proposed Method + Nguyen et

al. and Rubinstein et al. produces information loss. While the Proposed Method cuts

the top of the man’s hat, all important information including the stick he is holding in

included in the cropped video.

The last column includes a scene where the woman enters from the right and

approaches to the window, then turns back to make a call. Yan et al. produces

some distortions on the areas around the woman, and Wang et al. causes distortions

around the object in front of the window, while the artifacts of Wang et al. are

barely perceivable. While both cases of the proposed method can capture the woman,

Proposed Method + Nguyen et al. provides a wider representation of the scene. On

the other hand, Rubinstein et al. fails to adapt to the motion of the woman returning

back to the desk from the window, thus cuts the woman out. After a short time, the

woman appears back in the scene as Rubinstein et al. adapts to the motion, causing

an effect of the woman disappearing from the scene and appearing back, from nowhere.

5.6. User Study

We have conducted a two-fold psycho-visual evaluation that measures the visual

quality of the proposed method. The two-fold evaluation is designed for assessing

the success of both the proposed spatio-temporal saliency algorithm and the over-

all proposed cropping video retargeting method. Since there is no widely accepted

quantitative metric for video retargeting evaluation, psycho-visual evaluation is highly

important for estimating the success of the proposed method.

The first component of the psycho-visual evaluation includes five video retargeting

methods; Linear Scaling, Rubinstein et al. [41], Wang et al. [4], Yan et al. [5] and the

overall proposed video retargeting method. The second component aims to measure the

success of the proposed spatio-temporal saliency algorithm alone. Since it is designed

to improve the results of the video retargeting, the best way to evaluate its success
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is to replace it with an alternative spatio-temporal saliency method. Thus, second

component includes the results of a recent spatio-temporal saliency algorithm proposed

by Nguyen et al. [22], combined with the proposed cropping method.

Psycho-visual evaluation includes a user study where subjects are asked about

their preference of the retargeted videos to determine the methods that are preferable.

While presenting the retargeted videos to subjects, we have used the paired comparison

approach presented in [71].

5.6.1. Experiment Setting

We have designed a web-page for the user study, which ensures all subjects view

the videos with the same setting (same size, same distance from each other etc.). The

evaluation web-site can be reached from the author’s personal web-site.

Five videos are selected from Hollywood2 dataset. Selected videos are downsized

to 225× 400 pixels. The size of the retargeted videos is chosen to be an approximation

of a smartphone screen, since video retargeting targets limited sized displays. Example

frames from the selected videos along with the retargeted versions can be seen in Figure

5.2.

During the user study, at each video comparison, two retargeted versions of videos

are shown along with the original version. The retargeted versions are shown at their

exact sizes (225 × 400) and the original versions are downsized to a width of 400

pixels, preserving the aspect ratio. Both original and the retargeted versions cannot

be enlarged to be viewed in full-screen. The subjects are given two choices for each

retargeted video as Better and Much Better. Figure 5.3 shows our video comparison

setup.

Subjects are not given a chance to select the original video, but can only prefer

between the retargeted versions. While linear scaling is also added as a comparison

method, and it represents the downsized version of the original video, the subjects
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Figure 5.3. An example video comparison page. The original video that is positioned

at equal distance to the retargeted versions is on the left side. Two different

retargeted versions are on the right with two options per video.

are unaware of the situation, making them present an equal interest in all retargeted

versions, rather than selecting the original version directly.

An equity option between the videos is also not presented to the subjects, which

can end with a draw for the comparison. Equity option is omitted to enforce subjects

examine the videos in detail. There are some video pairs that slightly differ especially

viewed in a small sized display. The comparison results of these videos are assumed

to be uniformly distributed between two choices, since all comparisons are shown in a

shuffled manner.

Subjects are asked to select the video that is most appealing to them, and not

been provided with any other prior information regarding the aim of the experiment.

They are informed about the setup of the experiment: how the videos are going to be

shown, and how they should make a selection. They are also provided with a trial page

that has the same setup with the video comparison pages. The answers on the trial

page are not recorded and not added to the results of the experiment.
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Figure 5.4. The form provided at the beginning of the user study.

Before video comparisons, subjects are given a brief form (Figure 5.4) that in-

cludes Age and Gender input values along with four questions that may affect the

answers of the subjects. The questions that are asked to subjects are:

• Have you ever edited a video?

• Do you have any experience in cinematography?

• Are you related with the field of computer vision?

• Do you have vision impairment? (This applies if you are myopic/astigmatic, even

if you are wearing glasses/contact lenses)

After subjects complete the experiment, they are also given a survey (Figure 5.5)

to understand the most disturbing artifact in the retargeted videos. The list of possible

impairments contains shakiness, cuts and jumps, information loss, distortion and blur.
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Figure 5.5. The survey provided at the end of the user study.

5.6.2. Results

Table 5.9 shows the overall pairwise comparison results of the methods (summed

over videos and subjects). 34 subjects have participated in the experiment, each voting

in all 75 comparisons. There were in total of 2550 pairwise comparisons while each

method is subjected to 850 comparisons, and each method pair is compared 170 times.

There were 17 female and 17 male subjects participated in the survey and their ages

are between 18− 54.

Table 5.8. Overall preference ratios of the comparison methods.

Overall Ratios (%)

Linear Scaling 88.59

[Rubinstein et al. 2008] 11.06

[Wang et al. 2011] 31.41

[Yan et al. 2013] 30.82

Proposed Method +[Nguyen et al. 2013] 65.29

Proposed Method 72.82
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As can be seen from Tables 5.9, linear scaling is the most preferred method,

which is expected since it represents the original version of the videos. Among other

video retargeting methods, the proposed video retargeting method outperforms the

state-of-the-art video retargeting methods.

While both proposed method combined with Nguyen et al. and the overall pro-

posed method is highly preferred over other methods, there is also a smaller, but a

significant difference between Nguyen et al. and proposed spatial-saliency algorithm.

Significance Test: We have conducted McNemar’s test [72], which is suitable

for dependent binomial data. For each method pair Ji, Jj the hypotheses are as follows,

H0 : pJj = pJi

H0 : pJj 6= pJi ,
(5.3)

where pJi denotes the probability of the occurrence of event Ji. The test statistic χ2

has a chi-squared distribution with one degree of freedom is defined as

χ2 =
(NJi −NJj)

2

NJi +NJj

. (5.4)

Here, CJi is the number of the times that method Ji won over method Jj.

After applying McNemar’s Test on each pair of methods, we have reported the sig-

nificance levels to reject the null hypothesis H0. Results can be seen in Table 5.9. The

significance level to reject H0 for “Proposed Method + Nguyen et al.” and “Proposed

Method” is remarkably low. This states that the proposed spatio-temporal saliency al-

gorithm outperforms Nguyen et al.’s spatio-temporal saliency algorithm despite having

lower results in quantitative comparison (Table 5.7).

Another remarkable fact is the small difference between Wang et al. and Yan et

al. These methods are preferred nearly equally, and the difference between them can

be interpreted as chance.
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Rank Analysis: We have applied the Bradley-Terry Model [73], which is de-

signed for ranking the objects in pairwise comparisons. The model assigns the proba-

bility P that object i obtains top ranking over object j as

P (i > j) =
πi

πi + pij
, i 6= j, (5.5)

where πi represents the worth parameter of the object i. Since worth parameters of

objects depend on each other, an object is selected to have zero worth. The worth of

the other objects are relative differences (delta) with the baseline object.

Worth parameters of objects are estimated by iteratively solving the negative

log-likelihood l:

min
p

l(p) = −
∑
i<j

(
ri,jlog

π̃i
π̃i + π̃j

+ rjilog
π̃j

π̃i + π̃j

)
, (5.6)

with respect to
∑

i π̃i = 1, π̃i > 0, where π̃i is the approximated worth of object i and

rij is the number of times object i is preferred over object j.

Table 5.10 shows the BT worth parameters. Since Rubinstein et al. has the

lowest overall preference score, we have selected it having a zero worth, and calculate

others according to Rubinstein et al.

As can be seen in the Table 5.10, BT worth results are in full correspondence with

the preference ratios (Table 5.8). Each subject has two options while selecting a video,

Better and Much Better (Figure 5.3). Up to this point in evaluation, we have used

the binary version of the selection map, since it is more appropriate for significance

level tests, and preference ratio calculations. But while assessing the worth scores, this

information will reveal not only if one method is preferred over another, but also how

it was preferred.

We have calculated the BL worth score for two cases, the first case is the straight-
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Table 5.10. Worth scores of the compared methods according to the BT Model [73].

Overall Binary Rewarded Difference

Score BT Worth BT Worth

Linear Scaling 753 2.60 2.68 0.082

[Rubinstein et al. 2008] 94 0 0 0

[Wang et al. 2011] 267 0.08 0.06 -0.017

[Yan et al. 2013] 262 0.07 0.05 -0.021

Proposed Method +

[Nguyen et al. 2013]

555 0.63 0.61 -0.018

Proposed Method 619 0.96 0.97 0.008

forward BL worth calculation, whenever a method is selected over another, it gets a

single point, thus, creating a binary selection map for each subject. The second case

is BL worth calculation of the rewarded score, where a selection with Better option

is rewarded with one point and a selection of Much Better option is rewarded with

two points. Thus, each time a method is selected with a Much Better option, it gets

double points against to the compared methods.

The results of both BL scores can be found in Table 5.10 among with the change

between them. When a method is selected with a Much Better option, its worth score

for the rewarded case increases over the binary case. The difference column in the

table is calculated to show the change between binary and rewarded versions. As can

be seen, only the worth values of linear scaling and the proposed method has a positive

change while all other methods’ scores decrease. This shows that the cases where the

proposed method and linear scaling is selected with high certainty dominates other

methods.

5.6.3. Further Inspections of the Results

We have analyzed the results of user study by means of survey, and here are

some interesting facts and findings: 17 of the subjects said they are mostly disturbed
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by shakiness, 13 of them selected cuts and jumps, 12 selected distortions and only three

of them selected information loss. While all subjects have watched the same videos

and see the same artifacts, their preference of the most disturbing artifact changes.

This confirms the fact that preferences are unique to human, and they are hard to be

estimated.

Another observation is that, among the subjects who have selected shakiness and

cuts and jumps as the most disturbing artifact, liner score is much higher while pro-

posed methods are lower. This may point out that the cases where subjects are sensitive

for these artifacts, our method is not preferred. Shakiness and cuts and jumps should

be observed in the proposed method, and this should be marked as an improvement for

our method. Another similar observation is that among the subjects who have selected

information loss as the most disturbing artifact, original and the proposed results are

higher. This shows that our method achieves to preserve information integrity.

Another important fact came out of the survey is; subjects that are related with

cinematography has a higher ranking in the proposed method and Rubinstein et al.

while their ranking for the Linear Scaling is remarkably low. This observation can be

interpreted as the experience in this field brings the insight that the original videos

should not be fitted into the target screen directly, and some post-editing is required.

While it is important that experienced people are open to the idea of post-editing, it is

also important that they have preferred the proposed method for a suitable automated

post-editing option.

5.7. Correlation of the Qualitative and Quantitative Results

The last part of the evaluation includes the correlation of the user study and the

quantitative video quality metrics. Our aim is to find a general image or video quality

metric that can be applied to all videos, independent of the retargeting methodology

that is used to create them. Since there is no common ground in video retargeting

evaluation, such general metric may serve as an indication for user study results, and

fasten the video retargeting method evaluation.
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We have extracted the preference results of separate videos that are used in user

study, and run a correlation analysis with the results of quantitative metrics presented

in Tables 5.3 - 5.6. The results of the correlation analysis can be found in Table 5.11.

The rows represent the correlation of separate videos and mean represent the total

mean correlation among all videos. While most traditional image quality metrics such

as Blur, Contrast and Jerkiness does not produce consistent correlation results, VIF,

Divisive Normalization, MSE and SSIM has consistent results among videos.

The last row of Table 5.11 contains the mRMR [74] results that show the im-

portance of each metric on the user ratings. mRMR is a feature selection technique

that maximizes the relevancy while minimizing redundancy of features against a given

target. While only several features may be selected as the result of mRMR, we have

not limited the number of output features, so our mRMR results show the order of

importance of the quantitative metrics.

We have also applied linear regression on aggregated and standardized results of

the quantitative metrics, and the user study. The resulting function V (Equation 5.7)

has R2 = 0.8866 and it creates a combined metric that converges most to the results

of user study.

V =MMSE ∗ (−11.9404) + MUQI ∗ (0.0016) + MBlur ∗ (−0.0040) +

MSharpness ∗ (−0.4500) + MBrightness ∗ (0.0024) + MCompress ∗ (−0.3855) +

MPSNR ∗ (−0.0286) + MV IF ∗ (0.0045) + MJerkiness ∗ (0.0328) +

MDiv.Norm. ∗ (−0.0211) + MSSIM ∗ (−0.0057),

(5.7)

where Mx stands for the result of the x metric, and ∗ is the multiplication operator. The

higher results of V indicate better user study results. V can be used as a benchmark

for future video retargeting methods.
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6. CONCLUSION

Video retargeting is an application that is gaining importance with increasing

usage of different sized displays. The main aspect of video retargeting is to avoid

possible artifacts such as artificial cuts, shaking effects, virtual camera movements as

well as information loss. In order to ensure these constraints, the first step is to define

important parts of the video, which is done with spatio-temporal saliency algorithms.

Spatio-temporal saliency maps are defined over each frame, which aim to mimic human

fixations, as well as capturing important objects. A suitable spatio-temporal saliency

algorithm should be able to integrate the motion continuity, as well as keeping the

important parts of frames.

6.1. Contributions

We propose a crop based video retargeting method relying on a crop window for

each frame that ensures the following constraints:

• Covers the important objects in the frame

• Follows a continuous path during a shot to avoid artificial cuts

• Moves in sync with the camera motion, and preserves its size during a shot to

prevent artificial camera movements

While last two items are satisfied with the help of optical flow maps, in order to meet

the first constraint, a spatio-temporal saliency algorithm is required.

We propose a spatio-temporal saliency algorithm based on motion trajectories

to ensure motion continuity. In order to capture all important objects, we detect key

frames by observing the change in spatial saliency maps, then use key frames to detect

the important trajectory groups. This method guarantees to follow important objects,

and keep them as a whole in the retargeted video.
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While the most common qualitative evaluation method is performing a user study,

it is costly in terms of time and work. In order to overcome this challenge of video

retargeting, a common quantitative metric that can be applied to all retargeting meth-

ods, and is able to represent the results of user study is needed. Thus, we use 12

image/video quality metrics to perform the quantitative evaluations, and find the cor-

relation between these metrics and the results of user study.

The correlation reveals that some metrics used in quantitative analysis such as

Divisive Normalization, Visual Fidelity Index (VIF) and Mean Square Error (MSE)

have a higher importance on the results of user study. A linear regression that is run

on quantitative metrics targeting the results of the qualitative evaluation outputs a

new quantitative metric that is a combination of the available metrics. The proposed

metric can be used in further studies on video retargeting, as an indication of the user

study results.

6.2. Lessons Learned

While most criticized artifact of crop based video retargeting methods is the

artificial camera movements, several straightforward constraints can ensure preventing

these artifacts. Information loss stands out as the most challenging task, so we proceed

to design a spatio-temporal saliency algorithm for video retargeting.

The most popular way to integrate the motion information in videos is to utilize

optical flow maps. Optical flow maps are a good way to discretize the motion into

separate frames, which is not suitable for application of auto-editing videos. The

continuity of the motion is the most crucial part in defining the important parts, which

can be accomplished better with motion trajectories.

The most lengthy process while producing a video retargeting method is to eval-

uate its efficiency. During the user study, we have observed that the most disturbing

artifacts vary vastly according to the subject. Some subjects report that cutting the

top of the heads of people was the most disturbing, while other subjects were annoyed
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by waving effects. This aspect makes the qualitative evaluation a crucial step in new

video retargeting methods, while it is also the most costly one.

6.3. Future Work

A major extension of the proposed cropping method is to make it faster. The

bottleneck of the method is the trajectory extraction step, so in order to decrease the

time complexity of this method, one must optimize the trajectory extraction step, or

use a different representation of motion that can be computed faster.

Another improvement may be on extending the quantitative metrics. Since two

outstanding metrics in correlation study are Divisive Normalization and MSE, we can

say that metrics that try to minimize an error function better represent the results of

the user study. More metrics can be found based on this finding, and be included in

the quantitative evaluation.
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52. Wang, H., A. Kläser, C. Schmid and C.-L. Liu, “Action Recognition by Dense

Trajectories”, IEEE Conference on Computer Vision & Pattern Recognition, pp.

3169–3176, Colorado Springs, United States, 2011.

53. Wang, H. and C. Schmid, “Action Recognition with Improved Trajectories”, IEEE

International Conference on Computer Vision, Sydney, Australia, 2013.
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