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ABSTRACT

ANALYZING STEMMING AND SENTENCE
SIMPLIFICATION METHODOLOGIES FOR TURKISH
MULTI-DOCUMENT TEXT SUMMARIZATION

Automatic text summarization is the task of generating a compact and coherent
version of a given text document or a set of text documents. Although there is a
vast number of studies for automatic document summarization on English, there is
only a limited number of studies for other languages, especially for Turkish. Text
simplification aims to reduce the grammatical or lexical complexities of the sentences.
Automatic text simplification systems can be an important part of any NLP task to
improve system performance. In this thesis, we analyzed the effects of applying different
levels of stemming approaches such as fixed-length word truncation and morphological
analysis and the effects of applying text simplification techniques for multi-document
summarization (MDS) on Turkish, which is an agglutinative and morphologically rich
language. We constructed a manually annotated MDS data set, and to the best of our
knowledge, reported the first results on Turkish MDS. Additionally, we developed a
rule-based text simplification system for Turkish that utilizes the syntactic features of
the sentences to identify simplification patterns. Our results show that a simple fixed-
length word truncation approach performs slightly better than no stemming, whereas
applying complex morphological analysis does not improve Turkish MDS in terms of
ROUGE scores. Applying simplification rules that split complex sentences to individual
simpler sentences as a preprocessing step slightly improves summarization performance,
whereas applying a compression-based simplification approach relying solely on rule

matching decreases the obtained ROUGE scores.



OZET

KOK BULMA VE CUMLE SADELESTIRME
YONTEMLERININ TURKCE COKLU BELGE OZETLEME
UZERINE ETKILERI

Otomatik belge ozetleme, verilen bir ya da birden cok belgenin iceriginin kisa ve
kapsayict bir sekilde dzetlenmesi iglemidir. Otomatik belge ézetleme alanmda Ingilizce
dili iizerine yapilmig ¢ok sayida caligma olmasina ragmen, diger diller icin, ozellikle
Thirkege igin, yapilmig ¢ok az ¢caligma bulunmaktadir. Metin sadelegtirme, ctimlelerin dil
bilgisi ve sozliik dagarcigr agisindan icerdikleri karmasgikliklarin azaltilmasini hedefler.
Bu yiizden otomatik metin sadelestirme sistemleri Dogal Dil 1§1eme alanindaki prob-
lemlerde sistem bagarimini iyilestirecek onemli bir agama olarak degerlendirilmektedir.
Bu tezde, farkh seviyelerde uygulanan kelime kokii bulma yontemlerinin ve ciimle
sadelegtirme tekniklerinin Tirkce dili icin otomatik g¢oklu belge 6zetleme bagarimi
tizerine etkileri incelenmistir. Otomatik 6zetleme sisteminin degerlendirilmesi i¢in in-
sanlar tarafindan ozetlenmis bir veri kiimesi derlenmisg, bildigimiz kadariyla Tiirkce
icin ilk ¢oklu belge Gzetleme sistemi calismasi gerceklestirilmistir. Ayrica ciimlelerin
sozdizimsel ozelliklerini kullanan kural tabanli bir ciimle sadelestirme yontemi geligtiril-
mistir. Elde edilen sonuglarda, kelime sonundan harf atma teknigi en iyi bagarimi
elde ederken, detayli morfolojik analiz yontemleri basarimi ROUGE ol¢iitiine gore
artirmamigtir.  Ayrica, verilen bir ciimleyi birden fazla daha sade ciimleye ayiran
cimle sadelegtirme tekniklerinin Ozetleme sistemi oncesinde uygulanmasi bagarimi az
miktarda yiikseltirken, ciimle kisaltmaya dayali ciimle sadelestirme teknikleri ROUGE

olciitii degerlerini diigiirmiistiir.
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1. INTRODUCTION

Since the foundation of the World Wide Web (WWW), people have the ability
to reach extensive, and continuously growing amounts of information resources and
services via the Internet. However, this situation brings its own challenges such as

finding the relevant documents, and absorbing a large quantity of relevant information

1].

Information overload is a continuously growing problem thanks to the online
information which is a click away from us. Speier et al. describes the effect of this

problem as follows [2]:

“Information overload occurs when the amount of input to a system exceeds its
processing capacity. Decision makers have fairly limited cognitive processing capacity.
Consequently, when information overload occurs, it is likely that a reduction in decision

quality will occur.”

To overcome this decision quality reduction possibility, it is important for people
to be exposed to only the important portions of the available information. That is
why systems that can automatically summarize a given content are crucial, and this
motivation could explain the increasing interest to automatic summarization systems

within the Natural Language Processing (NLP) community.

Automatic text summarization can be defined as the task of generating a more
compact but still coherent version of a given text document or a set of text documents.
Actually, the Oxford dictionary defines the word “summary” as “a brief statement or
account of the main points of something”. Referring to this definition, a summary
text is expected to be shorter than the original content, and preserve the important
information and the overall meaning of the main theme. Correspondingly, any text
summarization system should consider these points when producing summaries from

given text documents.



The history of the automated text summarization research has begun in the late
50s. The very first studies in this area considered the problem as an information
extraction problem, and depended only on surface level features like word and phrase
frequency (3], position of the sentences in the text [4] and key phrases [5]. However,
the remarkable increase of interest on this domain was observed in the 90s, possibly
with the application of Machine Learning (ML) techniques on the NLP domain and
the growing public usage of the WWW.

There are several kinds of categorizations used in the literature for summarization
systems, each of which differentiate systems from a different perspective. Systems
can be classified as extractive or abstractive depending on the sentence formation of
the summary. Extractive summaries generally focus on selecting important sentences
that discuss the main concept of the original text, and use the selected sentences in
the summary without any modification. On the other hand, abstractive summaries
strongly consider how to present the important content in a new and grammatically
correct format using complex lexical and syntactic analysis and language generation

techniques (to resemble human summaries).

Text summarization is categorized also according to the number of documents to
be summarized. While single-document summarization (SDS) generates a summary of
one text document, multi-document summarization (MDS) systems try to generate a
summary from a set of related source documents. Multi-document summarization is
fairly harder than single-document summarization, because it should also handle the
redundancy occurring among different documents and maintain the cohesion between

the sentences generated from different source documents.

Another differentiation is in what aspect a summary should be generated. Generic
summaries try to represent all major topics in the original documents as equally im-
portant. Query-focused summaries detect what portion of the text is related to a
given query and generate summaries correspondingly. Comparative summaries empha-
size the differences between documents or portions of a document when producing the

summary.



Although text summarization is a hot topic since the 90s, most of the stud-
ies have only been applied to a small set of languages (mostly English, additionally
Chinese, Arabic and Spanish). The most important problem regarding applying the
proposed summarization techniques to other languages is that generation of a manu-
ally annotated data set for the summarization task is very challenging. There are some
very recent studies that try to collect manually annotated multi-lingual corpora for
future multi-document summarization studies on other languages [6,7]. The MultiLing
Workshop currently collected standardized corpora for eight languages (English, Ara-
bic, Greek, Chinese, Romanian, Czech, Herbew, and Spanish), and they are planning

to increase the language coverage in the future.

Another challenge for transporting the current knowledge base to other languages
is the compatibility issues resulting from the different morphosyntactic features of
the languages. The previous studies in the NLP domain have shown that methods
proposed for languages like English do not generally work well for morphologically rich
languages like Finnish, Turkish, and Czech, therefore additional methods considering
the morphological structures of these languages are needed [8]. For instance, Turkish is
an agglutinative language where root words can take many derivational and inflectional
affixes. This feature results in a very high number of different word surface forms,
which eventually leads to the data sparseness problem. Hakkani-Tir et al. analyzed
the number of unique terms for Turkish and English and showed that the term count

for Turkish is three times more than English for a corpus of 1M words [9)].

There are only a few studies that focus on text summarization on Turkish, all
of which are about single-document summarization. Altan [10] and Cigwr et al. [11]
proposed feature-based approaches, Ozsoy et al. [12] and Giiran et al. [13] used Latent
Semantic Analysis (LSA), Giiran et al. [14] applied non-negative matrix factorization
and used consecutive words detection as a preprocessing step. Even though some of
these studies applied morphological analysis methods, none of them analyzed their

effects in detail.



Although the state-of-the-art systems that rely on the extractive summarization
paradigm obtain promising results on evaluations, they have an implicit assumption
that could cause the generated summaries to be less comprehensive in terms of the
main theme of the documents. They consider document summarization as a problem
that is handled only in inter-sentence level, rather than intra-sentence level. This
is obviously not a genius assumption because there are sentences that discuss more
than one topic in themselves, or sentences that contain explanatory clauses that give
peripheral information about the main topic of the sentence that should be omitted
from a summary document. We believe that detecting the unnecessary information
contained in sentences should be a crucial step for a good summarization system. This

requirement orients us to another NLP problem, which is automatic text simplification.

Automatic Text Simplification is the process of modifying a given text to re-
duce its grammatical or lexical complexity without losing its main content and overall
meaning. This process may include modification of the lexicon, the syntax, or both.
There are several studies that explore the effect of text simplification in the text sum-
marization task [15-18]. These studies have shown that text simplification is indeed a

valuable component for the summarization problem.

The main contribution of text simplification systems in the summarization do-
main is that they provide a way to get rid of the unnecessary parts of the sentences.
This provides two main aspects: one is the gain from space, that is if we could reduce
sentence length for summary sentences, we could include more sentences in the sum-
mary. The other aspect is that summary sentences would be more focused to the main

content, therefore the overall summary would be more precise and readable.

To the best of our knowledge, this thesis proposes the first multi-document sum-
marization system for Turkish. We used LexRank [19] as the main summarization
algorithm of our system, applied and analyzed different levels of stemming methods
such as complex morphological analysis and fixed-length word truncation as a prepro-
cessing step. We also created the first manually annotated MDS data set for Turkish,

which has been made publicly available for future studies.



Additionally in this thesis, we propose the first text simplification system for
Turkish that could be used to improve the performance of various NLP tasks such as
summarization and machine translation. We implemented a rule-based system which
uses the syntactic features of the sentences to identify patterns that could be used to

simplify sentences, by means of compression or splitting.

Lastly, we applied our text simplification system to the multi-document summa-
rization problem by integrating it to our multi-document summarization system. We
examined the effects of using simplification as a preprocesssing or postprocessing step
for the MDS task. We also analyzed the effects of utilizing different combinations of

the proposed simplification rules on the summary performance.

The rest of the thesis is organized as follows. Chapter 2 presents a comprehensive
survey of the multi-document summarization and text simplification problems, as well
as the applications of morphological analysis on Turkish for different Natural Language
Processing (NLP) and Information Retrieval (IR) problems. Chapter 3 gives a brief
introduction to the Turkish morphology. In Chapter 4 we give details about the stem-
ming methods that we proposed and their effects on the summarization performance.
The details about the created data set are also included in this chapter. Chapter 5
provides detailed information about our rule-based text simplification system, details
for the simplification rules, and the evaluation of the system. Chapter 6 examines
the effects of our text simplification approach on the MDS problem. We conclude our

thesis in Chapter 7.



2. RELATED WORK

2.1. Text Summarization

2.1.1. Early History

The first studies that have pioneered automated text summarization research
appeared in the late 50s, and focused on technical documents. The researches done
by Luhn [3] and Baxendale [4] in IBM can be regarded as the pioneer works for the
domain. Luhn claimed that the frequency of the words in an article can be used as a
means of describing the importance of a particular sentence in the article. He ranked
sentences using a function depending on the frequencies of the words in the sentences
(also discarding very frequent words - namely the stop words), then selected the top k

sentences to generate a summary.

Baxendile examined the positions of the sentences in the text as a decision-maker
feature. Exploring nearly two hundred paragraphs to find out in which positions the
topic sentence for a paragraph appears, the author observed that 85% of the topic
sentences were in the first position and 7% were in the last position. Referring to
the found result, he proposed that naively selecting one of these two positions would
be an accurate way of summarizing documents. In fact, the position feature is still
used in many complex summarization system as an important feature, also as a way

of providing a strong baseline.

In 1969, Edmundson [5] utilized cue words and phrases (e.g. significantly, hardly
etc.) and the words appearing in the titles or headings of the documents, in addition

to features proposed in [3] and [4] while determining the importance of the sentences.

1990s witnessed an increased interest in summarization systems, probably with
the contribution of applying machine learning techniques in the NLP domain and

also the increase in the public use of the WWW. While the initial proposed systems



generally assumed feature independence, later methods broke that assumption with

methods like decision trees.

Probably the first study performed learning from data is done by Kupiec et al.
[20]. They used a naive Bayes classifier to decide whether a particular sentence should
be in the summarization or not. In addition to features proposed in Edmundson’s

work, features like sentence length and presence of uppercase words were used.

Lin modeled the sentence extraction problem without assuming that features are
independent, and utilized decision trees to train a classifier using various features like
IR signature (which detects the saliency of the words using a tf-idf like weighting),
query signature (which is a score given to sentences depending on the query words

they contain), presence of quotation, and presence of proper names [21].

Conroy and O’leary considered sentence extraction as a sequence classification
problem and used a Hidden Markov Model (HMM) based approach [22]. By using a
sequence classification model, they aimed to take into account the local dependencies
between sentences. Sentence position, likeliness of words in a document, and sentence

length were the features used by the authors.

Apart from the systems that depend on machine learning techniques, there were
approaches which do not use machine learning and try to solve the problem via mod-
eling the discourse structure of texts. Barzilay and Elhadad applied the lexical chain
theory to the summarization problem [23]. They used WordNet [24] to identify the
lexical chains, then selected summary sentences using some heuristics that depend on

strong lexical chains.

Marcu developed a rhetorical parser to model the discourse relations between
the sentences in a document, and selected summary sentences via a weighted function
of rhetorical relations among sentences [25]. The study was based on the Rhetorical

Structure Theory (RST) [26].



2.1.2. Multi-document Summarization

The first study about generating a single summary from multiple documents is
done by McKeown and Radev in 1995, in which they tried to summarize a series of news
articles on the same event together with a single summary text in an abstractive way
[27]. Their method consists of two components: the content planner (the module that
determines the important content to be included in the summary) and the linguistic
component (the module that determines the words and the surface syntactic form of
the summary). While their work was promising, it was not suitable for extending to
other domains because it had domain specific heuristics generated by hand, also it was
not generating summaries from raw text documents, rather it was using a database

that is previously built by a template-driven message understanding system.

McKeown et al. [28] and Barzilay et al. [29] developed systems that generate
summaries from a set of raw text documents via information fusion and word reformu-
lation. Their system is composed of the following substeps: identification of themes (a
set of similar paragraphs) in documents, information fusion (to detect similar phrases
that are repeated enough to be included in the summary), and text reformulation via
language generation. Theme identification was done by a clustering approach, where
the similarity measure uses syntactic features like noun phrases, proper nouns, synsets
from WordNet and positional and relational information between word pairs in ad-
dition to classical surface-level word features. The information fusion step includes
detection and intersection of common phrases within themes utilizing the statistical
parser developed by Collins [30] and converting parse results to a dependency grammar
representation. At last, a grammatical text is generated using a language generation

system.

In 2000, Radev et al. made a signficant contribution to the multi-document sum-
marization domain by proposing a method for detecting and using cluster centroids
(pseudo-documents which consist of words which have tf-idf scores above a predefined
threshold in the documents of the cluster) to generate summaries [31]. The main con-

tribution of the study was that the proposed system does not depend on any language



dependent tools (i.e. language generation tool or any syntactic parser). The system
was modeled with a bag-of-words paradigm, also it was easily scalable and domain

independent.

In 2004, two similar studies that rely on graph theory were published at the same
time [19,32]. Both works were heavily inspired from the PageRank [33] algorithm used
by Google for web indexing. While TexRank was first applied to keyphrase extraction
and then to summarization [34] solely, LexRank was specifically designed for multi-
document summarization as a part of the MEAD summarization system which applies
additional features like sentence position or sentence length. The main motivation for
using the PageRank algorithm was the assumption that a sentence should be highly
ranked for summarization if it is recommended by (i.e. connected to) many other highly

ranked sentences.

A more recent graph-based study applied minimum dominating set theory to
generate summaries. The system used an approximate minimum dominating set calcu-
lation algorithm to detect the minimum dominating set of a given sentence connectiv-
ity graph. Sentences that belongs to the minimum dominating set are included in the
summary. They adapted the method to different summarization tasks such as generic,

query-based, comparative, and update summarization, and achieved promising results.

An inevitable problem with systems that depend on the supervised learning
paradigm is the need of an acceptable amount of labeled data on which classifiers can
be trained [35]. The problem gets even bigger for the summarization domain because
generating human summaries is a challenging and time consuming process. Moreover,
annotator agreement can be low because summarization is somewhat a subjective pro-
cess. Wong et al. aimed to solve this problem by applying a semi-supervised learning
approach to the summarization task [36]. They co-trained two different classifiers it-
eratively by adding unlabeled training data with top confidence values to the labeled
training set, and re-training the classifiers on the extended labeled data. They obtained
comparable results with their supervised system, while gaining from manual labeling

cost.
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There is an interesting research done in 2013 by Christensen et al. that mainly
aims to maintain coherence in the generated summary texts [37]. Unlike most of the
previous systems that consider sentence selection and ordering as different steps, they
merge these two processes to maintain coherence in the generated summaries. They
model discourse relations among sentences via a graph based on indicators like dis-
course cues, co-reference and deverbal nouns. While their system performs worse than
the previous studies based on the ROUGE evaluation, evaluations done by Amazon
Mechanical Turk (AMT) annotators who are expected to compare summary quality be-
tween system summaries show that the proposed system has produced summaries that
have significantly better quality compared to the previous systems. Their interpreta-
tion of the results is that their system sacrifices content coverage over coherence when
needed, so they have lower ROUGE scores. Their AMT evaluation also gives insight

about humans’ tendency to favor integrity and cohesiveness over content completeness.

There were several studies that are based on mathematical reduction methods,
especially on Latent Semantic Analysis (LSA) [38,39]. LSA is a strong unsupervised
mathematical technique that can model implicit semantic relatedness of the sentences
based on co-occurrences of the words. It provides a way to identify important topics
of the documents without any lexical features. Among studies that applied different
variations of the LSA algorithm to the summarization domain, the main difference is

about the way sentences are scored and chosen.

Gong and Liu used LSA to extract topics in the documents, and then to select
the most representative sentence for each extracted topic [38]. The problem with their
method is that they treated each topic as equally important, which is clearly not the
case. To solve this, Steinberger and Jezek detected the importance of the topics and

selected sentences that touch to several important topics as summary sentences [39].

2.1.3. Summarization for Languages Other than English

While most of the research done on automatic text summarization have only

been applied to English, summarization data sets and systems for other languages like
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Czech, Romanian, and Arabic have also been proposed in the recent years, thanks to
the initiative taken by the MultiLing workshop organizers and community [40]. The
workshop aims to contribute to three domains: multilingual multi-document summa-
rization, multilingual summary evaluation, and multilingual summarization data col-
lection and exploitation. An important output of the 2013 workshop is the creation of
a multilingual manually annotated multi-document summarization corpus standarized

for 8 languages, which can be used for future studies on non-English languages.

2.1.4. Summarization for Turkish

Previous studies on automatic summarization for Turkish only tackled the prob-
lem of single-document summarization (SDS). Altan [10] and Cigir et al. [11] proposed
feature-based approaches that use a comprehensive set of surface-level features. Cigir
et al. analyzed the effects of the individual features on the summarization performance,
and showed that sentence position and sentence centrality feature are the most effective

features.

Giiran et al. compared a feature-based method that combines a rich set of fea-
tures with manually tuned weights and an LSA based method, and showed that the
LSA based method performs better, possibly due to it’s ability to model the semantic

relations between sentences [13].

Ozsoy et al. evaluated a few LSA based summarization methods on Turkish
data [12]. They applied two previously proposed LSA based methods, and proposed
two different methods that are slight modifications of the existing methods. They
show that one of their proposed methods — namely the Cross method which applies
a preprocessing step to remove the possibility of selecting sentences that are not the
core sentences representing the topic, but related to the topic in some way — performs

best.

Giiran et al. applied non-negative matrix factorization (NMF) and used different

preprocessing methods such as stop word removal, stemming and consecutive words
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detection (CWD) — a method which utilizes Wikipedia URL links to find out com-
monly occurring consecutive words in documents like “Domuz Gribi” (Swine Flu) or
“Anayasa Mahkemesi” (Constitutional Court) etc. [14]. Their results imply that while
stemming does not increase performance, CWD slightly increases the summarization

scores, though the increase is not statistically significant.

There is a study done by Pembe and Gilingor which aims to summarize Turk-
ish web documents in a query-based approach [41]. The system firstly analyzes the
document structure (to detect the headings and the sections of the web documents
in a structured way), then generates a summary by selecting sentences depending on
features like location, term frequency and presence of heading words or query words.
They compare their system with Google’s extracts that also depend on the query. Re-
sults show that thanks to the usage of document structure information, the proposed

system performs significantly better than Google’s method.

The effect of morphological analysis for Turkish was analyzed in detail for Infor-
mation Retrieval [42] and Text Categorization [43]. Can et al. showed that using a
fixed-length word truncation approach performs similarly to complex lemmatization-
based stemming for information retrieval [42]. Akkus and Cakici obtained better results
for text categorization with fixed-length word truncation rather than complex morpho-
logical analysis, but the difference was not significant [43]. For other morphologically
rich languages, there is a case study on Greek by Galiotou et. al. [44]. They compared
two available stemmers for Greek, and showed that one of the stemmers performs bet-
ter. Depending on the result, they claim that if better morphological analyzers become

available, summarization performance can further improve.

2.2. Text Simplification

There are several approaches applied to the text simplification problem, which
are generally applied independently from each other and have distinct methodologies.
While some methods consider the task as a lexical simplification problem in which

complex words or phrases are identified and replaced with their simpler alternatives,
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others have made use of syntactic features of the sentences to detect grammatical
complexities in the text and rewrite or drop these complex or possibly unnecessary
parts. There are also a few approaches which apply the machine translation paradigm

to the problem, especially the mono-lingual text-to-text generation approach.

2.2.1. Lexical Approaches

Lexical simplification mainly focuses on simplifying the parts of the text that
have complex vocabulary rather than trying to simplify the grammar of the sentences.
The task generally contains four steps, namely complex word identification, generation
of substitution alternatives, word sense disambiguation, and selection of best synonym

alternative based on ranking.

One of the pioneering studies on text simplification was published in 1999 by Car-
roll et al. [45]. They generate synonym alternatives for complex words using WordNet,
then rank them using the Kucera-Francis frequencies of the words, the most common

synonym is replaced with the original word.

One major drawback of this method and other early studies was that they may
lose the semantic meaning of the complete sentence because of word sense ambiguity,
that is a word can have more than one meaning. In order to distinguish the correct
meaning, contextual information should be used. Word sense disambiguation methods
that consider the context could be used to eliminate alternative synonyms that do
not fit the meaning of the original words in the given context. One study utilized
the built-in structure of WordNet, namely the “synsets” which are groups of words
that are semantically similar, to make word sense disambiguation [46]. Another study
makes disambiguation via context vectors [47]. They collect various information from
the surrounding context of each word to build vector data. Disambiguation is then

done by comparing vector similarities of the alternatives to the original words.

There is a recent study that focused on improving the frequency calculation met-

rics to enhance lexical simplification [48]. This study showed that the most effective
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method for frequency counting is the usage of Google Web 1T 5-gram corpus [49],

which is an extremely huge corpus collected from the web sites indexed by Google.

2.2.2. Syntactic Approaches

Syntactic simplification aims to identify and resolve the grammatical complexities
of the sentences. This may include splitting long and compound sentences to their
clauses, resolving anaphora or just dropping the unnecessary sub-parts. The process is
mainly composed of three phases, namely Analysis, Transformation, and Generation.
In the analysis phase, sentences are parsed and parts that need simplification are
determined. The transformation phase is where modifications are applied to the parse
tree according to some rules (which can be generated manually or automatically). The
generation phase generally includes methods to maintain relevance and cohesion on

simplified versions.

The first system that performs syntactic simplification tried to automatically
learn rewrite rules from an annotated corpus for domain specific sentence simplification,

with the aim of improving performance of other NLP applications [50].

Siddharthan tried to formalize the relation between syntax and discourse of the
sentence in order to preserve the conjunctive and anaphoric cohesive relations during
simplification [51]. The author implemented a rule based simplification platform that
applies rules to simplify sentences using conjunctions, relative clauses and appositions.
After rules are applied, a regeneration procedure is performed to correct anaphoric and

conjunctive cohesion by correctly ordering the splitted sentences.

Jonnalagadda and Gonzalez developed an open source sentence simplification
system to improve information extraction performance in the biomedical domain [52].
They performed syntactic simplification by traversing through the Penn trees of the
sentences to find simplification patterns that are identified by predefined hand-written
rules. Penn trees were generated from the McClosky parser [53]. They showed that text

simplification significantly improved the protein-protein interaction extraction task.
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2.2.2.1. Dependency Parser Based Simplification. Fillipova and Strube proposed an

unsupervised method for the text simplification task by utilizing the dependency trees
of the sentences [54]. They evaluated two different parsers, namely the RASP [55]
and the Stanford PCFG parser [56]. Their method is composed of three steps. In
the tree transformation step, dependency trees are modified using predefined rules like
“inserting an explicit node, and connecting verbs to that node” and “decomposing con-
gunctions”. The tree compression step formulates the task as an optimization problem
and solves using an integer linear programming (ILP) approach that uses an objective
function which contains word importance values (that are calculated similarly to the
tf-idf calculation) and probability of dependencies as parameters. The last step is tree
linearization in which they simply put the remaining words in the original order for
English, but use a more complex approach that considers grammatical features for

German.

Jonnalagadda et al. developed a text simplification system that performs sim-
plification using both syntactic and non-syntactic features to improve performance of
the syntactic parsers on the biomedical domain jonnalagaddaEtAl09. They used Link
Grammar Parser [57] to parse sentences. For simplification, they firstly split the sen-
tence from commas. Then, they iteratively check all the clauses starting from the first
clause, whether the corresponding clause can be a sentence by giving the clause to the
Link Parser and checking if the parse result contains a “S link” which indicates that
the clause can be a sentence. If S link is found, sentence is split from here, and the
next clause is evaluated. If not, the process continues by attaching the next clause to
the previous one, and checking for S link again, recursively. Their method improved

the parser performance significantly.

2.2.3. Machine Translation Approaches

There are a few recent studies that ported machine translation techniques to the
text simplification task [58,59]. Zhu et al. proposed a tree-based simplification model
that performs transformations based on statistical machine translation techniques [58].

Their model covers splitting, dropping, reordering, and word /phrase substitution tasks
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integrally. To train their system, they generated an aligned corpus obtained by mining
Wikipedia and Simple Wikipedia. On the other hand, Wubben et al. applied a phrase-
based machine translation procedure trained on a monolingual parallel corpus [59].
Different to previous systems, they compared their system with previous studies using

human judges who evaluated the quality of the simplified text.

2.2.4. Text Simplification for Summarization

The first theoretical application of text simplification approaches on the text
summarization task appeared in 2000 by Knight and Marcu [15]. They considered
sentence compression as an initial step for the larger problem of text summarization.
Two methods were applied and compared that are based on two different statistical
models, namely the noisy-channel model and decision trees. The system take the parse
trees of the sentences generated by Collins’ Parser as input. Grammaticality is ensured

checking alternative compressions with a grammar learned from Penn Treebank.

Siddharthan et al. proposed the first system that practically applies text simplifi-
cation on multi-document summarization [16]. They performed syntactic simplification
by identifying and then removing appositions and relative clauses using shallow tech-
niques that are based on local context and animacy information obtained from Word-
Net. The only used lexical tools were a POS-tagger and a simple noun-chunker. Their
results show that applying simplification significantly improves the ROUGE scores of

the summarizer system.

Vanderwende et al. applied sentence simplification on topic-focused multi-document
summarization [17]. They generated multiple shortened alternatives for each sentence
by dropping patterns such as noun appositives, gerundive clauses, nonrestrictive rela-
tive clauses and lead adverbials and conjunctions via performing a set of heuristic rules
on the parse trees of the sentences. After these steps, all the alternative simplified sen-
tences are given to the summarizer system together with the original sentences, with
the assumption that their summarization system has the ability to detect and handle

redundancy.
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In a recent study, the effect of text simplification is analyzed for multi-document
summarization on Portuguese [18]. The authors developed a cluster-based summariza-
tion system, and analyzed the effect of performing text simplification as a preprocess-
ing step. They removed appositions, adjectives, adverbs, parentheticals and relative
clauses by detecting them using a constituency parser. Applying text simplification
gave promising results. They also evaluated the effect of using simplification before or

after clustering, and showed that the results were indifferent.
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3. TURKISH MORPHOLOGY

Before diving into the details of our proposed system, we provide a brief descrip-

tion of the morphological structure of the Turkish language.

Turkish is an agglutinative language with a productive morphology. Root words
can take one or more derivational and inflectional affixes; therefore, a root can be
seen in a large number of different word forms. Another issue is the morphological

ambiguity, where a word can have more than one morphological parse.

Table 3.1. Different word forms and their morphological analysis for the stem “gor”

(to see). The derivational boundaries are marked with (DB).
Word Analysis

goren (the one who sees) gor+en(DB)

goriilen (the one which is seen) | gor+iil(DB)+en(DB)

gorily (opinion) gor+iig(DB)

goriiglin (your opinion) gor+iig(DB)+iin

goriisler (opinions) gor+iig(DB)—+ler

goriisme (negotiation) gor+iig(DB)+me(DB)
gorligmelerin (of negotiations) | gor+iig(DB)+me(DB)+ler+in

In Turkish, verbs can be converted into nouns and other forms, and nouns can
be converted into verbs and other grammatical constructs, through affixation [60]. Ta-
ble 3.1 shows an example list of different word forms for the stem “gor” (to see). All the
words in the table have the same root, but the different affixation via derivational and
inflectional suffixes leads to different surface forms which may have similar or different
meanings . When the surface forms of these words are used in a summarization system,
they will be regarded as totally different words. However, if a morphological analysis
method is applied to the sentences before giving them to the summarization system,
words with similar meanings can match during the sentence similarity calculations.

That is the main intuition behind our proposed method.
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4. TURKISH MULTI-DOCUMENT SUMMARIZATION

4.1. Methodology

This section contains detailed information about the application of different levels

of morphological features during the summarization process.

4.1.1. Stemming Policies

In this section, we explain the different stemming methods that we investigated.
All of these stemming policies have been applied as a preprocessing step, before giv-
ing the documents as input to the summarization system. There are four different

methodologies:

4.1.1.1. Raw. In this method, we take the surface forms of words, without applying

any stemming.

4.1.1.2. Root. This method takes the most simple unit of the words, namely the root
form. For example, in Table 3.1, the words “goren”, “goriigiin”, and “goriigmelerin”
have the same root (gor), so they will match during sentence similarity calculations

done by the summarization system.

4.1.1.3. Deriv. Using the Root method may oversimplify words because some words

that are derived from the same root may have irrelevant meanings. In the above
example, “goriigler” and “goren” have different meanings, but they have the same root
(gor). If we use the Root method, we will lose the semantic difference between these
two words. In order to solve this oversimplification issue, we propose to preserve the
derivational affixes, and only remove the inflectional affixes from the words. In this
method, “goriigler” and “goren” will not match because when we remove only the

inflectional affixes, they become “goriig” and “goren”. On the other hand, the words
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“gortigler” and “goriisiin” will match because their Deriv forms are the same, which is
“goriig”. The intuition behind this policy is that derivational affixes are the ones that
modify the meanings of the words that they are appended, therefore they should be
preserved to distinguish the semantically different words having the same root in the

similarity calculations.

4.1.1.4. Prefix. In Turkish, affixes almost always occur as suffixes, not prefixes.! Ad-

ditionally, applying morphological analysis methods is a time consuming process, and
may become an overhead for online applications. Therefore, a fixed-length simplifica-
tion method is also tried, since it is both a fast method and can help to match similar
words while calculating similarities by taking the first N characters of words which
have lengths larger than N. We explored a wide range of N from 3 to 12 to find the
best threshold value.

4.1.2. LexRank

As the summarization algorithm, we used LexRank [19], which is a salient graph-
based method that achieves promising results for MDS. In LexRank, first a sentence
connectivity graph is constructed based on the cosine similarities between sentences,

and then the PageRank [33] algorithm is used to find the most important sentences.

4.2. Experimental Setup

4.2.1. Data Set

One of the greatest challenges for MDS studies for non-English languages is the
lack of available manually annotated corpora necessary for training and evaluating the
systems. That is also the case for Turkish, there does not exist a manually annotated

data set. In this study, we have collected and manually annotated a Turkish MDS data

! Actually in Turkish, the only regular use of prefixation is to intensify the meaning of adjectives
(and less commonly of adverbs), such as “dolu” (i.e., full) and “dopdolu”, or “tamam” (i.e., complete)
and “tastamam” [60]. This type of intensifying is generally not used, also not suitable for news articles.
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set from scratch, and made it publicly available for future studies.?

In order to match the standards for MDS data sets, we tried to follow the specifi-
cations of the DUC 2004 data set while generating the data set. Our data set consists
of 21 clusters, each consisting of around 10 documents. We selected 21 different topics
from different domains (e.g., politics, economics, sports, social, daily, and technology),
and selected 10 documents on average for each topic. The documents were obtained
from the websites of various news sources. The average number of words per document

is 337, and the average number of letters in a word is 6.84 for the collected data set.

For manual annotation, we have generated three reference summaries for each
cluster. Cluster documents are sent to three annotators different from the authors.
We required the human summaries not to exceed 120 words for the summary of each
cluster. We determined the above number by interpolating the limit defined in DUC
2004 data set (which is 665 bytes) to corresponding approximate number of words in

Turkish.

The annotation guidelines provided to the annotators are presented in Appendix A.1.

4.2.2. Tools

4.2.2.1. Turkish Morphological Analysis. In order to perform different levels of mor-

phological analysis on documents, we used the two-level morphological analyzer of
Oflazer [61] and the perceptron-based morphological disambiguator of Sak et al. [62].
The morphological analyzer is actually a rule-based system which takes a word and
divides it to its root word and the affixes that it took, and outputs all possible analyses.

Table 4.1 shows the morphological analyzer output for the word “ocaginda”.

The word “ocaginda” has two possible parses because it may have the meaning

on his/her oven or on your oven depending on the context. To solve this ambiguity

2The data set can be retrieved from the following github repository: https://github.com/
manuyavuz/TurkishMDSDataSet_alpha
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Table 4.1. Output of the Morphological Analyzer for the word “ocaginda”

ocaginda

ocak+Noun+A3sg+P3sg+Loc (on his/her oven)

ocak+Noun+A3sg+P2sg+Loc (on your oven)

problem, we used the morphological disambiguator of Sak et al. which is a perceptron
based disambiguator trained with a corpus of about 750, 000 tokens from news articles.
The accuracy of the disambiguator has been reported as 96.80% [62]. We generated

the Root and Deriv forms of the words using the disambiguator output.

4.2.2.2. MEAD Summarization Toolkit. We used MEAD, which is an open-source

toolkit created for extractive MDS, in our experiments [63]. MEAD is a comprehensive
tool that handles all the necessary processes to generate a summary from a set of

documents (sentence ranking, selection, re-ordering etc.).

We used the LexRank implementation that comes with MEAD as a feature,
together with the Centroid and Position features (each feature is equally weighted) in
the sentence scoring step. We used the default classifier of MEAD, which simply takes
the linear combination of the scores given by the above features as the aggregate score

for each sentence.

After the sentences are scored using LexRank and the other features, the reranker
step starts, in which sentence selection is performed. In this step, summary sentences
are determined in a manner that handles redundancy across sentences. We used the
default reranker which takes sentences one by one according to their scores into the
summary, but skips sentences that are too similar to sentences that are previously
selected as summary sentences. Similarity is calculated using term frequency (tf) based
cosine similarities between sentences, and sentences having cosine similarity higher than

a predefined threshold are considered as too similar.
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After selecting a sufficient number of sentences that fill the given word limit,
MEAD includes the selected sentences to the summary in the order they appeared in

the documents.

We forced the generated summaries not to exceed 120 words. However, we define
the following exception in order to preserve the readability and the grammaticality of
the generated summary. For a candidate sentence S having n words, if the absolute
difference between the threshold (which is 120) and the summary length including
sentence S (say N,,) is less than the absolute difference between the threshold and the
summary length excluding sentence S (say N,,), and if N, is less than 132 (which is
120 % 1.1), we allow the summary to exceed the threshold and add sentence S as the

last summary sentence.

We also required the length of the candidate summary sentences to be between
6 and 50 words (which we found empirically) in order to increase the readability of
the summaries. The reason behind applying this filtering is that very short sentences
generally do not contain much information to become a summary sentence, whereas
very long sentences decrease the readability and fill a significant percentage of the

summary limit.

4.2.2.3. ROUGE. For the evaluation, we used ROUGE (Recall-Oriented Understudy

for Gisting Evaluation), which is a standard metric for automated evaluation of sum-
maries based on n-gram co-occurrence [64]. We report ROUGE-1 (based on unigrams),

ROUGE-2 (based on bigrams), and ROUGE-SU4 (matching bigrams with skip distance

up to 4 words) scores in our experiments.

In a recent study [65], ROUGE-2 with stemming and no stopword removal has
been shown to agree with manual evaluations most, so we give importance to ROUGE-2
while interpreting the results. Also, we computed the ROUGE scores for two different
approaches, namely with partial stemming (we converted each word in the system

summaries and reference summaries to their corresponding Deriv forms before giving
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to ROUGE for evaluation), and with no stemming (we give the summaries without any

modification, i.e., their Raw forms). We do not apply stopword removal.

We interpret all results with ROUGE scores with their corresponding F}-measures

using Deriv stemming in the following sections.

4.3. Evaluation and Results

We ran MEAD with the proposed stemming policies using different cosine simi-
larity threshold values to analyze the effect of the similarity threshold on the summa-
rization performance. As we stated earlier, after the sentences are ranked according
to their scores using LexRank and the other features, the similarity threshold is used
to decide whether to include a sentence to the summary or not. A sentence is not
included to the summary, if its similarity to a previously picked sentence is higher than

the given similarity threshold value.

In our preliminary experiments, we used the default similarity threshold 0.7,
which was found empirically by the MEAD developers for English. However, it pro-

duced poor results on the Turkish data set.

Figure 4.1 shows the Fi-measures for the ROUGE-2 metric for policies with dif-
ferent thresholds. We explored threshold values ranging from 0.15 to 0.7 to see the
effect on the summary performance. Although we explored these values for all Prefix
thresholds from 3 to 12, we report here only Prefix8 (taking the first 8 letters of the
words) which is the best one among them in order to make the chart more readable.
We also examined the effect of similarity threshold on other ROUGE metrics, and

obtained very similar trends, therefore we do not report them here.

In general, Raw and Prefix8 achieve better performances with lower threshold
values, whereas Root and Deriv operate better with relatively higher threshold values.
However, there is no such a direct correlation between threshold values and ROUGE

scores. Raw and Prefix8 policies achieve their best when threshold is 0.35, whereas the
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Figure 4.1. ROUGE-2 scores for different similarity threshold values.

bests for Deriv and Root are 0.5 and 0.55, respectively. Starting from 0.55, ROUGE
scores for all policies seem to converge to very similar values. As we discussed before,
in Turkish, words with similar meanings can occur in text with different surface forms
due to their inflections. Such words can not be matched during similarity computation
if morphological analysis is not performed. Therefore, using higher similarity threshold
values cause very similar sentences to occur together in the summaries, and eventually

result in poor scores.

Table 4.2 shows the best scores obtained by each policy. While the Prefix policies
generally outperform the Raw policy, the Prefix8 policy achieves the best scores for
each metric. On the other hand, the policies that apply complex morphological analysis
(i.e. Root and Deriv) are not able to outperform the simple Prefix and Raw policies.
The Deriv policy performs slightly lower than the Raw policy, whereas the Root policy

obtains the lowest scores for each metric on our data set.
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Table 4.2. Best scores for different policies.

Policy ROUGE-1 | ROUGE-2 | ROUGE-SU4
Prefix8 0.457 0.225 0.231
Prefix7 0.450 0.223 0.227
Prefix10 0.450 0.219 0.226
Prefix6 0.448 0.218 0.224
Prefix11 0.450 0.215 0.221
Prefix12 0.450 0.214 0.219
Prefix9 0.448 0.213 0.222
Raw 0.445 0.210 0.217
Prefix4 0.446 0.209 0.214
Prefixh 0.446 0.206 0.214
Deriv 0.434 0.205 0.214
Prefix3 0.433 0.200 0.210
Root 0.431 0.198 0.207

4.3.1. Discussion

The results show that using a simple fixed-length prefix policy outperforms all
other methods, and applying complex morphological analysis does not improve Turkish
MDS. The poor performance of the Root policy is somewhat expected due to the fact
that, if we preserve only the roots of the words, we lose the semantic differences among
the surface forms provided by the derivational affixes. On the other hand, the reason

behind the observation that Deriv performs slightly lower than Raw is not obvious.

In order to further analyze this observation, we used an entropy based measure,
which is calculated as shown below, to quantify the homogeneity of the clusters in the
data set in terms of the variety of the surface forms corresponding to the Deriv forms
of each word in the cluster. We first compute the entropy for each Deriv form in a

cluster. The entropy of a Deriv form is lower, if it occurs with fewer different surface
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forms in the cluster. The entropy of a cluster is computed by summing the entropies
of the Deriv forms in the cluster and dividing the sum by the number of words in the

cluster (i.e. N).

Dperiv; = {t | tinflected from Derivi}

H(Derivi) = Y —p(t)logp(t)

teDDem'vi

H(C) = Z H(D;rivi)

7

To compare with the data set clusters, we generated random document clusters
by randomly selecting 10 different clusters and then randomly selecting one document
from each selected cluster. The average entropy value for the data set clusters and the
random clusters were 4.99 and 7.58, respectively. Due to this significant difference, we
can hypothesize that the documents about the same topic show a more homogeneous
structure. In other words, a Deriv form is usually seen in the same surface form in a
cluster of documents which are about the same topic. Therefore, the Deriv policy does

not contribute to the task of summarizing documents about the same topic.

During evaluation, we ran ROUGE with the Deriv versions of the human sum-
maries and the system summaries in order to match semantically similar words having
different surface forms. We also experimented with ROUGE using the Raw versions,

but the results followed very similar patterns, so those results were not reported.
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5. TEXT SIMPLIFICATION FOR TURKISH

In this chapter, we describe our rule-based syntactic text simplification system
developed for the Turkish language. Section 5.1 explains our methodology and the
identification of the rules in detail. Section 5.2 describes the collected data set and
the syntactic tools that we use. The last section interprets the results of the human
evaluations performed to quantify the quality of the system output, and presents a

discussion about the issues that could affect the system performance.

5.1. Methodology

We followed the syntactic simplification paradigm while developing our simplifi-
cation system. In syntactic text simplification, grammatical and syntactic features of
the sentences are utilized to identify parts of the sentences which are worth simplify-
ing. In order to determine the syntactic relations between the words in the sentences,
we have utilized the output of the morphological analyzer, together with the depen-
dency relations between words that are obtained using a dependency parser specifically

developed for Turkish [66].

The previous studies on the text simplification domain examined the effects of
using a comprehensive set of grammatical features like conjunctions, appositives, rel-
ative clauses, adjectives and adverbs while simplifying text. Among these, Rhetorical
Structure Theory [26] considers appositives and non-restrictive relative clauses as the
parentheticals, which are structures that provide background information on entities
and relate entities to the discourse of the text. Therefore, removal of these parts rather
than adjectives or adverbs would be more effective while simplifying sentences, because
they do not affect the main meaning of the sentences. This is the theory behind our

choice of simplification rules.
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5.1.1. Simplification Rules

Our simplification system applies three rules in the simplification step. One of the
rules aims to shorten the sentence by dropping the detected relative clauses. The other
two rules aim to split compound sentences into two or more sentences using comma
or semicolon conjunctions and the -ken affix. These rules are explain in detail in the

following subsections.

5.1.1.1. RULE-1: Drop relative clauses. This rule tries to identify the relative clauses

in the sentences and drop them to get rid of the possibly unnecessary parts of the

sentences.

In English, relative clauses are formed by means of relative pronouns such as
who, which and that. On the other hand, in Turkish, relative clauses are formed by
morphemes such as -En, -DIk, -mls and -(Y)EcEk that are attached to the verb stem
of the clause sentence. Unlike English, the above morphemes used in Turkish contain
the tense information of the clause. Consider the following sample sentence and its

English translation. Its dependency parse tree is given in Figure 5.1.

[np [rc Japonya’da yagayan| kardegim| yarin geliyor.

[np My brother, [re who lives in Japan]|, is coming tomorrow.

Here, the relative clause is formed using the -an affix, which makes the tense of

the clause present tense.
Relative clauses provide additional information about the entity that they modify.
Therefore, removing them would not effect the main meaning of the sentence too much.

This is the reason why we applied this rule.

The morphological analyzer identifies the above morphemes with the PresPart
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Japonya'da
Prop
A3sg|Pnon|Loc

LOCATIVE.ADJUNCT

DERIV

yasayan
APresPart

MODIFIER

kardesim yarin
Noun Noun
A3sg|P1sg|Nom A3sg|Pnon|Nom

SUBJECT

geliyor
Verb
Pos|Prog1|A3sg

SENTENCE

Punc

Figure 5.1. Dependency parse of the sentence “Japonya’da yasayan kardesim yarin

geliyor.”. This sentence matches the pattern for RULE-1.
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or PastPart tags according to their tenses in the sentences. For example, here is the

analyzer output for the word “yasayan”:

yasa+ Verb+Pos DB+ Adj+PresPart

While applying simplification, we use this information to detect the words signal-
ing relative clause boundaries, then we traverse the dependency parse tree to remove
all the words that are connected to the clause indicator word together with itself. We
only consider the adjective words (identified via the Adj tag) having the PresPart tag,
because we do not want to remove clauses which themselves are noun phrases with the

assumption that they are most probably a subject or an object of the main sentence.

Currently we only match PresPart tags and not PastPart tags, because while
developing rules via analyzing the sentences in our development data set, we observed
that words with PresPart tag are much more frequent than the ones with the PastPart

tag. In addition, words having the PastPart tag are generally in noun form.

Actually for this rule, we would want to get rid of only the non-restrictive relative
clauses, because restrictive relative clauses generally contain information that is defini-
tive for the entity that they are related to. In English, it is relatively easy to detect if
a relative clause is restrictive or non-restrictive, since a non-restrictive relative clause
is typically preceded by a pause in speech or a comma in writing, whereas a restrictive
clause normally is not [67]. However, in Turkish, there are no such formal distinctions
between restrictive and non-restrictive relative clauses [68]. One possibility could be
to identify the type of the relative clause using contextual information and discourse,
however this is a fairly complex task. Therefore, we currently do not make a distinction

between different types of relative clauses.

5.1.1.2. RULE-2: Split compound sentences into their sub-sentences. In Turkish, there

are compound sentences which connect two related sub-sentences with commas or semi-

colons. These sentences can be divided into their sub-sentences as a simplification step.
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tani
Verb

DERIV

Gnem

bu Hindistan
Det Prop
_ AgsglPnon|Nom

Verb Noun
Pass|Pos A3sglPnon|Nom

DERV DETERMINER MODIFIER
Gnemli de olaya icisleri
Adj Conj Noun Noun
With N A3sg|Pron|Dat A3pl[Pron|Nom
MODIFIER INTENSIFIER CLASSIFIER
genelinde taniniligi slcude Seyid Bakanl adaylgindan
Noun Noun

610 Noun Noun rop lou jou
A3sglP3sglLoc Ness|A3sg[P3sgiNom A3sglPnon|Loc A3sglPnon|Nom A3sglP3sg|Nom A3sglP3sglAbl

LOCATIVE. ADJUNCT ABLATIVE.ADJUNCT

Figure 5.2. Dependency parse of the sentence “Ailenin Hindistan genelinde bu olayla
birlikte taninirhgr onemli olgide artmas, Muhammed Seyid de bu olaya ragmen
Hindistan I¢isleri Bakanhg adayligindan vazge¢memis ve bakanlja gelmisti.”. This
sentence matches the pattern for RULE-2.



33

Consider the following sentence and its dependency parse tree, which is given in

Figure 5.2.

Ailenin Hindistan genelinde bu olayla birlikte taninirhge onemli olgtide artmas,
Muhammed Seyid de bu olaya ragmen Hindistan I¢isleri Bakanhdi adayhgindan vazgeg-

memis ve bakanlhga gelmaisti.

Here, this long sentence can be divided from the comma punctuation mark to

following sub-sentences.

Ailenin Hindistan genelinde bu olayla birlikte tanimirhge 6nemli élgiide artmas.

Muhammed Seyid de bu olaya ragmen Hindistan I¢isleri Bakanld

adayhgindan vazge¢memais ve bakanlhga gelmisti.

For this rule, we traverse the dependency parse tree of the sentence and search
for a node that is connected to a comma or semicolon punctuation with a SENTENCE
dependency label. The SENTENCE dependency indicates that the node is in verb
form and it is the verb of a sub-sentence. If such a pattern is found, we divide the

sentence from the corresponding punctuation into two individual sentences.

5.1.1.3. RULE-3: Split sentences from words having the “-ken” affix. In the English

grammar, the “while” word can be used when talking about different activities hap-
pening at the same time. The corresponding conjunction for Turkish is the affix “ken”.

Consider the following sentence and its its dependency parse tree given in Figure 5.3.

Miiserref Akici carpmanain etkisiyle kaldirima savrulurken, Birol Simsek otobiistin

altinda kalds.

While Muserref Akici skid towards the sidewalk due to the severity of the crash,

Birol Simsek remained under the bus.



Prop
A3sg|Pnon|Nom

DERIV

carpmanin

NInf
A3sg|Pnon|Gen

POSSESSOR
Muserref etkisiyle kaldinma savur
Prop Noun Noun Verb
A3sg|Pnon|Nom A3sg|P3sg|Ins A3sg|Pnon|Dat _

kaldi
Verb
Pos|Past|A3sg

SENTENCE

Punc

MODIFIER SUBJECT DERIV
_ otobusin
Verb Noun
Pass|Pos|Aor A3sg|Pnon|Gen
DERIV notconnected POSSESSOR
savrulurken Birol Simsek altinda
Adv Prop Noun Noun
A3sg|Pnon|Nom A3sg|Pnon|Nom A3sg|P3sg|Loc
SUBJECT LOCATIVE.ADJUNCT
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Figure 5.3. Dependency parse of the sentence “Miiserref Akici ¢carpmanin etkisiyle

kaldirima savrulurken, Birol Simsek otobiisiun altinda kald:.”. This sentence matches

the pattern for RULE-3.
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Here, we can divide this sentence from the word “savrulurken”, because the sen-
tence contains two events that can also be expressed with two different sentences indi-

vidually.

For this rule, we traverse the dependency tree of the sentence and look for a node
that has the While tag in its morphological parse. If such a word is found, the sentence

is divided from this node into two sentences.

5.2. Evaluation

5.2.1. Dependency Parser

For dependency parsing, we used the dependency parsing model developed by
Eryigit et al. [66]. The developed model was generated using the MaltParser [69], a
data-driven dependency parsing system, trained with support vector machines (SVMs)
using the METU Sabanci Turkish Treebank. The Turkish dependency parser is re-
ported to obtain 75.82% unlabeled and 65.68% labeled attachment scores and 67%
F-score for Turkish on the CoNLL 2006 data set of the shared task on multilingual

dependency parsing.

5.2.2. Data Set

For the identification of the rules, we have collected approximately 100 sentences
from online news resources that are complex enough to be simplified. The sentences are
parsed with the pipeline which consists of the morphological analyzer, morphological
disambiguator, and dependency parser. The patterns for the corresponding rules were

identified via manually examining the parse trees of the sentences in detail.

For the test data set, we have collected another set of 205 sentences, again from
different online news sources. For this collection, we do not discard any sentences,
therefore there are also simple sentences that do not need to be simplified. Note that

both the development and the test sentences have been extracted from new articles
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that are not included in our summarization data set.

5.2.3. Human Evaluation

We ran our simplification system on the test data set in order to perform simpli-
fication. Our system proposed a simplification for approximately half of the test data

set (actually 103 out of 205 sentences were simplified).

We evaluated the quality of the proposed simplifications manually with human
judges consisting of ten people.®> We only gave the sentences that were simplified by
our system to the judges. For the evaluation criteria, we defined the following metrics

which were inspired from the study by Woodsend and Lapata [70].

o Simplicity: Quantifies the simplicity of the proposed simplification compared to
the original sentence.

e Grammar: Quantifies the grammatical correctness of the proposed simplification.

e Meaning: Quantifies how well the proposed simplification represents the main

theme of the original sentence.

The judges have been told that their answers will be used to evaluate the quality
of an automatic text simplification system. However, no any information about the
implementation details of the system and the applied rules were provided to the judges.
We required the human evaluators to give a score between 1 and 5 to each metric for

each sentence. Table 5.1 shows the interpretations of the five possible scores that can

Table 5.1. The possible scores that can be given by the human judges and their

interpretations.
1 2 3 4 )

Very Poor | Poor | Moderate | Good | Very Good

3The evaluation guidelines are provided in Appendix A.2
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Table 5.2. The average scores given to each metric by the human judges. The

numbers in parenthesis are the standard deviations.

Simplicity Grammar Meaning

3.334 (4+0.301) | 3.936 (+0.326) | 3.609 (0.387)

be assigned by the human judges.

Table 5.2 shows the average scores assigned by the judges for the three quality
metrics, together with their standard deviations. The scores sit between “Moderate”
and “Good”. The grammar metric is very close to “Good”. Relying on this empirical
results, we can hypothesize that our simplification system proposes acceptable or good

simplifications in general.

5.2.4. Discussion

There are some known deficiencies in our current implementation. Here we discuss

these issues.

An important problem is the low accuracy of the dependency parser. The depen-
dency parser that we use for Turkish has some characteristic errors that seem to be
repeated during parsing. During our analysis of the dependency parse trees of the sen-
tences in the development set, we observed that the parser generally could not detect
correctly the dependencies among words that form named entities or simple adjective

clauses that have numeric adjectives.

Figure 5.4 shows a sample dependency parser result to demonstrate a common
parser error. In this parse tree, the node having the word “3” is considered as a subject
of the verb “acikladi”, while it should have been connected to the node “giin”, because
it actually is a modifier of the word “giin”. When we try to simplify this sentence using

RULE-1 to drop the relative clause of the sentence, we get the following output, which
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gun gok
Noun Det
A3sg|Pnon|Nom _
OBUJECT DETERMINER
Afrika sUr sayida Kkisinin
Prop Verb Noun Noun
A3sg|Pnon|Nom Pos A3sg|Pnon|Loc A3sg|Pnon|Gen
CLASSIFIER DERIV ODIFIER SUBJECT
Cumhuriyeti da slren
Noun Conj APresPart
A3sg|P3sg|Nom _ _
CLASSIFIER INTENSIFIER \MS?FER DERIV DERIV
Orta kizilhag! 3 catismalarda oldaguna
Noun Noun Noun Ninf NPastPart
A3sg|Pnon|Nom A3sg|P3sg|Nom A3sg|Pnon|Nom A3pl|Pnon|Loc A3sg|P3sg|Acc
SUBJECT

LOCATIVE.ADJUNCT OBJECT

aclkladi
Verb
Pos|Past|A3sg

SENTENCE

Punc

Figure 5.4. Dependency parse of the sentence “Orta Afrika Cumhuriyeti kizilhagt da
3 giin siren ¢atismalarda ¢ok sayrda kiginin oldugint agiklads.” (The Red Cross of
the Central African Republic also stated that numerous people died in the battles

which continued for three days.)
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is an ungrammatical sentence:

Orta Afrika Cumhuriyeti kizilhagy da 3 catismalarda ¢ok sayida kisinin oldugiuni
aciklads.

However, if the parser would gave us the correct parse, we would get this output,

which is a grammatical and a well simplified sentence:

Orta Afrika Cumhuriyeti kizilhagr da ¢atismalarda ¢ok sayda kisinin 6ldiguni
aciklads.

This sentence was one of the sentences that obtain poor scores from the human
judges, just because of not removing the word “3”. This tendency of the judges is
acceptable, because the contained error directly destructs the grammar and the mean-
ingfulness of the sentence. Actually this example is a good demonstration of why the
text simplification task could be a fairly hard task. If the proposed system is not very
accurate, the resultant text might not make sense because sentences could easily lose

their readability and understandability because of these types of small errors.

Another problem is the system’s inability to discriminate between restrictive and
non-restrictive relative clauses. While applying RULE-1, our system also removes the
restrictive relative clauses, since there is no a grammatical indicator in Turkish to
detect the type of the clause. Restrictive relative clauses generally contain definitive
information about the entities that they modify, and removing them may cause losing

the semantic completeness of the sentences.

Lastly, we currently do not apply a tense resolution step for RULE-3 which splits
sentences from while (represented with the -ken affix in Turkish). The example sentence
that we gave while describing the rule is simplified as the following two sentences by

our simplification system:

However, a grammatically correct simplification would resolve the tense of the
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Miiserref Akici carpmanin etkisiyle kaldirima savrulurken.

Birol Simsek otobusiin altinda kalds.

first sentence depending on the tense of the second sentence, and modify the word

having the -ken affix like this:

Miiserref Akici carpmanin etkisiyle kaldirima savruldu.

Birol Simsek otobiisiun altinda kalda.

We currently do not focus on tense resolution strategies because our morpholog-
ical analysis policies isolate this problem, while evaluating the system performance for

the summaries.
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6. EFFECTS OF TEXT SIMPLIFICATION ON TURKISH
MDS

We also analyzed the effects of integrating our text simplification system to multi-
document summarization for Turkish. This chapter gives the details about how we inte-
grated our simplification system to the previously developed MDS system for Turkish.
Additionally, the comparison of different strategies like applying simplification before
or after summarization, and utilizing different combinations of simplification rules is

presented.

6.1. Methodology

At first, we integrated our text simplification system as a preprocessing step to
the summarization system. In this method, we give all documents in a cluster to the
simplification system, and generate a simplified document for each document in the
cluster. Then, these simplified documents are given to the summarization system, and
a summary is generated for each cluster. We examined different combinations of the

simplification rules for this approach as explained below:

o SimpALL: All three simplification rules are applied in the simplification step.

e SimpSPLIT: In this method, only rules applying a sentence disaggregation (i.e.,
splitting) policy, namely RULE-2 and RULE-3, are used.

e SimpDROP: This method uses only RULE-1 which is a drop policy that com-

presses sentences containing relative clauses.

Secondly, we investigated how applying simplification after the sentence selec-
tion step affects the summary performance. Our intuition is that we may include
more sentences into the summary, if we can shorten the sentences that are selected
by the summarization system, which can eventually result in more content coverage.

For this approach, we increased the limit for the maximum number of words that can
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be included into the summary from 120 to 300, and generated longer summaries that
contain more sentences. After the summaries are generated, we applied the simplifica-
tion methods on the sentences in the summary, then took sentences one by one until
the limit of 120 words is reached. The resulting summaries were given to ROUGE for

evaluation.

6.2. Evaluation and Results

Table 6.1 and Table 6.2 list the ROUGE scores of different simplification poli-
cies for generating summaries using the Prefix8 and Raw policies, respectively. While
SimpSPLIT performs similar to or better than summarizing without simplification,
SimpALL and SimpDROP cause a noticeable decrease in the summary performance.
The effect of SimpSPLIT is more obvious for the Raw policy, where SimpSPLIT in-
creases the ROUGE scores for each metric. However, for the Prefix8 policy, it only has
a little impact on the ROUGE-2 metric, while it does not change the scores for the
other ROUGE metrics.

Table 6.3 presents the results for applying simplification as a preprocessing or
postprocessing step. The results show that applying the SimpSPLIT method in the
postprocessing step does not affect the performance as opposed to the case of applying it
as a preprocessing step. Generally speaking, using simplification before summarization

results in better scores than using it after summarization.

Table 6.1. ROUGE scores for different simplification policies when the summarization

system is run with the Prefix8 stemming policy.

Policy ROUGE-1 ROUGE-2 ROUGE-SU4
Prefix8 - SimpSPLIT 0.378 0.193 0.185
Prefix8 0.378 0.19 0.184
Prefix8 - SimpALL 0.35 0.163 0.16
Prefix8 - SimpDROP 0.351 0.163 0.16
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Table 6.2. ROUGE scores for different simplification policies when the summarization

system is run with the Raw stemming policy.

Raw - SimpSPLIT
Raw

Raw - SimpALL
Raw - SimpDROP

Policy ROUGE-1 ROUGE-2 ROUGE-SU4
0.376 0.182 0.178
0.364 0.177 0.172
0.347 0.163 0.16
0.347 0.159 0.157

Table 6.3. ROUGE scores for applying the simplification policies before and after

summarization. Results are for the Raw stemming policy.

Policy

Raw - SimpSPLIT - Before
Raw

Raw - SimpSPLIT - After
Raw - SimpDROP - Before
Raw - SimpDROP - After

ROUGE-1 ROUGE-2 ROUGE-SU4
0.376 0.182 0.178
0.364 0.177 0.172
0.366 0.176 0.171
0.347 0.159 0.157
0.340 0.149 0.148

6.

3. Discussion

The detailed analysis of the different simplification strategies provided in the pre-

vious section revealed important results. Firstly, the results showed that using only

the splitting rules improves performance, whereas using the drop rule causes a sharp

decrease in the ROUGE scores. The decrease caused by the drop rule was actually

an expected observation, because the current implementation might result in an over-

simplification of the sentences. We always drop a relative clause if we match the cor-

responding pattern, and we do not distinguish between non-restrictive and restrictive

relative clauses for Turkish. As we stated before, this is not a genius idea because we

also always remove restrictive clauses which generally provide additional information

that is important for the main content of the sentences. The other reason is that the

current implementation does not consider any contextual information while removing
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the found relative clauses. However, it would be a good idea to remove a part of the

sentence if it has been discussed before in the context of the generated summary.

Meanwhile, the performance increase obtained by applying the split rules is a
promising result, since it demonstrates that simplifying complex sentences to individ-
ual simpler sentences could indeed increase summary quality. We should also note that
applying the split rules before summarization is more effective. The reason behind
this observation could be that these rules do not compress the information included in
the sentences, rather they distribute them to more focused sentences. By this way, our
summarization system could evaluate the simplified sentences individually, which even-
tually enables it to distinguish the important content included in one of the simplified

sentences and to select it as a summary sentence.

Another observation is that using the split rules after the sentence selection pro-
cess does not affect the system performance. This was also somewhat expected, since
we remove one of the obtained simpler sentences in order to shorten the summary,
but we do not apply any intelligent strategies to identify the best sentence to keep in
the summary and to determine which of the sentences obtained by splitting should be
dropped from the summary. On the other hand, when we give the splitted sentences
to LexRank, the system can distinguish the important parts of the complex sentence,

and select the related splitted sentences for the summary.
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7. CONCLUSIONS

In this thesis, we developed the first multi-document summarization system for
the Turkish language. A manually annotated data set has been constructed from
scratch containing online news articles, and made publicly available for future studies.
We utilized the LexRank summarization algorithm, and analyzed the effects of different
stemming policies for Turkish MDS in detail. Our results show that simple fixed-length
truncation methods with high thresholds (especially taking the first 8 letters) improves
summarization scores. In contrast to our expectation, using morphological analysis
does not enhance Turkish MDS, possibly due to the homogeneousness of the documents

in a cluster to be summarized.

Another contribution of the thesis is that we implemented the first text simpli-
fication system for Turkish, a rule-based system that uses various syntactic features
to simplify sentences. We evaluated the system using human judges to quantify the
quality of the proposed simplifications. The empirical results show that the system

generally proposes acceptable simplifications.

Lastly, we evaluated our text simplification system on the multi-document sum-
marization domain via integrating into our existing MDS system. We compared the
effects of applying text simplification before or after summarization. Different combi-
nations of the simplification rules were also examined. The results show that applying
simplification rules that split sentences could improve summary performance, especially
if these rules are applied as a preprocessing step. In contrast, using the compression
rule decreases the ROUGE scores. Our intuition for this result is that compression
methodologies should be applied carefully in the summarization domain. Actually,
they should consider contextual information, while deciding whether a candidate com-
pression should be performed or not. Additionally, the inability of distinguishing the
non-restrictive relative clauses from the restrictive ones, causes important clauses to
be also dropped. Proposing methods to distinguish these different types of relative

clauses would be another valuable contribution.
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We believe that an accurate text simplification system could be a valuable tool
also for the Machine Translation problem. Translating complex sentences to another
language is harder than translating simpler sentences. Therefore, as future work, we
plan to utilize our text simplification system on the Turkish-English machine transla-
tion problem with the aim of improving system performance via simplifying sentences

that are hard to translate.
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APPENDIX A: Guidelines for the Human Annotators and

Evaluators

A.1. Annotation Guidelines for Multi-Document Summarization

Thank you for contributing to create this Turkish multi-document summary

database.

A set of documents about a particular event or topic are given to you. Documents

are gathered from news articles from different sources.

Please follow the below guidelines:

(i) You will create a short multi-document summary of the entire document set. A
short summary should not be longer than 120 words. We will chop off words
beyond the 120th, so please do not include more than 120 words.

(ii) Within the size limits, you should try to represent all the content of the document
set to some degree.

(iii) Do not include your subjective opinions, rather summarize the documents in an
objective manner.

(iv) Feel free to use your own words.
A.2. Evaluation Guidelines for the Text Simplification Human Judges
Bu calisma, ctimleleri otomatik olarak sadelestirmeyi hedefleyen bir sistemin
basarisinin degerlendirilmesi amaciyla yapilmaktadir. Ilgili Excel dosyasinda, orijinal

ciimleler ve sistemin Onerdigi sadelestirmeler yer almaktadir.

Katilimcilardan beklenen bu ctimleleri agagidaki 3 kriter agisindan kiyaslamalaridir:
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e Sadelik: Sistemin onerdigi versiyon, orijinal versiyona gore ne kadar sade?
e Dilbilgisi: Sistemin onerdigi versiyon, dilbilgisi a¢isindan ne kadar dogru?
e Anlam: Sistemin 6nerdigi versiyon, orijinal ciimlenin anlatmak istedigi ana temay1

ne kadar igeriyor?

Degerlendirme, her ciimlede ilgili kriterler i¢in 1 den 5’e kadar bir say1 verilerek

yapilacaktir. Rakamlarin anlamlarini su gekilde diigtinebilirsiniz:

1 | Cok bagarisiz

Basarisiz

Orta

Basarih

Cok basarilh

Ot | &= | W | DN

Asgagida iki adet 6rnek degerlendirme verilmistir.

A.2.1. Ornek-1

Oriyinal Cumle: E-postalara gore Ocak ayinda planlanmaya baglayan Goliath

icin 500 bin dolarlik bir fon olugturulmasi 6ngorildi.

Sistem Chktisi: E-postalara gore Goliath i¢in 500 bin dolarlik bir fon olusturulmasi

ongoriildii.

Sadelik | Dilbilgisi | Anlam
5 4 4




A.2.2. Ornek-2

Oriinal Ciimle: Zschaepe'nin bagsanik olarak yargilandigi, gegen y1l mayis ayinda

baglayan davanin, en erken 2016 yilinda sonuclanmasi bekleniyor.

Sistem (iktise: Zschaepe'nin davanin, en erken 2016 yilinda sonuglanmasi bek-

leniyor.

Sadelik

Dilbilgisi

Anlam

3

2

NOT': Yukaridaki ornekler sadece degerlendirme geklini gostermek icin eklenmigtir.

Degerlendirmeye dair bir yonlendirme amaci tasimamaktadir. Degerlendirmeyi kendi-

nize gore dogru olan sekilde yapiniz.
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APPENDIX B: Sample Simplifications

B.1. Good Examples

ORIJINAL SENTENCE

SIMPLIFIED OUTPUT

Ortak agiklamanin gegerliligini muhafaza

ettigini wvurgulayan komisyon sozciileri,

gazetelere polis baskinlarmin  ve gazete-

cilerin tutuklanmasinmin demokrasinin

temel ilkelerinden olan basin hiirriyeti

ile bagdagmadigini kaydetti.

Komisyon sozciileri, gazetelere polis

baskinlarinin ve gazetecilerin tutuklanmasinin

basin hiirriyeti ile bagdagmadigini kaydetti.

AB Komisyonu, alinan tavrin iiye iilkelerin
ve Avrupa Parlamentosu’nun endiselerini
yansitan ortak bir pozisyon oldugunu ve
AB’nin kaygilarim1 net bir sekilde ifade ettigini
belirtti.

AB Komisyonu tavrin ortak bir pozisyon
oldugunu ve AB’nin kaygilarini net bir gekilde
ifade ettigini belirtti.

Ulkenin en zengin isimlerinin bir araya
toplandig1 yemekte konuklara seslenen
Putin, Rusya’daki ekonomik krizin iilkenin
oteden beri var olan sorunlarii ¢ézmek igin

bir firsat oldugu mesajim verdi.

Putin, Rusya’daki ekonomik krizin iilkenin

sorunlarimi  ¢ézmek icin bir firsat oldugu

mesajini verdi.

Ulkenin en turistik noktas1 olan bagkent
Paris’teki Eyfel Kulesi cevresinde komandolar

devriye geziyor.

Bagkent Paris’teki Eyfel Kulesi cevresinde ko-

mandolar devriye geziyor.

88 yasindaki laik Es-Sibsi, diin aksam
sandiklarin agilmasindan kisa siire sonra
kutlamalar yapmaya baslayan taraftarlarina
erken zaferini ilan ettigi hitabinda, iilkeyi is-
tikrara kavugturma sozii verirken, Tunuslu-
lara, kimseyi ayirmadan birlikte caligmalari

gerektigini soyledi.

88 yagindaki laik Fs-Sibsi taraftarlarina erken
zaferini ilan ettigi hitabinda, iilkeyi istikrara

kavugturma sozii verirken.

Tunuslulara,  kimseyi ayirmadan  birlikte

caligmalar1 gerektigini soyledi.




o1

B.2. Bad Examples

ORIJINAL SENTENCE

SIMPLIFIED OUTPUT

Ankara Emniyet Miudirliigii’'ne girmek

isteyen vatandaglar, uzun kuyruk olusturdu.

Ankara vatandaglar, uzun kuyruk olugturdu.

Medvedev, Ukrayna para birimi grivna ile bir-
likte rublenin bu yil en kotii performans

sergileyen para birimi oldugunu séyledi.

Medvedev, Ukrayna para birimi para birimi

oldugunu soyledi.

Putin, milyarderlerden petrol ve dogalgaza
bagh olan ekonominin c¢esitlendirilmesi igin

igbirligi istedi.

Putin, milyarderlerden petrol ve ekonominin

gesitlendirilmesi igin igbirligi istedi.
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APPENDIX C: Sample Summaries

C.1. Good Example

Table C.1. This is a good summary output of our MDS system which receives an
Fi-score of 0.428 in terms of the ROUGE-2 metric. The summary is generated using

the Prefix8 stemming policy. No simplification policy is used.

Reference | Mardin’in Nusaybin Ilcesi Ipekyolu iizerindeki Yeniyol koyii yakinlarinda diin gece
01:30 siralarinda Suriye sinirindaki mayinli bolgeden kacak olarak Tiirkiye'ye gecmeye
caligan 3 Suriyeli acilan ates sonucu oldii. 3 kisi mayinh alani ge¢mek isterken gorev
degisimi yapmig Mardin’e giden Ozel Harekat Timleri tarafindan Nusaybin-Kiziltepe
karayolunun 3. km’sinde fark edildi. iddiaya gore askerlerin dur ihtarina ragmen siniri
gecip Ipekyolu'na ¢ikan ve Yeniyol koyiine dogru kagmaya cahsan 3 kisiye askerler
tarafindan zirhli aragtan ates acgildi. 3 Suriyeli olay yerinde 6ldii. Konuyla ilgili
Mardin Valiligi aciklama yapti. Olayin ardindan bolgeye Jandarma Olay Yeri Inceleme
ekipleri ile Ozel Harekat Polis Timleri sevk edildi. Olen 3 kisinin cesetleri Malatya

Adli Tip Kurumu’na gonderildi. Olayla ilgili sorugturma siiriiyor.

System Mardin’in Nusaybin ilgesi’nde diin gece sinirdaki mayinli bolgeden kacak olarak
Tirkiye’ye gegmeye caligan 3 Suriyeli Ozel Harekat timlerinin dur ihtarma uymayinca
actigl ates sonucu 6ldii. Iddiaya gore Ozel Harekat timinden yapilan dur ihtarma
ragmen smir1 gecip Ipekyoluna c¢ikan ve Yeniyol Koyiine dogru kacmaya calisan
3 kisiye zirhli aragtan ates acildi. 3 kisi Suriye’den simirdaki maymmh alam kagak
olarak ge¢mek isterken askerler tarafindan fark edildi. Mardin Valiliginden olaya
iligkin yapilan agiklamada “Yasadisi yollardan sinir1 gegmeye g¢alisan bir gruba gorev
degisimi maksadiyla Nusaybin’den il merkezine intikal etmekte olan Polis Ozel Harekat
timi tarafindan Nusaybin-Kiziltepe yolunun 9. kilometresinde miidahale edilmis olay
esnasinda Suriye uyruklu 3 sahis hayatini kaybetmistir.” denildi. Olayla ilgili Nusay-
bin Cumhuriyet Bagsavciliginca adli sorusturma baslatildigr belirtilen agiklamada

oldiiriilen 3 Suriyelinin cesedinin Malatya Adli Tip Kurumuna gonderildigi kaydedildi.
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C.2. Bad Example

Table C.2. This is a bad summary output of our MDS system which receives an
Fi-score of 0.050 in terms of the ROUGE-2 metric. The summary is generated using

the Prefix8 stemming policy. No simplification policy is used.

Reference | Saatteki hizi 385 kilometreye ulagan Haiyan tayfunundan Filipinler’de yaklagik 4-5
milyon kisi etkilendi. 800 bin kisi evini terk etmek zorunda kaldi. 1.7 milyon cocuk
etkilendi. Sadece Leyte bolgesinde en az 10 bin kiginin 6lmiig olabilecegi tahmin
ediliyor. UNICEF Filipinler’de gida su barmak ve enerji ihtiyaci bulundugunu dile
getirdi. 60 tonluk acil ihtiyac malzemesi Kopenhang limanindan gemiyle yola gikarildi.
Hollanda 2 milyon euro nakdi yardimda bulunacagini agikladi. Aclik ve igme suyu
eksikligi nedeniyle diikkkanlar ve evler yagmalanmaya baglandi. Kizilhag yetkilileri Fil-
ipinler’deki durumu kiyamet manzarasi olarak degerlendiriyor. Yikilan yollar kopriiler
ve havaalanlar: nedeniyle yardimlar havadan askeri kargo ugaklariyla gergeklestiriliyor.
Arama kurtarma ekipleri salgin hastaliklar1 6nlemek i¢in sokaklarda yatan su birik-
intilerinde ylizen cesetleri toplamaya ve gémmeye caligiyor Hizim1 kaybeden tayfun

Vietnam’a dogru ilerliyor.

System Kizilha¢'in Filipinler’deki yetkilisi tayfun ardindan iilkede bir kiyamet manzaras
oldugunu soyledi. Binlerce kiginin yagamini yitirdiginin belirtildigi Filipinler’deki
tayfun felaketine iligkin agiklama yapan Birlegmis Milletler Cocuklara Yardim Fonu
UNICEF tayfundan etkilenen 4 milyon ¢ocugun acil yardima muhta¢ oldugunu be-
lirtti. Filipinler’de giinlerdir etkisini stirdiiren Haiyan tayfunu biiylik bir yikima yol
acarken tayfundan dolay1 en az 10 bin kiginin yagamimi yitirmis olabilecegi belir-
tiliyor. Filipinler’i Cuma giinii vuran Haiyan tayfunu sebebiyle 6lii sayisinin 10 bine
yikseldigi bildirildi. Yetkililer tayfundan en ¢ok etkilenen Leyte eyaletinin bagkenti
Tacloban’da 10 binden fazla kiginin 6ldiigiinii binlerce binanin yerle bir oldugunu
heyelan ve devrilen agaglar nedeniyle yollarin kapandigini havaalaninda terminal bi-
nasinin yikildigin agikladi. Filipinler’e tarihinin en biiyiik dogal felaketlerinden birini

yvagatarak binlerce kiginin Oliimiine neden olan Haiyan tayfunu Vietnam’da tropik

firtina bigiminde karay: vurdu.
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