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ABSTRACT

DEVELOPING A CONCEPT EXTRACTION SYSTEM FOR
TURKISH

In recent years, due to growing vast amount of available electronic media and data,
the necessity of analyzing electronic documents automatically is increased. In order to
assess if a document contains valuable information or not, concepts, key phrases or main
idea of the document have to be known. There are some studies on extracting key phrases
or main ideas of documents for Turkish. However, to the best of our knowledge, there is
no concept extraction system for Turkish although there are some studies for foreign

languages.

In this thesis, a concept extraction system is proposed for Turkish. Since Turkish
characters do not fit with the computer language and Turkish is an agglutinative and
complex language a pre-processing step is needed. After pre-processing step, only nouns
of corpus, which are cleared from their inflectional morphemes, are used because most
concepts are defined by nouns or noun phrases. In order to define documents with
concepts, clustering nouns is considered to be useful. By applying some statistical methods
and NLP methods, documents are identified by concepts. Several tests are done on the
corpus that is tested in the bases of words, clusters, and concepts. As a result, the system
generates concepts with 51 per cent success, but unfortunately it generates more concepts
than it should be. Since concepts are abstract entities, in other words they do not have to be
written in the texts as they appear, assigning concepts is a very difficult issue. Moreover, if
we take into account the complexity of the Turkish language this result can be seen as

quite satisfactory.



OZET

TURKCE iCiN KAVRAM CIKARMA SISTEMI GELISTIRILMESI

Erisilebilir elektronik verinin ve ortamin son zamanlarda hizla artmasiyla, elektronik
dokiimanlar1 otomatik olarak analiz etme ihtiyact da artmistir. Bir dokiimanin ise yarar
bilgi icerip icermedigini degerlendirmek i¢in dokiimanin ana fikri, anahtar kelimeleri ya da
kavramlart biliniyor olmalidir. Tiirk¢e i¢in anahtar kelime ¢ikarma ve ana fikir ¢ikarma
istiine yapilmis birkag calisma bulunmaktadir. Kavram c¢ikarma calismalari, birkag
yabanci dil igin yapilmis olmasina ragmen kaynaklarimiza gore Turkge i¢in hentiz boyle

bir ¢alisma yapilmamustir.

Bu tezde, Turkce icin kavram ¢ikarma sistemi ortaya konulmustur. Turkce
karakterlerin bilgisayar diline uymamasi ve Tirkgenin sondan eklemeli karmasik
yapisindan dolay1 dncelikle bir &n isleme asamasi gereklidir. On islemenin sonucunda,
cekim eklerinden de ayrilmis olan kelimelerin sadece isim tiiriinde olanlar1 kullanilmistir.
Cogu kavramin tanimi isim tiirtinde kelimeleri kullanarak yapilabilir. Bunun i¢in, benzer
kelimeleri siniflandirmanin  kavram ¢ikarma ¢alismasi igin yararli olabilecegi
diigiiniilmiistiir. Bu istatiksel metotlarin ardindan dogal dil isleme yontemleri de uygulanip
test derlemindeki dokiimanlar kavramlarla tanimlanmistir. Derlem iizerinde kelime, siif
ve kavram bazinda olmak {izere ¢esitli denemeler yapilmistir. Sonu¢ olarak, sistem
Uretmesi gerekenden daha fazla kavram Uretmis olmasina ragmen, yiizde 51 basari ile
dokiimanlara ait kavramlar1 bulmustur. Kavramlarin yap1 itibariyle dokiimanlarda aynen
gecmeme ihtimali ve Tiirk¢enin karmasik yapisi diisiiniiliirse bu sonug¢ olduk¢a basarili

olarak degerlendirilebilir.
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1. INTRODUCTION

There is a vast amount of available electronic information which is online editions of
newspapers, academic journals, conference proceedings, Web sites, blogs, wikis, e-mails,
instant messaging, surveys, and in scientific, government, or corporate databases. Using all
these electronic information, controlling, indexing or searching is not feasible and possible
for a human. For search engines, users have to know the keywords of the subject that they
search, since search engines use top down approach in order to find information in textual
materials. The necessity of analyzing unstructured texts automatically is apparent. Users
do not have to know the query terms and the main idea of the searched documents. If the

concept of a document is known, a general knowledge about it also is known.

Concept is a research area related to philosophy more than linguistics. Thus, it is
useful first to look at the definition of a concept from a philosophical point of view. In
philosophy, a concept is defined as a thing apprehended by human thought and concepts
are elements of thoughts and facts [1]. Concepts are different from words. Words are used
for naming the concepts. It is possible that a single word can correspond to more than one
concept or several words can define a single concept. These relationships are related to

context and scope, which are the two ingredients of a concept.

Concept extraction study aims at obtaining efficient solutions to some problems
which are harder to solve using data mining. Crangle et al.[2] define concept extraction as

follows:

“Concept extraction is the process of deriving terms from natural-language text that are considered
representative of what the text is about. The terms are natural-language words and phrases which
may or may not themselves appear in the original text.”

For concept extraction methods from unstructured texts there are two approaches;
expert-based approach and statistical approach. Expert-based approach can be named as
rule based approach. It has several disadvantages such as finding specialists on subjects
and developing learning based systems. In statistical approaches, statistical methods are

applied to the training data and models are built. Bayesian networks, neural networks,



support vector machines (SVM), and latent semantic analysis (LSA) are some of the
statistical methods used in this area. Natural Language Processing (NLP) approach is
different than these approaches in the sense that it uses the speed and cost effectiveness of
the statistical approach but sometimes may require human intervention [3]. For linguistics-
based approaches human intervention may be needed at the beginning to develop
dictionaries for a particular industry or field of study. However, it has several considerable
advantages such as getting more precise results quickly. Concepts can be extracted by
using these models.

For English there are some studies done for concept extraction such as [2] and [4],
and there are some commercial softwares such as SPSS PASW Text Analytics and
WordStat. These softwares also support several other languages such as Arabic, Chinese,
Dutch, French, German, Hindi, Italian, Persian, Portuguese, Romanian, and Russian.
Moreover, there are some studies for unstructured Turkish documents for key phrase
extraction such as [5] and [6]. However, key phrase extraction is different from concept
extraction that key phrases are written in documents as they appear, but concepts do not
have to be written in documents. There is neither study on concept extraction nor software

for Turkish. In this study a concept extraction system for Turkish is proposed.

In chapter 2, literature survey about concept extraction and related works are
presented. In chapter 3, the methodology in order to develop a concept extraction system
for Turkish is explained. In chapter 4, experiments, their results and evaluations are given.

In chapter 5, a summary of the study done and the results obtained are given.



2. LITERATURE SURVEY

Concept extraction is divided into two areas: concept recognition which aims to find
all possible concepts of documents, and concept summarization which aims to select
important concepts of documents [7]. Concepts can be words or phrases. Therefore,
initially sentences are divided into their words and phrases. In order to divide sentences
grammatical and syntactic methods are used which are tested in ontology learning [8],
lexical extraction [9], and information retrieval systems [10]. In grammatical methods in
order to parse sentences if shallow parsing is used, the whole sentence is converted into a
grammatical tree where the leaves are noun and verb phrases. Then, noun phrases are
selected as concepts [7]. In syntactic methods punctuation and conjunctions are used as
divisors. Then, all phrases are regarded as concepts. This approach is also used in keyword

extraction systems [11].

For concept extraction there are two important application areas which are indexing
documents and categorizing documents. Moreover, it is used for evaluating open ended
survey questions [12], mapping student portfolios [7], extracting synonymy from
biomedical data [2], even for extracting legal cases of juridical events [13], and several
other areas. The main reason of the usage of concept extraction in numerous fields is that

concepts give an opportunity to enhance information retrieval systems [14-16].

2.1. Studies on Concept and Key Phrase Extraction from Unstructured Documents

Extracting key phrases of documents is related to extracting concepts of documents.
In academic articles, generally, key phrases are listed after the summary which helps the
reader to understand the context of documents before reading the whole document. In
automatic key phrase extraction field some studies are presented. Keyphrase Extraction
Algorithm (KEA) is an automatic keyhrase extraction algorithm which is proposed by
Witten et al. [11].

The KEA is a supervised learning algorithm that is composed of two steps; training
and extraction. In the training step, documents are trained with author-assigned key



phrases by Naive Bayes Algorithm and a model is built. In the extraction step, key phrases
are selected among candidate phrases by the model. Selecting candidate phrases consists
of input cleaning, phrase identification, and case-folding and stemming steps. Feature
calculation operation is normalization of the multiplication of Term Frequency
(TF)*Inverse Document Frequency (IDF) value and distance from the beginning to the
first occurrence of the phrase in the document. The evaluation of algorithm is done by
comparing author-assigned key phrases and KEA generated key phrases of unstructured
documents. As a result, only one or two phrases assigned by the KEA are correctly

matched with the author-assigned key phrases.

The KEA was applied to Turkish documents by Pala and Cicekli by changing the
stemmer and stop-words modules, and by adding a new feature to the algorithm [5]. The
new feature added is named as relative length multiplier which is used in feature
calculation. The evaluation is made in the same way and results are similar to the original
KEA that is applied to English documents. Without the added part, relative length
multiplier, results are worse than that of the English version.

In automatic key phrase extraction field there is also a study made by Wang et al.
[17]. In this study, key phrases are extracted by using neural networks. First of all, from all
the documents, phrases are selected and some features are calculated for all the phrases.
These features are TF, IDF, whether the phrase occurs in the title or subtitle, and number
of paragraphs that the phrase occurs in. These parameters are given to the neural network
as an input. The algorithm is composed of training and test stages. In the training stage, the
output phrase is tagged as key phrase or not. In the test stage, if the output is greater than
0.5 it is tagged as key phrase and it is tagged as non-key phrase otherwise. The results are
evaluated by two different methods. One is the precision and recall method, the other is the
subjective assessment of human readers. According to the first method, the algorithm is 30
per cent successful; according to the subjective assessment, the algorithm is 65 per cent

successful.

According to [18], key phrases can be used for summarizing, indexing and easing
search. In this study, there are two algorithms used in order to extract key phrases from

documents; one of them is C4.5 [19] and the other is GenEx algorithm. Both algorithms



are supervised learning algorithms. First of all, all possible phrases are extracted from the
document. The stems of the phrases are obtained by using the Potter [20] and Lovins [21]
stemming algorithms. For both algorithms C4.5 and GenEx, the parameters used in them
are selected from 110 distinct features of documents. The frequency of key phrases, the
first occurrence of the stemmed phrase, and the information whether the phrase is a proper
name or not are three of these features. The GenEx algorithm is a combination of Genitor
[22] and Extractor algorithms. The Genitor algorithm is used only in the training step.
After determining the best values of parameters in the training step, only the Extractor
algorithm is used for the testing step. The algorithms are tested for five different corpora.
For accuracy test, the precision and recall method is used. As a result, it is thought that by
changing the C4.5 algorithm a little, better results might be obtained. It is seen that the
GenEx algorithm performs better than C4.5. The overall success result is very low.

Identifying wheather electronic books in a digital library are useful or not is very
difficult for a person. Rohini presented a study that extracts key phrases from electronic
books [23] by using Language Modeling Approaches (LMA) which is proposed by
Tomokiyo and Hurst [24]. According to Tomokiyo and Hurst, there are two important
factors for extracting key phrases which are phraseness and informativeness. The
phraseness property tests if words that appear together constitute a phrase or not. The
informativeness property tests if the phrase gives information about the document or not
[24]. First of all, all words in the document are separated according to an n-gram model.
Rohini selected n as three, so all possible three word sequences are generated. Then, the
first factor is tested that for each word in the phrase how much information is lost by
assuming words as a phrase. The second factor is tested that how much information is lost
by assuming the phrase is obtained from the corpus instead of the document. These factors
are applied for all phrases generated and the results of the factors are summed for each

phrase in order to get a score. 10 phrases with the highest scores are given as key phrases.

Key phrases in a document reflect the main idea of the document [6]. Kalaycilar and
Cicekli proposed an algorithm called TurKeyX for Turkish in order to extract key phrases
of Turkish documents automatically. This algorithm is an unsupervised learning algorithm
that is based on statistical evaluation of noun phrases in a document. In the first step of this

algorithm, the document is separated to its words and all possible phrases are listed. This



step is not successful enough that some phrases contain 17 words in them. For all possible
phrases some features are tested. These are frequency of phrases with their morphemes,
frequency of phrases without their morphemes, number of words in a phrase, first
occurrence of a phrase, and first occurrence of the head noun of a phrase. After that, a
formulation which is found by experiments by using these features is used. For each
possible phrase a score is calculated by this formula. In the next step, incorrectly extracted
and duplicate phrases are filtered. If a phrase is involved in another phrase, the phrase with
the low score is eliminated. And only noun phrases are selected. After these operations, the
phrases are sorted according to their scores. According to the length of document, 5 or 10
phrases with the highest scores are given as output. Two corpora are used in the testing
process that one of them is the corpus which is used by Pala and Cicekli [5]. For this
corpus both algorithms generated nearly same the results. The general success rate of
TurKeyX is 25-30 per cent.

A study about extracting concepts automatically from plain texts is done by Gelfand
et al. [4]. The aim of this study is grouping the related words and extracting concepts of
the documents by identifying the relationships between words in documents based on a
lexical database (WordNet). A directed graph called Semantic Relationship Graph (SRG)
is created by using the word relationships. First of all, there is a base word list which
contains some words that exist in the document. Each time, a word is taken from the list,
and hypernyms and hyponyms of this word are found. If any hypernym or hyponym of this
word is in the list, all the generated words are attached to the graph and to the list until a
threshold value. These steps are repeated for all words in the list. Words in the list that do
not add significant meanings to the document are eliminated. In other words, if words do
not connect with many words in the graph, they are eliminated. In the testing step, 50-400
training examples are taken randomly from Mitchell’s webkb dataset. The same set is used
to train a Bayesian classifier also. The accuracy of the SRG-based classifier is significantly
better than that of Naive Bayes, but also the run time was very high to create the classifier.
If the base word list is created by a human specialist instead of a random list, the result

gets better. In the article, the general performance of the study is not presented.



2.2. Commercial Software on Concept Extraction Subject

Several studies are done on automatic key phrase and concept extraction from
unstructured documents; however unfortunately the success rate is still very low which is
about 30 per cent. The most successful program in this area is PASW Text Analytics
program generated by SPSS Inc.. This program runs for seven native languages which are
English, French, Spanish, Dutch, German, Italian, and Portuguese [3]. Moreover, for 14
languages translations are available in the English language extractor through the use of
Language Weaver Software. These languages are Arabic, Chinese, Dutch, French,
German, Hindi, Italian, Persian, Portuguese, Romanian, Russian, Somali, Spanish, and

Swedish. However, there is no support or any program for Turkish yet.

There is a vast amount of available electronic information. As stated before, using all
these electronic information controlling, indexing or searching is not possible for a human.
Text Analytics is different from searching [3]. For search engines, users have to know the
keywords of the subject that they search, since search engines use a top down approach in
order to find information in textual materials. On the other hand, Text Analytics uses a
bottom up approach that users do not have to know the query terms. Text Analytics
extracts the concepts and the main idea of documents and gives relationships between
them.

SPSS Text Analytics approaches the concept extraction process as a whole and both
before and after concept extraction, it has several steps. These are; preparing the text for
analysis, extracting concepts, uncovering opinions, relationships, facts, and events through
Text Link Analysis, building categories, building text analytics models, merging text
analytics models with other data models, and deploying results to predictive models. In the

technical report of Text Analytics five of these steps are explained [3].

(i) Preparing the text for analysis:

Before starting text analysis a corpus is needed. SPSS Text Analytics as
mentioned above supports many different languages and file formats. First of all, for
the corpus which contains different languages in it, languages of documents are

recognized by an n-gram method. Document formats can be a database format or XML



based format. All different formats of documents are converted to plain text format and

graphics are removed. After that, texts are separated to their paragraphs and sentences.

(i) Extracting concepts:

The concept extraction process is realized in five major steps. The first of these
is managing linguistic resources. Linguistic resources are arranged in a hierarchy. At
the highest level there are libraries, compiled resources and some advanced resources.
Moreover, for English, there are specialized templates for some specific application
areas like CRM, gen ontology, market intelligence, genomics, IT and security
intelligence. Libraries contain several types of dictionaries. There are two types of
dictionaries: compiled dictionaries which end users cannot modify and other
dictionaries which end users can modify. The compiled dictionaries consist of lists of
base forms with part-of-speech (POS) and lists of proper names like organizations,
people, locations and product names. Dictionaries which can be modified by users are
type, exclusion, synonym, keyword, and global dictionaries. After that, candidate
terms are extracted. Candidate terms are words or word groups which are used to
define concepts of the documents. For that, linguistic and non-linguistic extraction
techniques are used. After that by using named entities and the dictionaries, types are
assigned to the candidate terms in order to ease the understanding of the content of the
documents. In the next step, equal classes are found and merged, mistyped characters

are found and corrected. Finally, all documents in the corpus are presented as indexed.

(iif)Uncovering opinions, relationships, facts, and events through Text Link Analysis:
In order to explain events and facts, Text Link Analysis helps the analysts to
identify responses as positive or negative. By this capability of Text Link Analysis,
connections between organizations, events and facts are revealed. These can help
market intelligence, fraud detection, and life sciences research. NLP-based Text
Analytics can determine structures which are written differently but have the same

meaning.

(iv)Building categories:
Categorizing documents is the next step of Text Analytics. Since each dataset is

different from the others, the method selection and application process can differ



according to the project, and the researcher. However, for all cases a researcher applies
the methods, evaluates the results, makes changes on the method or categories, and
purifies the results. SPSS Text Analytics includes automated linguistics-based methods
which are concept derivation, concept inclusion, semantic networks, and co-occurrence
rules. Users can choose methods to be used in the program, after categories are created

they can add, remove or merge categories, and arrange elements in them.

(v) Deploying results to predictive models:

The results can be converted to predictive models automatically. In the
implementation phase of Text Analytics, evaluating results and combining with models
are possible. By using models, users can for example, generate sales offer, identify
creditworthy customers, highlight positive or negative customers, or suggest patterns

of possible criminal behavior.

Another area in which text analysis is used frequently is survey analysis. SPSS
generated a tool for this aim that is PASW Text Analytics for Survey [12]. In surveys,
close-ended questions are not enough to interpret results correctly since responses to
questions frame and limit possible answers. In order to obtain comprehensive and correct
information from surveys, open-ended questions have to be asked. The words that
respondents choose are even important while interpreting the surveys. The approach of this

tool is the same as SPSS PASW Text Analytics which is specialized for surveys.

Another tool generated in this research area is WordStat. WordStat is a tool which is
generated in order to extract information from documents, feedbacks of customers,
interview transcripts or open-ended responses [25]. Usage areas of it are listed in its
manual like below:

¢ Content analysis of open-ended responses.

¢ Business intelligence and competitive analysis of web sites.

¢ Information extraction and knowledge discovery from incident reports, customer

complaints, and messages.

o Analysis of news coverage or scientific literature.

e Automatic tagging and classification of documents.

e Taxonomy development and validation.
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e Fraud detection, authorship attribution, patent analysis

The main properties of WordStat are integrated text mining analysis, visualization
tools, hierarchical categorization dictionary, word patterns, phrases and proximity rules,
vocabulary and phrase finder for extraction of technical terms, recurring ideas and themes,
keyword-in-context and keyword retrieval tools for easy identification of relevant text
segments, machine learning algorithm for automatic document classification (Naive Bayes
and K-Nearest Neighbors) with automatic features selection and validation tools, and
importation of documents and exportation of data, tables and graphs. In the program, there
are some words and their categories are stored. Users can load categories and exclusion
files, add or remove categories, and add several rules for each analysis. The program is
available for English, French, Italian and Spanish. After classifying documents, some
statistics are accessible like term frequency and TF*IDF; statistical calculations can be
done between words and documents like Chi-square, Student’s F, Tau, and Somers’ D; the
relationship between documents and categories can be presented by tools like dendrogram,

heat map, and proximity plot.
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3. THE METHODOLOGY

3.1. Corpus and Pre-processing

In order to develop a Concept Extraction System (CES) for Turkish, a corpus has to
be determined to work on. The first step in this work is finding comprehensive Turkish
documents. Then pre-processing processes start. In order to run codes on documents, they
all have to be converted to txt format. Txt files have to be saved in 8-bit Unicode
Transformation Format (UTF-8).

UTF-8 format is a Unicode transformation format with an octet (8 bit) [26]. It
encodes Unicode characters lossless such that each Unicode character is 1 to 4 octets,
where the number of octets depends on the integer value assigned to the Unicode
character. It represents each character in the range U+0000 through U+007F as a single

octet.

While saving documents in UTF-8 format, the characters that cannot be represented
in UTF-8 format are also eliminated. Then they are prepared for the programs used next.
All documents in the corpus are tokenized that a blank character is inserted before

punctuation characters.

3.2. Operating on Words and Creating Nouns List

Concepts can be determined by nouns and noun phrases. Therefore, in order to
obtain concepts of documents, nouns of documents have to be extracted. Extracting nouns
of documents and eliminating inflectional morphemes are difficult issues for Turkish. In
this process, The Boun Morphological Parser (BoMorP) and The Boun Morphological
Disambiguator (BoDis) programs [27] are used. They parse documents nearly perfectly

that the accuracy is 97 per cent.

The BoMorP is a state-of-the-art finite-state transducer-based implementation of
Turkish morphology [27]. The program takes documents as input whose sentences have
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been tokenized as explained above. It parses the words and identifies their roots,
inflectional morphemes and derivational morphemes. For Turkish, usually there are
alternative parses for a word. The BoMorP gives all possibilities of roots and morphemes
of words as output. The POS of the root and the morphemes are represented in square
brackets. If the morpheme is a derivational morpheme ‘-’ sign is put before it. If the
morpheme is an inflectional morpheme ‘+’ sign is put before it. For example, for the word

‘alin’ the output of morphological parser is as follows:

alim[Noun]+[A3sg]+[Pnon]+[Nom]
al[Noun]+[A3sg]+Hn[P2sg]+[Nom]
al[Adj]-[Noun]+[A3sg]+Hn[P2sg]+[Nom]
al[Noun]+[A3sg]+[Pnon]+NHn[Gen]
al[Adj]-[Noun]+[A3sg]+[Pnon]+NHn[Gen]
alin[Verb]+[Pos]+[Imp]+[A2sg]
al[Verb]+[Pos]+[Imp]+YHn[A2pI]
al[Verb]-Hn[Verb+Pass]+[Pos]+[Imp]+[A2s0]

As seen a word can be separated to its morphemes in many ways. In order to solve
this problem, the BoDis program is used [27, 28]. In this program, Sak calculates a ratio
for possible roots and morphemes according to the document content. The averaged
perceptron algorithm is applied to re-rank the n-best candidate list. The accuracy of the
disambiguator program is 97.81 which is the highest recorded accuracy for Turkish. The
outputs of the BoMorP program are the inputs of the BoDis program. The BoMorP and the
BoDis programs are applied to all the documents in the corpus.

In order to exemplify, there is a sentence below from a document:

“Yap1 tiretim siireci ardigik karakterdeki alt tiretim stireglerinden olusmaktadir.”

After applying the BoMorP to the sentence, its outcome is given in Table 3.1.

Table 3.1. Sample output of the BoMorP program

yap1
yapi[Noun]+[A3sg]+[Pnon]+[Nom]




Table 3.1. Sample output of the BoMorP program (contd.)
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Uretim
uretim[Noun]+[A3sg]+[Pnon]+[Nom]

stireci

stre¢[Noun]+[A3sg]+SH[P3sg]+[Nom]
stre¢[Noun]+[A3sg]+[Pnon]+YH[Acc]
stre[Noun]+[A3sg]+[Pnon]+[Nom]-CH[Noun+Agt]+[A3sg]+[Pnon]+[Nom]

ardigik
ardisik[ Adj]

karakterdeki
karakter[Noun]+[A3sg]+[Pnon]+DA[Loc]-ki[Adj+Rel]

alt
altfNoun]+[A3sg]+[Pnon]+[Nom]
alt[Adj]

Uretim
uretim[Noun]+[A3sg]+[Pnon]+[Nom]

streclerinden
strec[Noun]+[A3sg]+IArH[P3pl]+NDAnN[AbI]
stre¢[Noun]+IAr[A3pl]+SH[P3sg]+NDAN[ADI]
stre¢[Noun]+IAr[A3pl]+SH[P3pl]+NDAnN[ADI]
stre¢c[Noun]+IAr[A3pl]+Hn[P2sg]+NDAN[AbI]

olusmaktadir
olus[Verb]+[Pos]-mAK[Noun+Infl1+A3sg+Pnon]+DA[Loc]-
DHr[Verb+Pres+Cop]+[A3sg]
olus[Verb]+[Pos]-mAK[Noun+Infl+A3sg+Pnon]+DA[Verb+Loc]-
DHr[Verb+Pres+Cop]+[A3sg]
olus[Verb]+[Pos]+mAktA[Prog2]+[A3sg]+DHr[Cop]+[A3sg]

..[Punc]

After applying the BoDis, its outcome is given in Table 3.2.

Table 3.2. Sample output of the BoDis program

Yap1

yapi[Noun]+[A3sg]+[Pnon]+[Nom] : 8.486328125
dretim

uretim[Noun]+[A3sg]+[Pnon]+[Nom] : 8.5498046875
sureci

stirec[Noun]+[A3sg]+[Pnon]+YH[Acc] : 12.4443359375
sure¢[Noun]+[A3sg]+SH[P3sg]+[Nom] : 12.013671875
sure[Noun]+[A3sg]+[Pnon]+[Nom]-CH[Noun+Agt]+[A3sg]+[Pnon]+[Nom] :

9.939453125
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Table 3.2. Sample output of the BoDis program (contd.)

ardisik
ardisik[Adj] : 16.23828125

karakterdeki
karakter[Noun]+[A3sg]+[Pnon]+DA[Loc]-ki[Adj+Rel] : 15.0732421875

alt
altfNoun]+[A3sg]+[Pnon]+[Nom] : 11.7607421875
alt[Adj] : 7.8544921875

Uretim
uretim[Noun]+[A3sg]+[Pnon]+[Nom] : 8.5498046875

sureclerinden

stre¢[Noun]+IAr[A3pl]+Hn[P2sg]+NDAN[AbI] : 21.021484375
stre¢[Noun]+IAr[A3pl]+SH[P3sg]+NDAnN[AbI] : 15.6875
stre¢[Noun]+IAr[A3pl]+SH[P3pl]+NDAnN[ADI] : 15.609375
stre¢[Noun]+[A3sg]+IArH[P3pl]+NDAnN[ADI] : 13.904296875

olusmaktadir
olus[Verb]+[Pos]-mAK[Noun+Infl+A3sg+Pnon]+DA[Verb+Loc]-
DHr[Verb+Pres+Cop]+[A3sg] : 27.03125
olus[Verb]+[Pos]-mAK[Noun+Inf1+A3sg+Pnon]+DA[Loc]-
DHr[Verb+Pres+Cop]+[A3sg] : 18.712890625
olug[Verb]+[Pos]+mAktA[Prog2]+[A3sg]+DHr[Cop]+[A3sg] : 16.365234375

..[Punc] : 16.125

After the disambiguation process, the nouns in the documents are selected. If the
highest probability of root of the word is noun, it is selected unless it is acronym,
abbreviation, or proper name. These POS tags are also represented as noun in the root
square bracket, but in the next square bracket their original POS is written. So, the second
square bracket is also checked in order to obtain the correct nouns list. Abbreviation and
acronyms are shortened forms of words or phrases but they cannot determine the main
idea of documents alone. Proper names like person names and country names etc. cannot
be the meaning of a document. Therefore, they are eliminated. There are some samples

below whose roots are nouns but their specified POS tags are different.

cm cm[Noun]+[Abbr]+[A3sg]+[Pnon]+[Nom]
ISO ISO[Noun]+[Acro]+[A3sg]+[Pnon]+[Nom]
Dikmen Dikmen[Noun]+[Prop]+[A3sg]+[Pnon]+[Nom]
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In the output of the BoDis program, letters are also represented as nouns. They are
mostly acronym or abbreviation as the sample below, but sometimes they are only listed as
nouns. The letters which are in this format are eliminated from the nouns list. Finally, the
list is controlled by a human specialist manually. Nouns which contain two letters are also

eliminated if they are meaningless.

g g[Noun]+[Abbr]+[A3sg]+[Pnon]+[Nom]
G[Noun]+[Acro]+[A3sg]+[Pnon]+[Nom]

Inflectional morphemes are removed from nouns. Therefore, for example, the root
form of all “sistem, sistemler, sistemlerin, sistemde, sistemin, sisteme, etc.” is regarded as
“sistem” and their frequencies are added to the “sistem” noun. However, derivational
morphemes are kept as they appear. For example, the noun “¢6ziim” is derived from the
verb “coz”, however the noun “¢6ziim” noun is added to the nouns list in this form. All
nouns are listed for the documents and their frequencies are calculated. Then all nouns of
the documents are gathered in one file, the same words in the documents are merged and
their frequencies are added. Moreover, the nouns which occur in the documents rarely are
considered as they cannot give the main idea of them. If the frequencies of the nouns are
less than three, they are eliminated in order to decrease the size of the list and speed up

later processing.

3.3. Clustering Cumulative Nouns List

Concepts can be defined by nouns. Therefore, clustering similar nouns can be
helpful in order to determine concepts. In order to cluster words, some clustering methods
are applied to the cumulative nouns list which are hierarchical clustering and k-means
clustering. These clustering methods are unsupervised learning algorithms which do not
need any training step to pre-define the categories and label the documents. So, there is no

need for a training set while applying the algorithms.
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3.3.1. Hierarchical Clustering

The hierarchical clustering method clusters similar instances in a group by using
similarities of them [29]. This needs the use of a similarity measure which is generally
Euclidean measure. Therefore a similarity matrix of instances has to be created before
running the method. Hierarchical clustering can be categorized into two; agglomerative

(bottom-up) and divisive (top-down) clustering.

3.3.1.1. Aagglomerative Clustering. An agglomerative clustering algorithm starts with

clusters which each of them contains only one instance and at each iteration merges the
most similar clusters until the stopping criterion is met such as a requested number k of
clusters is achieved [29, 30]. The algorithm of agglomerative clustering [31]:

(i) Start by assigning each item to its own cluster, so that if you have N items, you now
have N clusters, each containing just one item. Let the distances (similarities)
between the clusters equal the distances (similarities) between the items they contain.

(if) Find the closest (most similar) pair of clusters and merge them into a single cluster,
so that now you have one less cluster.

(iii) Compute distances (similarities) between the new cluster and each of the old
clusters.

(iv) Repeat steps 2 and 3 until all items are clustered into a single cluster of size N.

At third step, the distance (or similarity) matrix is updated after merging two items.
This update can be done by three different approaches:

Single-link clustering: The distance between two clusters is defined as the smallest

distance from any member of one cluster to any member of the other cluster [29, 31].

d(G;, G)) = min  d(x",x5%) (3.1)

XrEGi,XSEGj

Similarity matrix is exact opposite of distance matrix. In other words, while creating
similarity matrix, we consider the similarity between two clusters is equal to the biggest

value from any member of one cluster to any member of the other cluster [30, 31].
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s(G, G)) = max s(x",x%) (3.2)

XT€G,X5EG;

Complete-link clustering: The distance between two clusters is defined as the largest

distance from any member of one cluster to any member of the other cluster [29, 31].

d(Gi, Gj)z max  d(x",x%) (3.3)

XrEGi,XSEG]‘

Similarity matrix is exact opposite of distance matrix. In other words, while creating
similarity matrix, we consider the similarity between two clusters is equal to the smallest

value from any member of one cluster to any member of the other cluster [30, 31].

S(Gi, Gj)z min _ s(x",x%) (3.4)

XTEG;,XSEG;
Average-link clustering: The distance or the similarity between two clusters is defined as

the average distance or similarity from any member of one cluster to any member of the
other cluster [29, 30, 31].

a(G;, G;)= avg a(x",x%) (3.5)

XrEGi,XSEGj

3.3.1.2. Divisive Clustering. A divisive algorithm can be considered as the reverse form of

an agglomerative algorithm that starts with one cluster containing all instances and at each
iteration split the most appropriate cluster until a stopping criterion such as a requested
number k of clusters is achieved [29, 30]. The algorithm:
(i) Start with one cluster containing all items
(if) For each iteration split the cluster into two from the furthest (or dissimilar) item
(iii) Assign rest of the documents to one of the new clusters according to closeness (or
similarity) of items.

(iv) Repeat steps 2 and 3 until all items are clustered into N clusters of size 1.
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3.3.2. K-means Clustering

In k-means clustering, first of all, the means of k clusters are selected randomly.
Then all points in the sample set are assigned to the cluster that is nearest to them. Then all
means of k clusters are calculated again with new points added them, until values of means
do not change. In Alpaydin [29], the pseudo-code of this algorithm is given as in Figure
3.1 where m is sequence of means, X is sequence of samples, and b is sequence of
estimated labels.

Initialize m;, i = 1,....k, for example, to k random NG
Repeat
For all X' € X
bi' € Lif || X" - mi || = min; || X" - m; |
bi' € 0 otherwise
Forallm;, i=1,...k
m; € Y. bf xt 1Y, bf

Until m; converge

Figure 3.1. K-means algorithm, taken from [29], p.149.

3.4. Application of Clustering Algorithms

First of all, document-noun matrix is created from merged bag-of-words, which
holds documents in rows, nouns in columns, and the intersection of a row and a column
gives the number of that noun contained in the document. A sample of the matrix created

from the corpus used in this work is given in Appendix A.1.

Hierarchical clustering algorithms are coded in MATLAB. Firstly, document-noun
matrix is converted to a similarity matrix with cosine similarity. For agglomerative

clustering, at each step the most similar items are found and merged. Then, similarity
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matrix is updated and these are repeated until reaching the determined number of clusters.
The method of updating similarity matrix determines whether it is single, complete or
average link clustering. Update function is rewritten for these methods. For divisive
clustering, for each step the least similar items are found and split. These are repeated until
reaching the determined number of clusters. The results of hierarchical clustering
algorithms are not good enough that it clusters most words in just a cluster. Cluster count

is changed such as 25, 50 and 100 but the results do not change.

For k-means clustering algorithm, Tanagra program is used because of its clear and
good visual appearance. Tanagra is a free, open source data mining software for academic
and research purposes [32]. It allows other researchers to add their own data mining
methods. The design of its GUI is easy to use. A project is created by adding data mining
file to the project. Document-noun matrix is used to create a project. Then k-means
clustering algorithm is run by changing parameters such as changing numbers of clusters
to 10, 50, 75 and 100. Other parameters like maximum iteration and trials do not affect the
results. The best results are obtained for cluster number 100. Clusters are assessed by
human specialists. It is seen that the k-means algorithm performs much better than

hierarchical clustering algorithms.

3.5. Assigning Clusters to Documents

After clustering operation, the clusters are assigned to the documents. This operation
is done by searching the nouns of the documents in the words of the clusters. A ratio is
calculated for each possible cluster of the documents. The ratio of the possible cluster of
the document is calculated by dividing number of the words in the possible cluster of the
document to the number of words in that cluster. If the ratio is more than a threshold value,
the cluster is assigned to the document. So, it can be said that this document can be defined
by this cluster. The threshold is selected as “1”, in other words, if a document contains all
words of a cluster, this cluster is assigned to that document, because it is seen that if a
document is related to a cluster it contains all words of that cluster. More than one cluster
can be assigned to a document. A cluster can be assigned to more than one document also.

The pseudo-code that implements this algorithm is given in Figure 3.2.
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3.6. ldentifying Documents by Concepts

The main aim of this study is defining documents with concepts. Therefore, a
transition has to be done from words and clusters to concepts. In concept extraction
programs like SPSS PASW Text Analytics and WordStat, dictionaries are used in order to

identify documents by concepts [3, 25]. As explained in Section 2, these dictionaries

Algorithm: Assigning Clusters to Documents

Input
F1: Documents-Nouns file
F2: Clusters-Words file
Output
F3: Documents-Clusters file

Begin

1 L1 <- Read F1 to list

2: L2 <- Read F2 to list

3: for each word win L1

4: Search cluster cl of win L2

5: Append cl to L1

6: end for

7: for each document d

8: L3 <- Read clusters of d in L1

9: L4 <- Read words of d in L1

10: for each cluster cl in L3

11: A <- Calculate count of words of cl in L4
12: B <- Calculate count of words of cl
13: if (A/B >= Threshold)

14: Write d + cl to F3

15: end if

16: end for

17:  end for

End

Figure 3.2. Pseudo-code of assigning clusters to documents
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consist of concepts and words related to these concepts. In both programs, users can add or
remove concept categories or words to the categories. Like these programs it is decided to
create concept categories and words related to them. So, concepts have to be assigned to
clusters according to words they contain by human specialists. Then, concepts are assigned
to the documents according to their assigned clusters. The pseudo-code of assignment of

the concepts to the documents is given in Figure 3.3.

Algorithm: Assigning Concepts to Documents

Input
F1: Documents-Clusters file
F2: Clusters-Concepts file
Output
F3: Documents-Concepts-Count file

Begin

1 L1 <- Read F1 to list

2: L2 <- Read F2 to list

3: for each document i

4: L3 <- Read clusters of i

5: L4 <- empty

6: for each cluster cl in L3

7: L5 <- read concepts of cl

8: for each concept cin L5

9: if (L4 does not contain c)
10: Addc+“1”to L4
11: else

12: Increase count of ¢ in L4
13: end if

14: end for

15: end for

16: Write L4 to F3

17:  end for

Fnd

Figure 3.3. Pseudo-code of assigning concepts to documents
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3.7. llustration of the Methodology

Explaining the methodology with a hypothetical example will lead it to understand
better. Let there be five documents in the corpus, and their key files which contain the
keywords of the documents. The key files are used in testing step but some processes are
also applied to them to prepare for testing. These documents are saved according to UTF-8
standards. After pre-precessing step, the BoMorP and BoDis are applied and nouns of the
documents are extracted. As a result of this step, the document numbers and their nouns
are listed as shown in Table 3.3. Same pre-processing step is also applied to the key files
of the documents. Table 3.4 shows the number of the key files of the documents and their

nouns.

Table 3.3. Documents and their nouns

docno |nouns

di yapi, sistem, entegrasyon, yapi
d2 sistem, yaklagim, sistem

d3 yap1, malzeme, yangin, sinif
d4 ozellik, geometri, alagim

d5 betonarme, yapi, analiz, yap1

Table 3.4. Key files and their nouns

key file no | nouns

1 yapi1, bina

2 sistem, analiz

3 malzeme, yangin
4 sistem

5 analiz

Before applying clustering algorithms, a document-noun matrix is created as in
Table 3.5.

Several algorithms are applied to the document-noun matrix. The algorithm which

fits the dataset best is k-means algorithm by Tanagra. The best k cluster number is found
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as seven empirically. As a result of this program, the cluster numbers and their members

are given in Table 3.6.

Table 3.5. Document-noun matrix

doc |yap:r |sis |enteg |yakla|malze |yan |s1 |&zel [geo |ala |beto ana
no tem |[rasyon |sim |me gin |nmif |lik |metri |sim [narme |liz
Docl |2 1 1 0 0 o (0 |0 |O 0 |0 0
Doc2 |0 2 0 1 0 0 |0 |0 0 0 |0 0
Doc3 |1 0 0 0 1 1 1 1|0 0 0 |0 0
Doc4 |0 0 0 0 0 o |0 |1 |1 1 1|0 0
Doc5 |2 0 0 0 0 0O |0 |0 0 0 |1 1

Table 3.6. Clusters and their members

cluster no

members

betonarme, analiz

malzeme, yangin, sinif

yapi1

sistem, yaklasim

entegrasyon

~N| o O B W N

ozellik, geometri, alasim

After that, the clusters are assigned to the documents and key files. While assigning

the clusters to the documents a threshold value is determined. This value is “1”, in other

words if a document contains all words of a cluster, this cluster is assigned to that

document. For the key files a threshold is not considered. If a key file contains a word of a

cluster, this cluster is assigned to that key file. The document numbers and their clusters

are shown in Table 3.7. As seen, although the first document contains the word “sistem” of

the fifth cluster, this cluster is not assigned to the document due to the threshold value. The

key file numbers and their clusters are shown in Table 3.8.
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Table 3.7. Documents and their clusters

doc no | cluster no
1 4,6

2 5

3 2,4

4 7

5 1,4

Table 3.8. Key files and their clusters

key file no | cluster no
1 4

2 1,5

3 2

4 2

5 1

Table 3.9. Clusters and their concepts

cluster no concepts

yapt
malzeme

yap1
sistem

sistem

N O O B W N

malzeme

Finally, documents are identified by concepts via the clusters. Therefore, initially
concepts are assigned to the clusters and to the key files by a human specialist according to
words they contain. The specialist decided to the concepts as “yapi, malzeme, sistem” for
this corpus. Then, the concepts are assigned to the documents according to the clusters
which are assigned to the documents. Some concepts can be assigned to the documents
more than once because of the similarity of the clusters. Table 3.9 shows the cluster
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numbers and their assigned concepts. Table 3.10 shows the document numbers and their
concepts. As seen in Table 3.10, the word “yap1” is assigned to the fifth document twice,
because both the first and the fourth clusters which are assigned to the fifth document are
related to the concept “yap1”. Table 3.11 shows the key file numbers and their assigned

concepts.

Table 3.10. Documents and their concepts

doc no |concepts

1 yapi, sistem

2 sistem

3 malzeme, yap1
4 malzeme

5 yap1 (2)

Table 3.11. Key files and their concepts

key file no | concepts
1 yapi1

2 sistem

3 malzeme
4 sistem

5 yapi

After this process, the testing process starts.
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4. EXPERIMENTS AND EVALUATIONS

4.1. Selecting Corpus

In order to develop a CES for Turkish, a corpus is needed to work on. The first step
in this work is finding comprehensive Turkish documents. Turkish documents which are
related to each other are searched. Online archives of Journal of The Faculty of
Engineering and Architecture of Gazi University (Gazi corpus) [33] are selected as a
corpus which is also used in [5] and [6]. It contains 60 Turkish articles and 60 .key files

which contain the keywords of the articles.

4.2. Application of the Methodology

After selecting a corpus the methodology is applied to the corpus as explained
before. Application of the methodology can be summarized as follows; the detailed

explanation can be seen in Section 3:

(i) The articles and the key files are prepared with pre-processing procedures.

(i) Only nouns of the articles are selected and cumulative nouns list is created.

(iii) Document-noun matrix is created. The matrix is clustered by k-means algorithm. 100
clusters are created. The 100 clusters and the words they contain are listed in
Appendix A.2.

(iv) Clusters are assigned to the articles and the key files. The article numbers and the
clusters assigned to them are given in Appendix B.1. The key file numbers and the
clusters assigned to them are given in Appendix B.2

(v) Concepts are assigned to the key files and to the clusters. The articles are identified
by concepts via the clusters assigned to the articles. The article numbers, the
concepts assigned to them and count of repeated concepts are given in Appendix C.1.

The key file numbers and the concepts assigned to them are given in Appendix C.2.
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4.3. Testing

4.3.1. Testing Methodology

The most significant part of most projects is experiments part since the correctness
of the study can be assessed in this part. Several tests are applied to the results which are
obtained by applying the methodology to the corpus. These tests are test by words, test by
clusters, and test by concepts. Precision and recall are used in order to give results which
are widely used metrics to evaluate correctness of results of data mining projects. Venn
diagrams and formulas that define precision and recall are shown in Figure 4.1, and
Equations 4.1 and 4.2 respectively.

retrieved records relevant records

a
retrieved
&

relevant

Figure 4.1. Definition of precision and recall using Venn diagrams

a
Precision = (4.1)
a+b
Recall = (4.2)
+c

Table 4.1. Confusion matrix of predicted and real classes

Predicted Class
Yes No
Real Yes TP: True Positive FN: False Negative
Class No FP: False Positive TN: True Negative

Precision: TP/ (TP+FP) (4.3)



28

Recall: TP/ (TP + FN) (4.4)

Precision is the number of retrieved and relevant records divided by the total number
of retrieved records. Recall is the number of retrieved relevant records divided by the total

number of relevant records [29]. These can be formulized by using Table 4.1.

4.3.2. Test by Words

Correctness of the clusters which are assigned to the articles is tested by words via
words of the key files. If the clusters are created and assigned correctly, the words of the
clusters which are assigned to the articles should match with the nouns of the key files. Let
us denote words of clusters which are assigned to an article as wl, and nouns in the key
file of that article as w2. w2 is searched in wl. For each article, the numbers of w1, w2, and
the intersection of wl and w2 are calculated. Then, accuracy is calculated by Equation 4.5
for each article. Here precision is not needed to be calculated because clusters contain a lot
of words and limiting them is not possible in this methodology.

a (4.5)
a+c¢

Accuracy =

In Equation 4.5; a is number of the intersection of wl and w2, (a + ¢) is number of
w2. The results of test by words are given in Table 4.2.

Average accuracy is calculated as 0.46. For this test, recall is given as accuracy.
About half of the nouns of the key files are contained in the nouns of the clusters which
are assigned to the articles. This information cannot explain the accuracy of the study
because the clusters contain a lot of words in them; however the words of the key files are
very limited. But unfortunately, although a lot of nouns are selected from the articles, only
half of them are matched with the nouns of the key files. Figure 4.2 shows number of the

nouns of the key files versus number of the matched nouns for each article.



Table 4.2. The results of test by words

31 7 (4 |1 1025
32 16 |7 |3 (043
33 40 |7 |6 ]0,86
34 23 (3 |3 1,00
35 13 |3 |1 1033
36 15 |5 |2 0,40
37 56 (1 |0 0,00
38 20 |4 |0 0,00
39 15 |6 |2 (033
40 23 (2 |1 0,50
41 27 |3 |1 033
42 28 |5 |3 0,60
43 38 (2 |1 0,50
44 24 |13 |3 1,00
45 59 |4 |3 |0,75
46 80 (4 |2 0,50
47 22 |12 |1 0,50
48 23 |5 |0 0,00
49 14 4 |3 0,75
50 47 |5 |4 10,80
51 30 |7 |1 0,14
52 50 (6 |5 (0,83
53 20 |5 |2 0,40
54 64 |5 |4 0,80
55 5 (4 |0 10,00
56 17 |4 |3 |0,75
57 39 |1 |0 0,00
58 44 14 |2 10,50
59 24 (9 |9 1,00
60 13 |10 |0 0,00

docno |#wl |#w2 |#a |accuracy
1 65 |4 |0 0,00
2 4 1 0 0,00
3 91 |8 8 1,00
4 14 |4 2 0,50
5 33 |8 4 10,50
6 56 |5 4 0,80
7 21 |4 4 1,00
8 20 |4 3 0,75
9 16 |6 2 10,33
10 37 |3 |0 |0,00
11 11 |3 2 0,67
12 48 |4 2 0,50
13 36 (2 |1 |050
14 20 |4 3 0,75
15 13 |5 1 10,20
16 34 |7 |6 0,86
17 81 |5 2 0,40
18 11 |4 3 0,75
19 34 |5 |3 0,60
20 19 |5 1 10,20
21 29 |6 3 10,50
22 24 |3 2 0,67
23 28 |5 |5 1,00
24 41 |6 1 1017
25 15 |6 |3 |0,50
26 13 |6 |2 0,33
27 8 2 0 0,00
28 51 |4 3 0,75
29 23 |11 |4 |0,36
30 12 |6 (1 0,17

29
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Figure 4.2. Number of the key words versus number of the matched words

4.3.3. Test by Clusters

Correctness of the clusters which are assigned to the articles is tested by clusters via
the clusters of the key files. Clusters are assigned to the key files according to the nouns in
them. Let us denote the clusters of an article as cl1, and the clusters of the key file related
to that article as cl2. cl1 and cl2 are compared. For each article, the numbers of cl1, cl2,
and the intersection of cl1 and clI2 are calculated. Then, precision and recall are calculated
for each document. In Equation 4.1 and 4.2; a is the number of the intersection of cll1 and
cl2, (a + b) is the number of cll, and (a + c) is the number of cl2. The results of test by

clusters are given in Table 4.3.

Average precision and average recall are calculated as 0.50 and 0.41, respectively.
As a result of the test by clusters, 41 per cent of the assigned clusters are matched with the
clusters of the key files. Half of the clusters which are assigned to the articles are assigned
correctly. The recall is lower than expected. Since the clusters are supposed as general
topics of the articles, it shows the general topics of the articles could not be determined
perfectly. However, for Turkish it can be regarded as a success because of the complexity

of the language. Figure 4.3 shows number of the clusters of the key files versus number of
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the matched clusters for each article. Figure 4.4 shows number of the assigned clusters

versus number of the matched clusters for each article.
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Figure 4.3. Number of the key clusters versus number of the matched clusters
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Figure 4.4. Number of the assigned clusters versus number of the matched clusters



Table 4.3. The results of test by clusters

32

31 1 (4 |1 (1,00 0,25
32 2 |5 1 |0,50 0,20
33 3 |2 1 10,33 0,50
34 2 (2 |2 |1,00 1,00
35 1 |2 1 |1,00 0,50
36 1 |3 1 |1,00 0,33
37 6 1 |0 (0,00 0,00
38 1 |3 |0 (0,00 0,00
39 1 |4 |1 (1,00 0,25
40 2 |2 1 10,50 0,50
41 3 |3 1 10,33 0,33
42 4 |3 1 10,25 0,33
43 2 |2 1 10,50 0,50
44 1 1 1 |1,00 1,00
45 5 |3 |2 |040 0,67
46 7 |2 1 0,14 0,50
47 2 |2 1 1]0,50 0,50
48 2 |5 |0 |0,00 0,00
49 2 |2 1 10,50 0,50
50 4 (3 |2 {050 0,67
51 4 (4 |1 (0,25 0,25
52 5 |4 |3 |0,60 0,75
53 1 |4 |1 (1,00 0,25
54 5 |3 |2 |040 0,67
55 1 |3 |0 (0,00 0,00
56 1 |2 1 |1,00 0,50
57 4 (1 |0 |0,00 0,00
58 3 |3 1 10,33 0,33
59 2 1 1 10,50 1,00
60 1 |7 |0 (0,00 0,00

docno | #cll |#cl2 | #a | precision | recall
1 5 |4 |0 (0,00 0,00
2 1 1 0 |0,00 0,00
3 9 4 4 10,44 1,00
4 1 |2 |1 [1,00 0,50
5 5 5 2 10,40 0,40
6 6 3 2 10,33 0,67
7 1 1 1 (1,00 1,00
8 1 2 1 (1,00 0,50
9 1 5 1 (1,00 0,20
10 2 |3 |0 (0,00 0,00
11 2 2 1 (0,50 0,50
12 4 3 1 (0,25 0,33
13 4 2 1 (0,25 0,50
14 2 2 1 (0,50 0,50
15 2 4 1 (0,50 0,25
16 2 2 1 |0,50 0,50
17 8 |3 (2 |0,25 0,67
18 1 2 1 (1,00 0,50
19 3 |3 |1 (033 0,33
20 2 4 1 (0,50 0,25
21 3 5 2 10,67 0,40
22 3 2 1 10,33 0,50
23 2 2 2 11,00 1,00
24 4 5 1 (0,25 0,20
25 1 4 1 (1,00 0,25
26 2 4 1 (0,50 0,25
27 1 1 0 |0,00 0,00
28 4 |3 |2 (050 0,67
29 1 8 1 (1,00 0,13
30 2 |5 (1 (050 0,20
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4.3.4. Test by Concepts

Correctness of the concepts which are assigned to the articles is tested by concepts
via the concepts of the key files. Let us denote the concepts which are assigned to an
article as c1, and the concepts of the key file related to that article as c2. c1 and c2 are
compared. For each article, the numbers of c1, c2, and the intersection of c1 and c2 are
calculated. Then, precision and recall are calculated for each article. In Equations 4.1 and
4.2; a is the number of the intersection of c1 and c2, (a + b) is the number of c1, and (a +

c) is the number of c2. The results of test by concepts are given in Table 4.4.

Average precision and average recall are calculated as 0.22 and 0.51, respectively.
As a result of the test by concepts, 51 per cent of the concepts which are assigned to the
articles are matched with the concepts of the key files. 22 per cent of the concepts which
are assigned to the articles are assigned correctly. This shows that more concepts are
assigned than it must be. The recall being too high may be due to this fact. Since concepts
are abstract entities, in other words they do not have to be written in the texts as they
appear, assigning concept is a very difficult issue. Furthermore, Turkish is an agglutinative
and complex language that studies on Turkish do not give high scores. For example, the
success rate of key phrase extraction studies by [5] and [6] respectively are not passed over
30 per cent. Moreover, this study is the first study for Turkish in this subject that 0.51 and
0.22 cannot be considered as unsatisfactory. Figure 4.5 shows the number of the concepts
of the key files versus the number of the matched concepts for each article. Figure 4.6
shows the number of the concepts assigned to the articles versus the number of the
matched concepts for each article.

As a result of the test by concept, precision is considered as low; therefore it is
thought limiting the number of the concepts assigned to the articles may be useful for the
results. Due to the similarity of the clusters, some clusters contain same concepts. So,
while assigning concepts to the articles via clusters, some concepts are assigned to the
articles more than once (See Appendix C.1). Therefore, we performed another experiment
in which a restriction is applied to the concepts of the articles such that if an article is

defined by a concept more than once, the concepts that exist only once are eliminated. If
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an article is defined by concepts only once, no elimination is applied. For evaluation, same

formulas are applied which are explained in the test by concepts.
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Figure 4.5. Number of the key concepts versus number of the matched concepts
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Figure 4.6. Number of the assigned concepts versus number of the matched concepts



Table 4.4. The results of test by concepts
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31 2 |1 (0 |0,00 0,00
32 2 |1 |1 {0,550 1,00
33 4 |1 |1 0,25 1,00
34 3 (2 |1 /033 0,50
35 2 |2 |0 |0,00 0,00
36 2 |1 |1 ]050 1,00
37 6 (1 (0 |0,00 0,00
38 2 |1 |0 |0,00 0,00
39 2 |1 |0 |0,00 0,00
40 2 |1 (0 |0,00 0,00
41 4 (1 |1 025 1,00
42 6 |1 |0 |0,00 0,00
43 2 |1 (1050 1,00
44 3 |1 |1 1033 1,00
45 6 |2 |2 (033 1,00
46 8 (2 |2 (0,25 1,00
47 3 |1 |1 1033 1,00
48 3 |3 |1 1033 0,33
49 2 |1 (0 |0,00 0,00
50 5 |1 |0 {0,00 0,00
51 5 |2 |0 |0,00 0,00
52 4 12 |1 10,25 0,50
53 2 |1 |0 |0,00 0,00
54 10 |2 |2 [0,20 1,00
55 2 |2 |0 |0,00 0,00
56 2 |1 |1 {0,550 1,00
57 5 |1 |1 (0,20 1,00
58 5 (2 |1 10,20 0,50
59 2 |1 (1050 1,00
60 1 |2 |1 (1,00 0,50

docno | #cl | #c2 | #a | precision | recall
1 4 12 |1 ]0,25 0,50
2 1 (1 |0 |0,00 0,00
3 9 |2 |2 |0,22 1,00
4 2 |1 |0 |0,00 0,00
5 5 |2 (10,20 0,50
6 5 |2 (10,20 0,50
7 2 (2 (1050 0,50
8 2 |2 |1 /0,50 0,50
9 1 (1 |0 |0,00 0,00
10 3 |1 |0 |0,00 0,00
11 2 |1 |1 |0,50 1,00
12 6 |2 |1 (0,17 0,50
13 5 |1 |1 0,20 1,00
14 2 |1 |1 |0,50 1,00
15 2 |2 |0 |0,00 0,00
16 2 |1 |0 |0,00 0,00
17 7 12 |1 (014 0,50
18 2 |1 |1 |0,50 1,00
19 3 |1 |1 033 1,00
20 3 |1 |0 |0,00 0,00
21 4 |2 |1 |0,25 0,50
22 3 |1 |110,33 1,00
23 4 |1 (1 |0,25 1,00
24 2 |1 |0 |0,00 0,00
25 2 |1 |1 ]0,50 1,00
26 3 |1 |0 |0,00 0,00
27 1 (1 |0 |0,00 0,00
28 6 |1 |1 |0,17 1,00
29 1 (2 |0 |0,00 0,00
30 1 (1 |1 |1,00 1,00
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Average precision and average recall are calculated as 0.16 and 0.27, respectively.
Both precision and recall decrease significantly. By applying this test, precision is
expected to be increased however it decreases. Moreover, recall decreases drastically that

the success of assigning concepts to the articles is 27 per cent.

A restriction is again applied to the concepts of the articles which exist only once to
define the articles are eliminated. Average precision and average recall are calculated as
0.04 and 0.06, respectively. Since there are a few articles which are defined by concepts
more than once, the average precision and recall are too low. This shows that the results
are much better without any elimination. Therefore, the result of this test can be given as
51 per cent recall with 22 per cent precision. Table 4.5 shows results of the test by

concepts. A graphic which compares these results is given in Figure 4.7.

Table 4.5. Comparison of precision and recall for different number of assigned concepts

Concepts precision | recall

no elimination 0,22 0,51

eliminate 1 if any other greater than 1 exists |0,16 0,27

eliminate 1 0,04 0,06
0.60

0.50 l\

0.40 \

0.30

0.20 } — \ === Dprecision
\\ == recall

0.10 3

0.00 T T )
no elimination eliminate 1 if eliminate 1
any other
greater than 1
exists

Figure 4.7. Comparison of the results of test by concepts for changing concept count
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5. CONCLUSION

The growing vast amount of electronic information brings the need to analyze
documents automatically to determine which documents give valuable information.
Knowing the concepts of a document helps human to assess it and decide if the document

is beneficial for her or not.

Concept extraction from unstructured documents is the process of extracting
concepts, in other words the main idea of the texts. The main and compelling point for
concept extraction is that concepts may or may not appear in the text as they are written. In

this study, a concept extraction system for Turkish is proposed.

In this thesis, the methodology that is proposed for CES for Turkish is explained and
several experiments are done. The first issue that must be faced is the complexity of
Turkish. Therefore, the methodology starts with a pre-processing step in which each
document is converted to UTF-8 format. The documents are parsed to its words by
BoMorP and BoDis programs. Nouns of the documents are selected and represented in
“bag-of-words” form. Then some clustering algorithms are applied to the bag-of-words.
Since concepts can be defined by words, clustering similar words is considered to be
useful for CES. The k-means algorithm with 100 clusters is determined as the best
algorithm for this system. The clusters are assigned to the documents according to the
words they contain. Then concepts are assigned to the clusters by human intervention.
After that, documents are identified by the concepts via the clusters assigned to the

documents.

After determining the methodology, experiments are applied and their evaluations
are given. First of all, a corpus is selected and the methodology is applied to it. Then,
testing strategies are determined that precision and recall method is used generally. Three
types of testing are applied which are by words, by clusters, and by concepts. In the test by
words, the words of the clusters which are assigned to the articles are compared with the
nouns of the key files. As a result, the accuracy is 46 per cent. This is lower than expected.
The assigned clusters of the articles are tested by the assigned clusters of the key files. 41
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per cent accuracy is obtained in other words general topics of articles are defined with 41
per cent accuracy. This score is not quite high but higher than some similar studies. Lastly,
after assigning concepts to the clusters, and determining the concepts of the articles via the
clusters, they are tested by the concepts of the key files. As a result, 51 per cent of the
assigned concepts are matched with the concepts of the key files whereas only 22 per cent
of the assigned concepts are assigned correctly. The recall being too high may be due to
this fact. Therefore, some other experiments are done by limiting the assigned concepts of
the articles, but the results do not improve.

In this system, the first issue that must be faced is the complexity of Turkish which
is an agglutinative language. The second issue is the abstractness of concepts. To the best
of our knowledge, this study is the first concept extraction study for Turkish. This work
can serve as a pioneering work in concept extraction field for agglutinative languages. The

results are better than the studies related to this field.

As a future work, the methodology must be applied to a new corpus. Due to the fact
that finding Turkish documents with their concepts or key phrases is not easy, and
moreover creating such a comprehensive corpus takes too long time, the methodology is
tested on only one corpus. By creating a new corpus, this study can be tested on it. In order
to improve the methodology, other clustering algorithms, for example, supervised learning

algorithms may be tried.



APPENDIX A: CLUSTERING

A.1l. Document-Noun Matrix

39

The matrix is created from “bag-of-words” of Gazi corpus. Rows hold the number of

the articles. Columns hold the words of the bag-of-words. The numbers in the table shows

how many times the word in the column occurs in the article in the row. There are 1494

nouns in the bag-of-words, but we can show only eight of them in this table.

Table A.1. A sample from document-noun matrix from Gazi corpus

DocNo | sekil deger |sistem |sonuc | el malzeme | islem | ara
Docl 6 7 49 6 12 22 2 13
Doc2 18 19 21 15 7 0 38 1
Doc3 11 21 11 4 7 125 0 10
Doc4 27 3 0 7 13 18 19 6
Doc5 |30 28 45 10 13 0 16 6
Doc6 39 10 0 7 1 9 1 6
Doc7 |23 34 6 30 8 8 14 17
Doc8 27 39 3 24 21 2 0 6
Doc9 24 15 12 10 2 2 1 11
Docl0 |25 49 0 30 16 0 0 7
Docll |13 14 3 4 3 0 0 1
Docl2 |12 6 0 1 2 0 0 6
Docl3 | 19 9 4 22 15 0 8 32
Doc14 |31 42 109 20 19 0 0 0
Docl5 |8 11 7 22 22 0 10 10
Docl6 |6 39 2 30 19 39 16 14
Docl7 |28 29 91 38 14 16 7 31
Docl8 |31 10 0 15 0 87 6 8
Docl9 |10 12 1 11 31 37 3 3
Doc20 |5 22 20 18 17 1 31 12




Table A.1. A sample from document-noun matrix from Gazi corpus (contd.)
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Doc21 |3 6 5 8 16 32 1 2
Doc22 | 18 53 1 11 4 3 1 8
Doc23 |6 18 5 6 2 3 0 3
Doc24 | 17 16 1 13 4 0 0 25
Doc25 | 27 11 4 47 26 17 27 12
Doc26 |23 48 7 10 10 0 14 13
Doc27 |6 10 57 9 12 0 8 4
Doc28 | 59 23 33 12 28 4 104 22
Doc29 |18 21 0 4 8 1 0 18
Doc30 |40 2 0 34 13 13 20 11
Doc31 | 10 5 0 3 3 6 12 6
Doc32 |30 28 3 14 19 25 1 55
Doc33 | 20 11 5 6 6 0 0 8
Doc34 | 39 10 6 8 15 0 4 3
Doc35 |12 17 0 12 5 10 0 2
Doc36 | 15 18 0 6 27 9 4 8
Doc37 | 56 73 122 14 55 0 6 11
Doc38 | 14 1 25 6 18 0 6 7
Doc39 | 33 19 0 12 10 25 6 7
Doc40 | 10 45 0 6 5 0 2 11
Doc4l | 26 5 4 4 5 0 7 8
Doc42 | 37 11 9 10 21 0 30 12
Doc43 |9 5 8 9 2 5 3 22
Doc44 | 24 19 2 17 18 2 29 3
Doc45 |7 4 0 4 2 0 0 6
Doc46 | 62 43 6 9 10 8 0 27
Doc47 |19 15 40 24 23 0 0 10
Doc48 | 19 19 11 4 10 14 0 19
Doc49 | 16 58 28 28 22 1 14 3
Doc50 |4 102 16 15 10 0 7 14
Doc51 | 26 21 67 8 2 68 8 15
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Table A.1. A sample from document-noun matrix from Gazi corpus (contd.)

Doc52 | 35 10 76 13 11 2 88 16
Doc53 | 23 5 59 8 9 0 24 5
Doc54 | 15 7 20 2 4 2 0 2
Doc55 | 12 21 0 6 7 11 2 1
Doc56 | 21 9 9 2 4 19 13 5
Doc57 | 32 26 0 14 13 1 0 26
Doc58 | 21 7 6 10 22 38 9 18
Doc59 | 34 19 20 15 6 0 0 2
Doc60 | 23 20 6 3 6 0 33 2

A.2. Clusters and Words

The clusters of Gazi corpus in Table A.2 are created by Tanagra k-means algorithm.

The best cluster number is determined as 100.

Table A.2. Cluster numbers and their words from Gazi corpus

cluster |words

no

1 kriter, alternatif, stok, alim, yetenek, pratik

2 alan, uygulama, denetim, siire¢, teknik, duvar, kabul, proje, baglam, organizasyon,
tesisat, panel, dneri, entegrasyon, perde, derz, kabuk, olgu, evre, b6lme, birikim,
site, geg¢irim, kategori, tiinel, yaptirim, dokiimantasyon, 6z, ¢op, hali, kiif

3 uzman, konum, kiitiiphane, dahil, isim, tarif, tanitim, baglama, dikdortgen, freze,
yoriinge, sakinca, siirii, taslama, otomasyon, prizma, puma

4 negatif

5 numune, agrega, agirlik, gazi, cilt, fak, mim, ocak, obruk, miihendis, saha, 6ze,
kloriir, alkali, sek, formasyon, kusur, dag, don, emme, gri, kayag, gnays, kuvarsit

6 kars1, kadin, ¢aba, para

7 insa, gelecek, mahalle, bakan, sembol, ¢cesme, toplanti

8 ag, karakter, sinir, karsilik, kod, harf, hedef, desen, yazi, beyin, tiirkce, roman,

thmal, kabiliyet, ag1, taktir, font
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Table A.2. Cluster numbers and their words from Gazi corpus (contd.)

9 kontrol, son, {inite, satir, komut, format, dongii, basamak, er, virgiil, teker, mazak,
telafi

10 yap1, gerek, dis, s6z, olusum, yad, dokliman, disiplin, delik, korunum, sap

11 kalite, boyut, nitelik, bilesen, hasar, kavram, ses, yalitim, ilke, tesekkiir, nem,
konstriiksiyon, onarim, koordinasyon, icerik, baskin

12 model, referans, kazang, birey, bit, kiime, makale, un, suret, ima, topluluk, kiimes,
is, genetik, diimen, gemi, kargo, prosedir, gem, bellek, mutasyon

13 ac1, kuvvet, talas, sebep, ug, yas, geometri, isleme, ¢ap, kok, morfoloji, yaricap,
cozelti, dizlem

14 parametre, kar, literatiir, karinca, diigiim, sehir, tur, koloni, optimizasyon, arkadas,
iz, kez, baginti, yayin, yuva, meta, yiyecek, tiim, satici

15 yontem, form, basari, ikili, verim, ¢alisan, avantaj, se¢enek, puan, gosterge, atolye,
dezavantaj, hiyerarsi, yonetici, biiro, iicret, beceri, gider, uygulanabilirlik, emir(1),
motivasyon, departman, parti, tahsis, terfi, indirim, kariyer, liderlik, 6dl

16 i¢, glin, zemin, cephe, 6zen, ilce, tescil

17 kat, bina, blok, islev, endiistri, fabrika, yerleske, tekel, iiniversite, depo, belediye,
karadeniz, sigara, kolon, tatn, itibari, sanayi, miras, restorasyon, idare, inhisar,
mira, mudurluk, giindem, kiremit, bodrum, hikiimet, reji

18 hal, resim, maske, basarim

19 yol, dakika, guvenlik, otel, merdiven, ¢izelge, énlem, koridor, yatak, asansor, liks,
orneklem, Oli, atif, daire, tahliye, uyku, alarm, genislik, konuk, siiit

20 -

21 tespit, kimlik, teknoloji, fotograf, kablo, iletisim, kart, yliz, varsayim, sunucu, niifus,
hazne, vatandaslik, kamera, 6grenci, vatandas, istem, sug, diziistii, organ

22 amag, sure, temel, trin, minimum, hak, aracilik, hazirlik, isleyis

23 el, ifade, fonksiyon, bi¢im, sinir, denklem, sinyal, bas, tahmin, il, teorem, terim,
tarz, denetleyici, et, pozisyon, tlirev, ispat, integral, bilim, diferansiyel, kisa, oranti,
mertebe, lim, zarf, ihtiva, kontrol6r, sunum, arti, dngori

24 kayit(1), varlik, ayrinti

25 problem, ¢6ziim, hareket, aralik, baslangig, liste, degisken, tabu, ¢oz, set, uzunluk,

komsu, magazin, kombinasyon, kosu, tamsay1
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Table A.2. Cluster numbers and their words from Gazi corpus (contd.)

26 tas, siva, saat, al¢1, yari, dolgu, kalsiyum, anhidrit, firin, harg, koruma, usta, biinye,
doku, elek, fir, temmuz, jips, karkas, ¢elebi, defa, kristal, tehlike, hidrat, saf, hiza,
kusak, perdah, difraksiyon, 1zgara, molekiil, sorumlu, tekke

27 buhar, basin, termodinamik, net, dost, entropi, ¢ikti, yayilma, ozon, vade

28 hata, boliim, yaklagim, yarar, ad(11), belirti, baz, takip, yardimci, yargi, metodoloji,
arzu, iddia

29 tablo, standart, ilgi, Uye, izin

30 durum, say1, nokta, bdlge, igeri, istasyon, sart, talep, mesafe, mevcut, aday, yakin,
kisit, senaryo, karakteristik, iklim, hizmet, kaza, imkan, gosteri, helikopter, tesis,
ikmal, silah, deniz, kara, olay, teskil, tim, l1g, miidahale, tank, intikal, sivil, teskilat

31 yakit, ¢cevre, enerji, reaktor, karigim, kesit, demet, reaksiyon, nétron, rezonans,
cubuk, es, ¢ekirdek, data, tesir, transport, tiip, termal, toryum, kor, uranyum, rezerv,
atik, pliitonyum

32 kent, tarih, kiiltiir, kurum, kurgu, cami, ortaklik, ¢cevri, medeniyet, yay

33 meydan, doniisiim, park, rol, bulvar, dykii, hiirriyet, baskent, ge¢mis, engel, ideoloji,
giiven, havuz, kurul, heykel, kanit, otopark, peyzaj, ani, imaj, prestij, yarisma,
aksam, araba, sergi, tagimaci

34 asama, tip, secim, ekran, tasit, bant, bugiin, tipi, sayfa, tus, mobilya, metre, faiz,
satin, dal, uzaklik

35 insan, rahat, hafta, memnuniyet

36 faktor, ilgili, sikayet

37 orta, merkez, tiirk, yiizyil, faaliyet, pazar, balik, ticaret, gelenek, cografya, deneme,
art, inang, evrim, kale, vadi, koken, budist, hu, kdy, tipoloji, asker, gocebe, hatun,
kitabe, kiilliye, odak, ordu, kislak, saray, sur(11), vergi, direk, goktiirk, cag, gol,
islam, kaya, kule, tiirbe

38 sekil, algoritma, bura

39 kullanim, iliski, 151k, ferah, miizik, ¢igek, kalabalik, masa, alfa(1), manzara, kisilik

40 bilgi, tasarim, taban, mekanizma, temsil, kural, unsur, saye, dil, sartname, torna,
rapor, zeka, c¢ikar, yetki, editor, taklit, gramer, katalog, modifikasyon

41 veri, ihtiyag, altyap1

42 malzeme, uyum, dokme
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Table A.2. Cluster numbers and their words from Gazi corpus (contd.)

43 esas, ilave, esna, balata, toz, fren, disk, metalurji, kursun, oksit, kurt

44 kumasg, mukavemet, ip, pamuk, randiman, polyester, gabardin, giysi, iplik,
korelasyon, dikim, merserize, materyal, gramaj, ilmek, kesik, uzam, atki, ¢ozgii,
igne, proses, etiket

45 maliyet, soru, istek, deyis, yatirim, bilgin, operator

46 zaman, is, dikkat, an(11), tiir, kutu, numara, dncelik, dizi, diyagram, ¢evrim, siitun,
dilim, zincir, sey, yilklem, ham, hayal, dizin, ok, pes

47 yillik, sofa, haci, mutfak, etraf, kis, akil, tavan, ahir, egim, yaz, yazlik, giines, soba,
arsa, ders, kazan, saman

48 su, yore, silfat, dere

49 program, kalip, yerlesim, plaka, serit, aza, sac, zzimba, ¢izim, disi, uzanti, baski,
civata, diyalog, nalbant, delme, pim

50 adet, kose, birlesim, kavela, pencere, formiil, rutubet, dis, kuru, regresyon, zivana,
not, kereste

51 hat, bilgisayar, yazilim, cihaz, baglanti, kanal, donanim, seri, mesaj, arayiiz, menti,
dosya, servis, hafiza, erisim, trafo, kana, telefon, video, tampon, bacak, terminal

52 in, ¢imento, diinya, insaat, sektor, kireg, santral, kiil(11), ugucu, komiir, linyit, te,
kir, ekonomi, tasarruf, incelik, ikame, fil, kerpig, tarim

53 gercek, diizen, metin, kelime, felsefe

54 deney, dayanim, beton, metot, basing, tahribat, eksen, ortii, hassasiyet, yazar,
bilesik, simsek, kiip, ¢ceki, sonda, kiir, arastirmaci, ¢ekic, laboratuvar, mastar,
silindir

55 taraf, hol, destek, hastane, klinik, kare, poliklinik, hasta, tahlil, ay, saglik, yilizde,
deneyim, kan, rontgen, kardiyoloji, algi, dermatoloji, kiyas, idrar, huzur, tedavi,
muayene, sanat, fikir, bayan, bay, karanlik, stres, atmosfer, eser, verici, meslek,
tabela, kasvet, sirkiilasyon, teshis, ziyaret, danisma, gosterim, sikinti, yorum, bogaz,
buru, kulak, onay, psikoloji, ruh, siklik

56 devlet, toplum, cadde, bahge, gelisim, kanun, kurulus, imar, aks, terk, amerikan

57 ara, ylizey, bag, 1s1, katsayi, transfer, piiriiz, hesap, temas, diizenek, indis, simetri,
sahin

58 yon, olanak, aligveris
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Table A.2. Cluster numbers and their words from Gazi corpus (contd.)

59 eglence, donem, tercih, gelir, cumhuriyet, etken, hayat(1), tiiketim, anlayis, sinema,
ulus, iktidar, lokanta, politika, yasanti, gazino, kamu, internet, Kitle, radyo, rejim,
balo, hakimiyet, inisiyatif, ¢ay, diigiin, meyhane, baba, girisim, hegemonya, pavyon,
ret

60 etki, hava, ortam, 6mur, deformasyon, krater, regilatér

61 eksik, dogrultu, yonetim, tecriibe, mal, ekip, ayak, isletme, paha

62 arag, konfor, emniyet, kemer, katilim, koltuk, sag, buton, cinsiyet, konsol, ayar,
erkek, aksesuar, kul, skala, sol(11), tatmin, siiriicii, taki, yolcu, otomobil, 6liim, ugak,
yolculuk, dizayn

63 kapsam, boy, baslik, belge, bakir, iskan

64 sonug, 6zellik, dokiim, vakum, metal, alasim, mekanik, yardim, gaz, sicaklik, diistik,
gozenek, netice, parcacik, giil

65 eleman, tekrar, aki, kompresor, sermaye, top, cin, valf

66 oran, birim, hacim, kum, briket, kak, nii, kiil(1), fiyat, civar, temin, aktivite, bagil

67 mekan, plan, 6l¢ek, canli, can, kafe, televizyon, okul, yaya

68 neden, giirliltii, ulagim, ray, 6l¢iim, trafik, transit, gece, sefer, giindiiz, harita, tren,
alici, bariyer, lokomotif, otobiis, remel

69 yil, dogu, giiney, bati, kuzey

70 egitim, katman, lazer, ndron, optik, kuyu, esik, topla, {in, yar

71 gerilim, akim, giic, sebeke, faz, ylk, kosul, denge, 6zet, filtre, ideal, isletim, tel,
simiilasyon, dalga, anlik, kol, reaktif, sema, edim, teori, esitlik, histerezis

72 kapi, ev, kanat, avlu, cogunluk, goriiniim, halk, kasa, sokak, siisleme, yildirim,
disar1, gobek, kilit, zemberek, lamba, yaprak, ¢cadir, ¢atki, rolyef, tokmak, ayna,
banyo, sol(1), siis, bini, aksam, cihanniima, ¢ita, nis

73 iretim, seramik, tugla, kompozisyon, silis, baca, ates

74 sistem, yer, karar, yukari, devam, ileri

75 seviye, vektor, koordinat, frekans, isaret, uzay, modiilasyon, gen, indeks, koprt,
motor, koordinatlar, stator, kartezyen, genlik, tatar, forma, izolasyon, platform,
dcgen

76 vasita, husus
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Table A.2. Cluster numbers and their words from Gazi corpus (contd.)

77 ornek, dlizey, cesit, renk, agac, ton, degis, etkilesim, yag, cila, kestane, parafin,
koruyucu, mese, tik, akasya, armut, sedir, aritmetik, 1s1n, profil, s1vi, vernik, maksat,
pigment, def, odun, ark, mum, radyasyon, absorbe, fiber, sogiit

78 sahip, oda, ust, dolap, yemek, balkon

79 siif, test, lilke, testi, tepki, katki, birlik, doseme, kenar, ek, cati, yangi, alev, duman,
direktif, ortak, komisyon, tabaka(11), levha, harig, tanecik, boru, kilavuz, yiiriirliik,
fire, gazete, kagit, lami, bakanlik, kiitle, 6zelik, arduvaz, denk, dolasim, inorganik,
ekim, mayis

80 potansiyel, kil, lif, mineral, tayin, riizgar, kalori

81 modiil, degil, mantik, rakam, dahi

82 degisim, sonra, asag1, once, madde, nehir, baraj, zarar, gozlem, debi, kesim, ask,
ten, agiz, hidrolik, agustos, pik, aylik, rezervuar, liik, aski, general, nisan

83 anlam, detay, oyun, mimar, tiyatro, karagdz, diisiince, goriis, sahne, siirek, giildiiri,
alay, hakim, biling, duygu, seyirci, sozciik, varolus, yabanci, yok, herkes, norm,
striiktiir, ¢eliski, dekor, giyim, gdlge, hacivat, kavuk, kirci, metafor, pisekar, yarati

84 islem, parca, tezgah, sira, imalat, robot, hiicre, kisim(11), ad(1), operasyon, tabla,
kiitiik, nesne, imal, sur(1), piyasa, alacak, ekipman, yurt, darbogaz, tab

85 analiz, tamim, ¢erceve, egri, kapasite, dinamik, limit, deprem, as, risk, atim, soniim,
olasilik, cins, ihtimal, medya, aciklik, kiris, siddet, adet

86 performans, goz, 6n, gereksinim, beklenti, dolay, aktarim

87 yangin, konu, yonetmelik, mevzuat, cam, saniye, hikim

88 alt, grup, dagilim, bakim, grafik, ¢izgi, istatistik, ¢ceyrek, ortanca, sin(11)

89 yan, adim, ariza, direng, toprak, transformator, benzetim, sari, elektrik, sargi, diren,
darbe, sarim, kacgak, benzesim, manyetik

90 fark, yasam, ana, konut, kisi, aile, bulgu, misafir, eylem, donati, salon, miilkiyet,
arz, esya, apartman, kitap, enstitii, hipotez, milyar, dekorasyon, fakiilte

91 olc, tolerans, montaj, moment, tol, prensip, sentez, monte, varyasyon, halka, dize,
musaade

92 devre, anahtar, sifir, iletim, periyot, kondansatdr, bobin, indiiksiyon, doniis, 1sitict

93 yapim, doga, yagmur, pano
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Table A.2. Cluster numbers and their words from Gazi corpus (contd.)

94 kaynak, tane, makine, bar, perlit, ¢elik, marka, alin, girdi, sem(1), mikroskop,
elektron, karbon, ¢ene, enjeksiyon

95 Onem, sorun, ortalama, derece, sirket, anket, personel, firma, cevap, paket,
danisman, fayda, sapma, dagitim, hayir, sap, uyarlama, ciro, yanlis, pay, miisteri,
finans, muhasebe, ambar, rekabet, siparis, tedarik, elestiri, strateji, adaptasyon,
gorlisme, isletmen

96 hiz, takim, karbiir, plastik, kaplama, dinamometre, nikel, alet, altin, kist, testere,
asil, tarama, tavsiye, yanak

97 boya, estetik, arka, tzeri, gor(, tuvalet

98 egilim, pas, kap, dev, y18int1

99 deger, toplam, matris, 6l¢iit, gérev, kademe, isci, alig, ar

100 miktar, bosluk, kisim(1), goriintii, bilesim, at, besleme, pres, element, atom, cekme
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APPENDIX B: DOCUMENTS AND CLUSTERS

B.1. Articles and Assigned Clusters

The clusters are assigned to the articles in Gazi corpus according to nouns they

contain. Table B.1 shows the article numbers and their assigned cluster numbers.



Table B.1. Article numbers and their assigned clusters from Gazi corpus
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doc_no |clusters no

1 93, 36, 11, 2, 10

2 18

3 80, 63, 74, 22, 29, 79, 87, 42,
10

4 13

5 4,76, 74, 38,12

6 24,97, 78, 16, 93, 72

7 54

8 85

9 89

10 76, 30

11 4,92

12 7,69, 32, 33

13 6, 36, 35, 62

14 38, 68

15 38,70

16 4,77

17 38, 22, 61, 28, 45, 81, 41, 95

18 43

19 73, 80, 52

20 38, 25

21 74, 86, 11

22 4, 88, 50

23 19, 87

24 36, 39, 78,90

25 64

26 38, 27

27 65

28 38,46, 74, 84

29 82

30 4,100
31 60

32 42,57

33 69, 16, 17

34 38,75

35 66

36 96

37 76, 4,38, 28, 23, 74
38 21

39 94

40 4,44

41 76, 24,51

42 76, 74, 38, 8

43 53, 83

44 31

45 6, 58, 56, 67, 59
46 36, 35, 4, 58, 67, 39, 55
47 38, 14

48 69, 47

49 76, 91

50 58, 1, 15, 99

51 4,1,34, 45

52 41,38,74,3,84
53 40

54 24,53, 63, 32, 37
55 98

56 49

57 4,88,5, 48

58 48, 16, 26

59 4,71

60 9
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B.2. Key Files and Clusters

The clusters are assigned to the key files of the articles in Gazi corpus according to
nouns they contain. Table B.2 shows the key file numbers and their assigned cluster

numbers.



Table B.2. Key file numbers and their assigned clusters from Gazi corpus

o1

key file

no clusters no

1 88, 74, 86, 1

2 74

3 10, 42, 79, 87

4 13, 64

5 81, 2, 40, 12, 38
6 37,72,78

7 54

8 85, 10

9 89, 16, 92,51, 12
10 74, 34,25

11 92,9

12 33,67,59

13 33, 62

14 68, 74

15 88, 36, 8, 70

16 42,77

17 94, 95, 81

18 42,43

19 52,79, 42

20 84,74, 34, 25
21 11, 10, 28, 86, 1
22 72,50

23 87,19

24 90, 67, 16, 40, 65
25 64, 13, 66, 49
26 8, 27,74, 64

27 57

28 84,3,74

N
[{e]

60, 17, 82, 71, 19, 77, 92, 85

30 64, 13, 66, 49, 100
31 64, 13, 96, 60
32 57,58, 9, 90, 54
33 17,30

34 75, 38

35 54, 66

36 96, 13, 57

37 2

38 8,19, 74

39 94, 71, 46, 64
40 44,11

41 23,51,0

42 8,100, 13

43 83, 11

44 31

45 59, 2, 67

46 55, 86

47 14,25

48 72,62, 85, 17, 86
49 91, 85

50 99, 15, 44

51 74,55, 42,1

52 84, 3,74, 40

53 40,3,74,34

54 37,32, 12

55 13, 96, 57

56 49, 40

57 79

58 26, 37, 72

59 71

60 84, 3, 41, 51, 55, 40, 19




APPENDIX C: DOCUMENTS AND CONCEPTS

C.1. Articles and Concepts
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After assigning concepts to the key files and to the clusters by a human specialist,

the concepts are assigned to the articles according to their assigned clusters. Table C.1

shows the article numbers, the concepts assigned to them and number of repeated

concepts.

Table C.1. Articles, their concepts and concept repetition count from Gazi corpus

doc co 5 |yer 1
no |concept unt 5 |arag 1
1 |yap1 3 6 |ev 3
1 |malzeme 2 6 |sistem 1
1 |performans |2 6 |yapt 3
1 |yerbilim 1 6 |yer bilim 1
2 |performans |1 6 |malzeme 1
3  |yapt 1 7 |beton 1
3 |sistem 2 7 | malzeme 1
3 |performans |1 8 |yer bilim 1
3 |malzeme 4 8 |analiz 1
3 J|ev 2 9 |elektrik 1
3 |yer 1 10 |askeri 1
3 |yasa 2 10 |benzetim 1
3 |yerbilim 1 10 |arag 1
3 |yangin 1 11 |iletim 1
4 Imalzeme 1 11 |elektrik 1
4 | geometri 1 12 |yap1 3
5 | model 1 12 |ingaat 2
5 |algoritma 2 12 | medeniyet 1
5 |sistem 1 12 | mekan 1

12 | schir 1
12 |ulasim 1
13 |insan 1
13 |performans |1
13 |gugiktidar |1
13 |ulagim 1
13 |arag 1
14 |algoritma 1
14 |ulasim 1
15 |algoritma 1
15 |sinir ag1 1
16 |ev 1
16 |insaat 1
17 |sistem 3
17 | model 1
17 |algoritma 1
17 |bilgisayar 1
17 |finans 3
17 |mantik 1
17 |analiz 1
18 |malzeme 1
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Table C.1. Articles, their concepts and concept repetition count from Gazi corpus (contd.)

18 |arag 1 28 | malzeme 1 41 |iletim 1
19 |malzeme 3 29 |su 1 41 | bilgisayar 1
19 |ingaat 2 30 |malzeme 1 41 |arag 1
19 |yer bilim 2 31 |malzeme 1 42 |algoritma 1
20 |model 1 31 |yer bilim 1 42 |sistem 1
20 |matematik |1 32 | malzeme 1 42 | yer 1
20 |algoritma 1 32 |1s1 1 42 |arag 1
21 |malzeme 1 33 |ev 2 42 | sinir ag1 1
21 |performans |2 33 |ingaat 1 42 |yazi 1
21 |sistem 1 33 |yap1 1 43 |yazi 2
21 |yer 1 33 |ulasim 1 43 |eglence 1
22 |yap1 1 34 |algoritma 1 44 |1s1 1
22 |insaat 1 34 |elektrik 1 44 |iletim 1
22 |matematik |1 34 |iletim 1 nikleer

23 |ev 1 35 |malzeme 1 44 | enerji 1
23 |ulasim 1 35 |matematik |1 45 |yap1 1
23 |yangin 1 36 |malzeme 1 45 |yasa 1
23 |yasa 1 36 |yap1 1 45 | finans 1
24 |performans |1 37 |sistem 3 45 |eglence 2
24 |ev 3 37 |matematik |1 45 |gug iktidar |1
25 |1s1 1 37 | model 1 45 |ev 1
25 |malzeme 1 37 |algoritma 1 46 |insan 1
26 |1s1 1 37 |yer 1 46 |performans |1
26 |enerji 1 37 |arag 1 46 |ev 2
26 |algoritma 1 38 [model 1 46 |yap1 1
27 |iletim 1 38 |biyometrik |1 46 |insaat 1
28 |algoritma 1 39 |elektrik 1 46 | hastane 1
28 |yap1 1 39 |insan 1 46 |finans 1
28 |zamanlama |1 40 |malzeme 1 46 |eglence 1
28 |sistem 1 40 |tekstil 1 47 |performans |1
28 |yer 1 41 |sistem 1 47 |optimizasyon |1
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Table C.1. Articles, their concepts and concept repetition count from Gazi corpus (contd.)

56 |yap1 1
56 |insaat 1
57 |su 1
57 |yer bilim 2
57 |malzeme 1
S7 |yer 1
57 |matematik |1
58 |ev 1
58 |yapi 1
58 |malzeme 1
58 |su 1
58 |yer bilim 1
59 |elektrik 1
59 |iletim 1
60 |bilgisayar 1

47 |algoritma 1 52 |algoritma 1
48 |ev 1 52 |sistem 2
48 |insaat 1 52 |yer 1
48 |ulasim 1 53 |algoritma 1
49 |arag 1 53 |iletisim 1
49 |performans |1 54 |sistem 1
50 |performans |2 54 |yap1 1
50 |glgiktidar |1 54 |insaat 1
50 [finans 1 54 |medeniyet |1
50 |analiz 1 54 |ev 2
50 |matematik |1 54 | tark 1
51 |performans |1 54 |tarih 1
51 |ulagim 1 54 | sehir 1
51 |ev 1 54 |yazi 1
51 |bilgisayar 1 54 | malzeme 1
51 |finans 1 55 |yer bilim 1
52 |malzeme 2 55 |malzeme 1

C.2. Key files and Concepts

Some concepts are assigned to the key files according to words they contain by a

human specialist. Table C.2 shows the key file numbers and the concepts assigned to them.




Table C.2. Key file numbers and their concepts from Gazi corpus
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key file no | concepts

1 sistem, performans
2 sistem

3 yap1, malzeme

4 yap1

5 mantik, model

6 ev, turk

7 beton, matematik
8 yapi, analiz

9 iletim

10 yer

11 elektrik

12 sehir, ideoloji

13 ulagim

14 ulagim

15 sinir aglari, performans
16 malzeme

17 kaynak, mantik
18 malzeme

19 malzeme

20 sistem

21 performans, yap1
22 yapi1

23 yangin

24 yapt

25 malzeme

26 sinir aglari

27 malzeme

28 sistem

29 nehir, elektrik

31 yapi

32 151

33 yapi

34 mantik, iletim
35 beton, yap1

36 yapi

37 teknik

38 sistem

39 malzeme

40 performans

41 iletim

42 sinir aglari

43 eglence

44 181

45 yapi, eglence

46 yapi, performans
47 optimizasyon

48 ev, performans, analiz
49 analiz

50 sistem

51 sistem, malzeme
52 sistem, zeka

53 sistem

54 yapi, sehir

55 yapi, beton

56 ingaat

57 malzeme

58 ev, turk

59 elektrik

60 bilgisayar, ulagim

w
o

malzeme
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