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ABSTRACT

QoS-AWARE MAC PROTOCOL DESIGN FOR WIRELESS

MULTIMEDIA SENSOR NETWORKS

Growing necessities of the sensory applications has emerged a new subset of

Wireless Sensor Networks called Wireless Multimedia Sensor Networks which com-

monly carry Quality of Service (QoS)-constrained heterogeneous traffic. In order to

deliver this heterogeneous traffic in highly resource constrained sensor networks and

satisfy their QoS requirements properly, QoS-provisioning becomes unavoidable.

As a result of an extensive survey about QoS-provisioning in sensor networks,

QoS perspectives and parameters are investigated and challenging issues are pointed

out. Existing MAC protocols are surveyed and followed by QoS-aware MAC protocol

design tradeoffs with their advantages and disadvantages. Moreover, Properties of a

well-designed QoS-aware MAC protocol are defined.

In this thesis, we propose Diff-MAC; a novel QoS-aware and hybrid priority-based

MAC protocol for Wireless Multimedia Sensor Networks. Diff-MAC aims increasing

the utilization of the channel with effective service differentiation mechanisms while

providing fair and fast delivery of the data. A real-life scenario framed for performance

evaluation of Diff-MAC and results obtained through extensive simulations show signif-

icant improvements on the performance of the network compared to existing protocols.
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ÖZET

TELSİZ ÇOKLU ORTAM ALGILAYICI AĞLAR İÇİN

SERVİS KALİTESİ BİLİNÇLİ ORTAMA ERİŞİM

KONTROL PROTOKOLÜ TASARIMI

Algılayıcıların kullanıldığı uygulamaların artan gereksinimleriyle birlikte; Tel-

siz Algılayıcı Ağların (TAA) bir altkümesi olan Telsiz Çoklu Ortam Algılayıcı Ağlar

(TÇAA) ortaya çıkmıştır. TÇAA genellikle Servis Kalitesi (SK)-kısıtlı veri taşırlar

ve bu veriyi kaynakların bir hayli kıt olduğu TÇAA larda taşımak için SK sağlamak

kaçınılmaz bir hal almaktadır.

İlk olarak algılayıcı ağlarda SK sağlanmasıyla ilgili geniş bir inceleme yapılmıştır.

SK bakış açıları ve parametreleri ile birlikte karşılaşılması muhtemel sorunlar açıklanmıştır.

Ardından mevcut SK-bilinçli Ortama Erişim Protokolleri (MAC) incelenip, SK-bilinçli

MAC protokol tasarımında verilmesi gereken kararlar fayda ve zararlarıyla anlatılmıştır.

Bununla birlikte, iyi tasarlanmış bir SK-bilinçli MAC protokolün hangi özelliklere sahip

olması gerektiği de değerlendirilmiştir.

Bu tezde, TÇAA için Diff-MAC isminde yeni bir SK-bilinçli ve karma öncelik ta-

banlı MAC protokol önerilmektedir. Diff-MAC adaletli ve hızlı bir şekilde veri taşırken,

kanal kullanımını da arttırmayı hedeflemektedir. Gerçek hayatta uygulanabilirliği olan

örnek bir senaryo çatılmış ve tüm benzetimler bu senaryoya sadık kalınarak yapılmıştır.

Başarım testleri sonuçları, Diff-MAC in varolan MAC protokollerinden daha başarılı

olduğunu göstermiştir.
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1. INTRODUCTION

Wireless Sensor Networks (WSNs) consist of small sensor devices capable of com-

municating through the wireless medium and gather information related to the phe-

nomena under observation [1]. Current sensor technology enables sensor devices to

gather information such as temperature, humidity, light, acceleration, radioactivity,

sound, vibration, pressure, magnetic field. Main idea behind the WSNs is collecting

the required information from stand-alone sensor nodes previously deployed to the area

of interest and generate a global view for the observer by relaying this information to

an aggregation point called sink as seen in Fig. 1.1. Battlefield or border surveillance,

target tracking, environmental control, habitat monitoring, industrial process control,

health care delivery can be counted as examples of WSN application fields. Although

recent developments about low-cost and tiny hardware fabrication improved the capa-

bilities of the sensor devices, WSNs are still highly resource constrained networks in

terms of energy, bandwidth, memory and processing power.

Figure 1.1. Sample WSN architecture [1]

Popularity of wireless sensor networks combined with the multimedia require-

ments of new applications have enabled Wireless Multimedia Sensor Networks. WM-

SNs are composed of embedded cameras and microphones besides traditional scalar
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sensors and generally carry heterogeneous, quality of service (QoS)-constrained traffic

such as video and audio streams, still images and scalar data [2]. Since WMSNs are

used in more bandwidth-hungry applications with respect to WSNs, operating under

severe resource constraints becomes more challenging. Moreover, in order to create a

better global view of the observed phenomena or support latency-intolerant real-time

applications, QoS support mechanisms become necessary for WMSNs.

Although the term QoS is widely used in the area of computer networks, there

is still an uncertainty in what exactly QoS means. However, the simple model de-

picted in Fig. 1.2 may be considered as a common ground. It is certain that, QoS

support is provided in response to particular requirements of the customer who will

be given the service. International Telecommunication Union (ITU) [3] has defined

QoS as: “Totality of characteristics of a telecommunications service that bear on its

ability to satisfy stated and implied needs of the user of the service”. Traditionally

it refers to control mechanisms that orchestrate the resource reservation rather than

the provided service quality itself. Simply or practically, QoS brings the ability of

giving different priorities to varied users, applications, and data flows, frames or pack-

ets based on their requirements by controlling the resource sharing, hence achieving

higher level of performance over others. However, the meaning of the QoS can vary

based on the application-specific needs and an accurate definition might be done for

each implementation according to its specific characteristics.

Figure 1.2. A simple QoS model [65]

In case of WMSNs that deliver various types of traffic, QoS support mechanisms

are required to prioritize and manage the resource sharing according to the require-
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ments of each traffic class. In order to meet these requirements, WMSNs need novel

and well-designed QoS support mechanisms in each layer of the communication pro-

tocol stack since envisioned applications are dissimilar to traditional end-to-end ap-

plications. Especially real-time multimedia and mission-critical applications brought

forward new QoS requirements since they need delay-bounded and reliable delivery of

the data. Moreover, additional characteristics of WMSNs such as resource constraints,

dynamic topology, interaction with the environment make the QoS support much more

challenging than in others.

The variety of the applications and requirements of these applications make im-

plementation of a one-size-for-all QoS-support mechanism impossible. However, well-

defined requirements help to reveal the essential QoS parameters for a specific applica-

tion. Identified QoS parameters can be used to provide efficient QoS support and this

brings the ability of measuring the performance of the provided QoS support.

Since MAC layer of the communication protocol stack rules the sharing of the

medium and all other upper-layer protocols are bound to that, MAC layer has the abil-

ity to affect the overall performance of the WMSNs. That’s why, MAC layer becomes

a proper choice to implement QoS support in and dominates the performance of the

QoS-support relative to other layers. Besides, resource constrained and topologically

dynamic nature of the WMSNs make the MAC layer more important than it is in the

traditional networks.

In this thesis, we propose Diff-MAC; a new QoS-aware and priority-based MAC

protocol for WMSNs. Diff-MAC is designed with key features to support service differ-

entiation and QoS provisioning to deliver heterogeneous traffic. These features include:

i) fragmentation & message passing, ii) adaptive contention window adjustment, iii)

adaptive duty cycling, iv) intra-node & intra-queue prioritization. Diff-MAC is an all-

in-one QoS-aware MAC protocol proposed for WMSNs that dynamically adapts the

use of its resources to meet the requirements of different traffic classes. We evalu-

ate the performance of Diff-MAC with extensive simulations for three different classes

of traffic co-existing in the network: real-time (RT) multimedia traffic, non-real-time
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(NRT) traffic and best effort (BE) traffic, and compare its performance with SMAC

and another QoS-aware MAC protocol proposed for WMSNs [7]. The following are

some of the key contributions of this work and highlights of Diff-MAC:

• The built-in fragmentation and message passing feature of Diff-MAC fragments

the long video frames into smaller video packets and reserves the medium to send

these packets as a burst which in turn reduces the retransmission cost of long

messages in case of MAC failures.

• Diff-MAC can adjust its contention window (CW) according to the dynamic traffic

requirements to reduce the number of collisions and keep the size of the contention

window as small as possible in order to avoid unnecessary waiting time to reserve

the medium and accordingly to balance both energy consumption and delay.

• Diff-MAC adapts its duty cycle (DC) according to the dominating traffic class in

the network. For instance, due to the stringent delay requirements of real-time

multimedia traffic, sensor nodes adapt a higher duty cycle whereas if the flowing

traffic has a best-effort characteristic, sensors adjust their duty cycles to lower

levels to conserve energy.

• Intra-queue and intra-node prioritization feature of Diff-MAC provides fair deliv-

ery of the data among all sensor nodes and among all traffic classes respectively

to avoid intolerable performances.

• Diff-MAC exhibits better performance in terms of delay and delivery rate for RT

and NRT traffic while it keeps the energy consumption at an acceptable level, and

it exhibits better energy efficiency in terms of BE traffic while it keeps the delay

at lower levels compared with SMAC and the MAC protocol proposed in [7].

The organization of this thesis is as follows: In Chapter 2, inspiring from the

motivations asserted above, we will mention about QoS perspectives and classify the

application fields of the WMSNs. Further, we will define the specific requirements of

these application classes and try to point out parameters for the performance evaluation

of QoS support. Challenges for QoS-Provisioning in sensor networks and concepts of

service differentiation will be examined. Existing QoS-aware MAC protocols will be

surveyed extensively and MAC layer design tradeoffs will be pointed out. Properties
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of a well-designed QoS-aware MAC protocol will conclude the Chapter 2. In Chapter

3, design and architecture of Diff-MAC will be explained in detail. In Chapter 4, a

real-life scenario will be introduced to make an accurate performance evaluation of the

derived protocol. System model and simulation parameters will be listed and followed

by a comparative performance evaluation of Diff-MAC. Chapter 5 concludes this thesis

and provides possible directions for future research.
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2. QoS PROVISIONING IN WIRELESS MULTIMEDIA

SENSOR NETWORKS

2.1. QoS Perspectives and Parameters

In WMSNs, QoS perspectives can be classified as Application-specific and Network-

specific. However, this separation cannot be absolute because both perspectives must

be considered together in order to make a reliable measurement of the overall network

performance.

Application-specific QoS: These are the application specific requirements that

imposed by the application itself such as lifetime [54, 55], coverage [56], deployment,

quality of the sensing, camera resolution, number of active sensors. In other words,

application-specific QoS directly affects the quality of the application.

Network-specific QoS: These are the underlying communication network specific

requirements which are related to the delivery of the QoS-constrained data. From this

perspective, we utilize the network resources efficiently in each layer of the communi-

cation protocol stack and fulfill the QoS requirements of the sensor data imposed by

the application. Hence, we will be interested in this perspective of the QoS in the rest

of this work.

In order to make an accurate performance evaluation of the proposed QoS-

mechanisms, we have to point out the requirements of the applications and map these

requirements to a set of QoS parameters. Since WMSNs can be used in many fields,

these requirements are highly dependent on the application itself. Consequently, at

first, a classification of WMSN applications has to be made.

Since applications that use the same data delivery model/models mostly have

common requirements, we will work on the applications classified by their data delivery

models as in [52]. These models are event-driven, query-driven, continuous and hybrid.
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Figure 2.1. Event-driven data delivery model in WSN

Event-driven: Success of the event-driven applications is bound to the quality

and accuracy of the observation related to the observed phenomena with reliable and

fast delivery of the information about the detected event. In the majority of the cases,

more than one sensor nodes detect the event and generate related data as seen in

Fig. 2.1. Therefore, data is mostly delivered from many sources to sink in the event-

driven applications. Also, creation of highly redundant and bursty traffic is very likely

to be seen in the event-driven applications since the same event can be detected by

many sensor nodes.

Query-driven: Query-driven data delivery model is very similar to the event-

driven model with an exception: Data is pushed to the sink without any demand by

the sensor nodes in the event-driven model while data is requested by the sink and

pushed by the sensor nodes in the query-driven model. Hence, contrary to the one-way

traffic of event-driven model, two-way traffic comes into scene which consists of requests

of the sink and replies of the sensor nodes. Both requests and replies must be delivered

quickly and reliable for achieving higher performance in query-driven applications.

Continuous: In this model, sensor nodes send their data to the sink continuously

for real-time traffic such as voice, video or periodically for non-real-time traffic. Deliv-

ery of the real-time data is delay-intolerant and requires a certain level of bandwidth.

Also packet losses are tolerated only in a limited threshold. For periodically collected

non-real-time data, latency and packet losses are tolerable.
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Hybrid: Two or more of the mentioned data delivery models coexist in the hybrid

model and carried traffic is mostly heterogeneous. For improving the overall perfor-

mance of the network, carried traffic must be classified and requirements of these traffic

classes must be satisfied.

For the applications that use event-driven data delivery model, reliability gains

importance since notification of the detected event might be crucial like a forest fire,

tsunami or earthquake. Also this notification must be delivered as quickly as possible

in order to take the necessary precautions.

The nature of the query-driven applications are very similar to event-driven and

the same metrics are valid. Additionally, queries submitted from the sink must be

transmitted to the related sensor nodes as reliable and as fast as possible.

Continuous applications collect information from sensor nodes periodically. That’s

why, this kind of applications require relatively higher throughput. In case of data-

streaming multimedia transmission, packet loss must be lower than a certain threshold

while it can be tolerable for non-real-time data. Moreover, delay jitter is very impor-

tant for real-time data-streaming applications since receiver-side buffering might be

necessary for application-specific QoS requirements.

Since each carried traffic class requires a particular data delivery model, hybrid

applications commonly carry heterogeneous traffic. That’s why, carried multiple traffic

classes must be differentiated based on their special characteristics and must be treated

accordingly. Important QoS parameters for each application class are summarized in

Table 2.1.

2.2. QoS Challenges

WMSNs inherit most of the well-known QoS challenges from traditional wireless

networks. However, WMSNs have some unique characteristics such as severe resource

constraints and interaction with the environment that pose additional challenges for
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Table 2.1. Important QoS Parameters for Application Classes

Event Reporting
Latency Throughput Packet loss Delay jitter

Reliability

Event-driven
√ √

Query-driven
√ √

Continuous
√ √ √ √

Hybrid
√ √ √ √ √

QoS-Support. These QoS challenges for WMSNs can be listed as follows:

• Resource constraints: WMSNs lack of bandwidth, memory, energy and process-

ing capability. However, limited energy is the most crucial one since in many

scenarios it is impossible or impractical to replace or recharge batteries of the

sensor nodes. Although solar energy [57, 58] seems to be a promising solution

to energy scarcity, present solar panels are still too big for tiny sensor devices.

Also limited processing capability, bandwith and memory add extra challenges.

Eventually, proposed QoS support mechanisms must be lightweight and simple

in order to operate on a highly resource constrained sensor node and prolong the

network lifetime.

• Node deployment: Deployment of sensor the nodes may be either deterministic

or random. In deterministic deployment, sensor nodes are placed by hand and

routing can be done by pre-scheduled paths. In random deployment, sensor nodes

are deployed randomly and organize themselves in an ad hoc manner. Hence,

neighbor discovery, path discovery, geographical information of the nodes and

clustering will be an issue to be solved.

• Topology changes: Node mobility, link failures, node malfunctioning, energy de-

pletion or natural events like flood or fire can cause topology changes. Moreover,

most of the link layer or MAC layer protocols employ sleep-listen schedules and

turn the radio of the sensor nodes off temporarily for energy saving. This kind

of power management mechanisms also cause temporary topology changes. In-

evitably, dynamic nature of the WMSN topology brings an extra difficulty to the

QoS support.



10

• Data redundancy: WMSNs comprises of large amount of tiny sensor nodes and

that’s why observed event or phenomena can be detected by several sensor nodes.

Although this redundancy helps the reliable data delivery, it also causes unnec-

essary redundant data in the network and yields to congestion. Data aggre-

gation/fusion [59, 60] mechanisms may decrease the redundancy but also may

introduce additional delay and complexity to the system. Hence, effective QoS

mechanism needed to cope with the data redundancy.

• Multiple traffic types: Sensor nodes which have the capability of sensing or ob-

serving various phenomenons can generate different types of traffic. For instance,

streaming multimedia, location of a detected target or periodic temperature in-

formation of an area might be carried at the same time for a specific application.

Therefore, applications requiring existence of multiple traffic classes add extra

challenging issues to QoS support since requirements of each traffic class differ.

• Real-time traffic: In some critical applications like natural disaster monitoring or

security surveillance, gathered data is valid only for a limited time frame and has

to be delivered before its deadline. This type of critical real-time data must be

handled by adequate QoS mechanisms.

• Unbalanced traffic: There must be a central entity that obtains the global view

of the sensing environment or middle layer entities relatively more powerful than

sensor nodes for data aggregation and compression which are named as sink or

clusterhead. Existence of single or multiple sinks in the WMSNs causes unbal-

anced traffic flows from sensor nodes to sink nodes. Although smart routing

protocols share the traffic load between different routes, it is still an issue to be

handled.

• Scalability: Most of the sensor networks comprises of hundreds or thousands of

sensor nodes. As area of interest or requirements for the quality of observa-

tion increases, more sensor nodes need to be deployed. Therefore, designed QoS

mechanism must scale well even highly dense or large networks.

Challenging issues related to WMSNs are pointed out. Although its very hard to bring

proper solutions for each of these challenging issues at the same time, these factors

must be taken into account during the design of a new QoS-support mechanism and
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novel techniques have to be adopted to cope with them.

2.3. Service Differentiation

Service differentiation is also known as traffic engineering and constitutes the most

fundamental part of the QoS provisioning since existence of single service class may

lead to unpredictable network conditions during peak or bursty traffic. There are two

types of service differentiation models in conventional computer networks, integrated

services (IntServ) [70] and differentiated services (DiffServ) [71]. Aim of both of the

differentiation models are to map assigned flow (IntServ) or packet (DiffServ) priorities

into service qualities on the shared resources.

IntServ Model: This model maintains service on a per-flow basis and can be

considered as a reservation-based approach. Flows can be divided into two categories

as data-centric or host-centric where an example of the data-centric flow can be the

information generated by the motion sensors from a commonly used breach path in

a border surveillance application and host-centric flow can be the stream of packets

between a particular source and destination. However, it is very hard to maintain

the per-flow states of the sensor nodes in highly resource constrained sensor networks.

Moreover, IntServ model requires a reliable in-band or out-of-band QoS signaling within

the network for resource reservation which is also very hard to assure in WSNs.

DiffServ Model: This model maintains service on a per-packet basis and can

be considered as reservation-less. In DiffServ model, QoS support achieved by some

methods such as traffic classification, queuing and packet scheduling. Since every

network entity will behave as both source and relay in multihop sensor networks, the

disadvantage of the DiffServ model is costly memory requirement.

Even though IntServ and DiffServ are defined as separate models, they can be

used together for some sort of specific applications as well. This hybrid models try

to take advantage of IntServ model by using per-flow and DiffServ model by using

per-class differentiation.
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Since WSNs operate in a multi-hop manner, lightweight and easy to implement

DiffServ model can be adapted to easily. Each packet will have a degree of importance

and this will be apparent for every entity of the network. In this way, each layer of

the communication protocol stack will treat the packet by the way its priority imposes.

For this reason, DiffServ model will be assumed as the default service differentiation

method for the rest of our work and mentioned traffic classification, queuing and packet

scheduling methods will be explored in detail.

2.4. Literature Review

In the literature, there are many protocols proposed for wireless networks [23–25]

to provide QoS support mechanisms; however sensor networks have additional chal-

lenges and constraints with respect to traditional wireless networks like random and

mostly redundant deployment, severe resource scarcity, high node density [1]. There-

fore, there is a growing necessity for resource efficient QoS-aware MAC protocols which

will enable WMSNs to operate more efficiently. Although there are many WSN MAC

layer proposals [11–17], most of them mainly focus on energy efficiency and chan-

nel utilization leaving the QoS perspective aside while very few of them regard QoS

provisioning [4–9]. Although there are some proposals for real-time WSN communica-

tion [26–28], these are not applicable to WMSNs that carry multiple types of traffic.

Since energy scarcity is the most important problem in sensor networks, SMAC

[11] tries to reduce the energy consumption of the sensor nodes by integrating sleep-

listen schedules by turning the radio of the nodes off and on. WiseMAC [12] uses

non-persistent CSMA with preamble sampling to decrease idle listening which is listed

in [1] as one of the primary factors for energy waste. TRAMA [13] is a TDMA based

protocol and uses a distributed election algorithm to select the next transmitter within

each two-hop neighborhood. SIFT [14] is proposed for event-driven applications and

tries to relay the first reports of an event as fast as possible. DMAC [15] tries to

achieve low latency by assigning the transmission slots based on a data gathering tree.

T-MAC [16] integrates dynamic sleep-listen periods to adapt the variable traffic loads

and tries to solve the early sleeping problem.
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In the literature, there are many protocols for QoS provisioning at the network

layer [33–40]. SWAN [33] uses feedback information from the MAC layer to regulate

the transmission rate of NRT traffic in order to sustain RT traffic. RAP [34] calculates

the velocity of the packet based on its deadline and destination so that a high velocity

packet can be delivered earlier than a low velocity one. SPEED [35] protocol is designed

to provide soft end-to-end deadline guarantees for real-time packets in sensor networks

and ensures the speed of the packet until its destination. MMSPEED [36] provides QoS

levels in two domains which are timeliness by guaranteeing multiple packet delivery

speed options and reliability by probabilistic multipath forwarding.

Integration of a reliable and fair transport protocol improves the QoS support for

multimedia applications. One of the main objectives of the transport layer in WMSNs

is congestion control. As congestion indicator, queue’s proportional load [41, 42, 49],

packet service time [43] and ratio of service time over packet inter-arrival time [44]

used in previous works. In the literature, there exist some proposals [41–49] to avoid

congestion and maintain reliable transmission. Congestion control and fairness (CCF)

was proposed in [44] and uses a distributed algorithm to eliminate the congestion and

provide fair delivery of the packets to the sink. Priority based congestion control

protocol (PCCP) was proposed in [43] and uses both introduced congestion degree

and sensor node priority index to control congestion. Price-oriented reliable transport

protocol (PORT) [47] minimizes energy consumption while achieving necessary level

of reliability. The term reliability is used as assurance of the sink to obtain enough

information about the phenomenon under observation rather than the ratio of the suc-

cessful delivery. Congestion detection and avoidance (CODA) [49] detects congestion

by monitoring the buffer occupancy and measuring the channel load. Once congestion

is detected, the sensor node broadcasts a suppression message to its neighbors and tries

to mitigate the congestion. Yaghmaee et al. [45] propose a priority-based rate control

mechanism for congestion control and service differentiation in WMSNs. Their algo-

rithm distinguishes high priority RT traffic from low priority NRT traffic, and treats

the processed traffic based on its priority.

In this section, existing QoS-Aware MAC protocols for WMSNs will be surveyed
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extensively to illuminate the path to design of a novel one. At the end of the literature

survey, Table 2.2 will summarize the specific properties of the examined QoS-Aware

MAC protocols.

2.4.1. PSIFT

PSIFT [4] is a QoS-aware MAC protocol designed for event-driven applications

and based on SIFT by Jamieson et al. [14]. The motivation behind SIFT is that when

an event is sensed, the first R of N potential reports is the most crucial part of the

messaging and has to be relayed with low latency. Relayed R reports will be sufficient

for the sink node to accurately identify the event and elimination of redundancy de-

creases both probability of collision and latency. They proposed two methods “Explicit

ACK” and “Implicit ACK” for suppressing unnecessary redundant reports based on

the broadcast nature of wireless transmission.

Figure 2.2. Service differentiation in PSIFT [4]

PSIFT is a Carrier Sense Multiple Access (CSMA)-based MAC protocol and

provides traffic differentiation by varying the inter frame space (IFS) and contention

window (CW) size for each traffic class as seen in Fig. 2.2. They Prioritize the traffic

classes in a dynamic manner based on the traversed number of hops, i.e. the higher

number of hops traversed, the higher level of priority that a packet has.

Advantages and disadvantages: Although PSIFT might be a sensible choice for

event-driven applications it is nearly impossible to be used in any other type of ap-
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plications. Besides, removal of the redundancy may result in unreliable data delivery

since identification of reports belonging to separate events will be an issue to be solved.

Report suppression mechanism decreases the traffic load in the network and leads to

mostly idle sensor nodes. This advantage of the PSIFT must be utilized to decrease

the energy consumption of the network by integrating a kind of sleep-listen schedule.

2.4.2. Q-MAC

Q-MAC [5] utilizes intra-node scheduling to select the next serviced packet from

five different priority queues and inter-node scheduling to coordinate the medium ac-

cess among multiple neighboring nodes as seen in Fig. 2.3. The priority of an incoming

packet is determined by two factors. Application layer perspective gives priorities based

on the content of the packet and MAC layer based on traversed hop count. By this

way, packets are mapped into predefined five different priority queues including one

instant queue that any packet in this queue served immediately. Within the context of

intra-node scheduling, MAX-MIN fairness algorithm [31] used to control the rate and

packetized Generalized Processor Sharing [32] algorithm used to select the next trans-

mitted packet. For inter-node scheduling, a novel protocol named Loosely Prioritized

Random Access (LPRA) proposed for coordinating the medium access based on the

transmission urgencies of the packets waiting to be transmitted. There are four factors

determining the transmission urgency i.e. priority of the packet: packet criticality from

the application point of view, traversed number of hops, remaining energy of the sensor

node and queue’s proportional load.

A Frame represents single RTS-CTS-DATA-ACK packet exchange and consists

of contention period (CP) and transmission period (TP). Fig. 2.4 depicts the CPs of

different priority levels (PL) and the non-uniform probability distribution for selecting

a CW slot. As congestion control mechanisms, doubling the CW size proposed for

decreasing the probability of collision and decreasing the packet deadline for alleviating

the traffic load. For energy efficiency, sensor nodes follow sleep-listen schedules with

fixed duty cycles.
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Figure 2.3. The multi-queue architecture of Q-MAC [5]

Figure 2.4. Frame structure and prioritized CP of Q-MAC [5]

Advantages and disadvantages: Dynamic priority assignment provides robust-

ness against changing conditions of the sensor network. However, calculation of the

transmission urgency of the packet is relatively complex. Integration of the increasing

geometric probability for CW selecting may decrease the collision rate but also may

result in higher latencies.

2.4.3. PQ-MAC

PQ-MAC [6] aims to use advantageous features of both contention based and

schedule based approaches and proposes a hybrid scheme for medium sharing. Global

clock synchronization, neighbor discovery and accordingly slot assignment are done

during the setup phase and followed by the transmission phase which real data delivery

takes place.
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Slot assignment within the setup phase regards the two hop distance neighbor

nodes and allocates different time slots based on the DRAND [29] algorithm as seen in

Fig. 2.5. Frame size of the protocol determined by the Time Frame (TF) rule of the

Z-MAC [30] and similarly depends on the two-hop neighborhood of the sensor node.

Owner sensor node of a specific transmission slot assigned in the setup phase has an

exclusive right to send data in it. If the owner of the slot does not have any data to

send or has lower priority data, non-owners of the slot can contend for the slot based

on priorities of their data.

(a) Network topology

(b) Slot scheduling

Figure 2.5. The slot scheduling of PQ-MAC by TF rule [6]

The super frame (SF) structure of the PQ-MAC can be seen in Fig. 2.6 and

consists of two sub frames: Data frame (DF) which is used for data delivery and Control

Frame (CF) which used for sleep-listen schedule. Adaptive sleep-listen schedule used

for energy efficiency and synchronization between neighboring sensor nodes provided

by generating sequence of bits indicating whether it will sleep or be awake during the

corresponding time slot. In Fig. 2.7, medium access prioritization mechanism can be
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seen for three different traffic classes. Only the owner of the slot can access privileged

contention windows T0, T2 and T4 while non-owners can contend during T1, T3 or

T5 with respect to their traffic types.

Figure 2.6. The super frame structure of PQ-MAC [6]

Figure 2.7. The slot structure of PQ-MAC [6]

Advantages and disadvantages: Neighborhood of the sensor nodes, relay nodes

or cluster heads can change frequently because of the dynamic nature of the WSNs

as mentioned earlier. That’s why, permanence of the slot assignment accuracy which

is done once at the beginning of the setup phase severely effected. In heavy traffic

conditions, PQ-MAC behave like a Time Division Multiple Access (TDMA) based

protocol since almost all nodes will have a packet to send and use its own transmission

slot. This improves the channel utilization and reduces the probability of collision

significantly at the cost of tight clock synchronization.

2.4.4. Saxena et al. MAC

The closest work to ours is introduced by Saxena et al. [7] [10] where they use a

CSMA/CA approach and assume three types of traffic carried in the network: stream-

ing video, non-real-time (NRT) and best effort (BE). Basically, their MAC scheme

periodically monitors the dynamics of the sensor nodes and the medium, and collects

relevant network statistics like transmission failures and transmitted traffic type. Ac-
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cordingly, the protocol updates the CW size adaptively, based on the gathered informa-

tion. CW adaptation is performed in a “stop-for-a-round” fashion and differentiation

is provided by varying the up and down scale factors for different traffic classes. Con-

sequently, CW size for higher priority traffic decreases faster than the lower priority

where an increase is performed more slowly. Duty cycle is adjusted directly according

to the dominating transmitted traffic from a sensor node as seen in Fig. 2.8. Although,

CW size and duty cycle adaptation are common features between our protocol and

Saxena et al. MAC, we use a different approach for CW size adaptation. Saxena et al.

MAC waits for other sensor nodes to adjust their CW size whereas Diff-MAC contin-

uously adapts the CW size regardless of the neighboring sensor nodes, hence achieves

better CW sizes faster than Saxena et al. MAC. Additionally, Saxena et al. MAC uses

a FIFO based queuing method to process packets from different priorities where we

utilize a packetized weighted fair queuing method which brings the ability of control-

ling the medium access, hence relative throughput, for each traffic class. Additionally,

Diff-MAC uses a “traversed number of hops based prioritization” scheme to prioritize

the packets according to their generation times and to deliver them as quickly as pos-

sible to the sink node, whereas Saxena et al. MAC does not differentiate the packets

from the same class and always processes the packets according to the priority of their

traffic type.

Figure 2.8. Duty cycling in Saxena et al. MAC [10]
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Advantages and disadvantages: Since sensor nodes have to wait for others to

further adjustments, stop-for-a-round adaptation of CW size may result in inaccurate

adjustments or very slow convergence to target CW size. Moreover, using the same

packet format for every traffic class might be a waste of limited resources because scalar

data and video frames will not be at the same size probably.

2.4.5. RL-MAC

RL-MAC [8] is a QoS-aware reinforcement learning (RL) based MAC protocol

and uses a CSMA scheme. It adaptively changes the duty cycle of the sensor nodes

based on not only local observations but also neighbor nodes. As a local observation,

the number of successfully transmitted and received packets during the active time

period is recorded to be used in the duty cycle adaptation with proportional load of

the queues. For neighbor observation, a field is added to the packet header to provide

information to the receiving node regarding the number of failed transmission attempts

by the sender. With this field, RL-MAC tries to save energy while minimizing the

number of missed packets due to early sleeping. Three traffic categories are defined and

service differentiation between them is implemented by varying the CW size of each

class. Although the algorithm includes various features for QoS-constrained traffic,

using complex reinforcement learning algorithms might not be feasible for resource

constrained sensor nodes.

Advantages and disadvantages: Relatively complex RL based algorithm adapts

the network conditions very well but might not be feasible for energy and processing

power constrained sensor nodes.
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2.5. MAC Layer Design Tradeoffs

2.5.1. CSMA vs. TDMA Schemes

Both Carrier Sense Multiple Access (CSMA) and Time Division Multiple Access

(TDMA) methods have advantages and disadvantages. One of the main drawback of

TDMA scheme is its necessity to tight clock synchronization to prevent transmission

slot violations originated from clock shifting. A centralized or distributed slot assign-

ment algorithm also needed in TDMA to decide on which sensor node will transmit its

packet in which transmission slot. Moreover, TDMA must have information about the

sensor nodes and their positions in order to make a proper slot assignment. Although

some instances of TDMA scheme just require the information of neighboring sensor

nodes, they still need a neighbor discovery operation.

Having the topological information of the network or neighbor discovery is not

sufficient for slot assignment in the long term. Depletion of energy resources, hardware

malfunctioning, node mobility, link failures or natural events like flood or fire cause fre-

quent topology changes in WSNs and up to date state of the network must be obtained

periodically for accurate slot assignment in TDMA based schemes. Consequently, as

the size of the network increases, TDMA does not scale well.

The most essential advantage of the TDMA scheme is high channel utilization,

in other words, high throughput since wireless medium becomes totally collision-free.

As a result of the slot assignment mechanism, the channel is continuously used by

the sensor nodes. Since every sensor node knows when to transmit, integration of a

sleep-listen schedule can provide significant energy saving also.

On the other hand, CSMA scheme is very easy to implement and does not require

any additional information related with the network topology. Also performance of the

CSMA is not as dependent as TDMA on the network topology and scales well if network

size or density increases. However, efficient back-off strategies must be employed in

CSMA to alleviate the collisions and this brings an extra latency.
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2.5.2. Static vs. dynamic priority assignment

Priority assignment methods that imply the criteria of the differentiation need

to be identified carefully in order to achieve fair and effective QoS support. Since the

correctness and accuracy of the assigned priorities affect the QoS-support significantly,

overall performance of the QoS mechanisms highly depends on priority assignment

methods. In the literature, priority assignment methods are divided into two categories.

Static priority assignment: If the priority is assigned once the packet is created

and never changes until its destination, it is called as static priority assignment. There

are several criteria proposed for static prioritization previously:

• Traffic class: Packets can be prioritized based on the type of traffic like real-time,

non-real-time, best effort. By this way, delay bounded real-time packets will have

higher priority whereas delay tolerant non-real-time and best effort packets have

lower.

• Source type: QoS mechanism can specify set or sets of sensor nodes or sinks

which generates more important data than others and assigns all WSN entities

a priority. Then, the node which generates the packet also gives the priority of

itself to that packet, i.e. packet inherits the priority of its creator. The static

priority of the network entities can be given based on the sensor types, observed

area characteristics, distance to center etc.

• Data delivery model: There are four types of data delivery model in WSNs as

discussed in Section 2.1. Priority of the packets can be selected based on the

belonging data delivery model. For example, event-driven data might have higher

priority than query-driven in case of an intrusion detection algorithm.

Dynamic priority assignment: Contrary to static assignment, packet priorities

may vary during the delivery. Decision parameters for priority differentiation can be

listed as follows:

• Remaining hop count: Remaining number of hops to the destination of the packet
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can be used as a parameter for packet prioritization. One of the ideas behind this

parameter is minimizing the delay deviations between the packets generated by

the sensor nodes which have different distances to the sink. Also, as the packet

traverses more hops it becomes more vulnerable to deadline miss, dropping and

link failure. Hence, packets which will traverse more hops until the destination

are given higher priority.

• Traversed hop count: The number of traversed hops can be used for prioritiza-

tion since losing, dropping or missing the deadline of a packet which has been

traversed more hops will be waste of more network resources than the one has

been traversed less hops. Therefore, giving higher priority to the packets which

has been traversed more hops and lower priority to the fewer traversed ones might

be a reasonable approach for utilizing the network resources and even distribution

of the latency throughout the network. Moreover, relatively further sensor nodes

from sink usually have smaller change to deliver their packets since they have to

travel more hops and have higher chance of collision, drop or deadline missing.

Speeding up the packet as it closes to the sink also provides fairness among sensor

nodes in terms of successful delivery of the packets.

• Packet deadline: The more a packet is close to miss its deadline, the more priority

it has since the packet will become useless if the deadline misses. By this way,

waste of network resources also prevented.

• Remaining energy: Increasing the priority of the packets as the remaining energy

of the owning sensor node decreases, gives the sensor node a chance to process as

much packet as it can before its energy exhausted.

• Source type: Forwarding loads of the sensor nodes can change depending on

their position or role (leaf node, relay node, cluster head) in the network. Giving

higher priority to the sensor nodes that has relatively heavier forwarding load can

decrease the packet dropping ratios caused by buffer overflow.

• Hybrid: Sensor node can determine the priority of the packet by considering more

than one criteria. By giving certain weights to these parameters, a local urgency

of the packet can be calculated and mapped to a priority level.

Selected priority assignment method is quite important for QoS support and need
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to be selected carefully. Assigning the priorities statically is not a complex issue since

there is no need for any calculation. Once the priority is given, it does not change

during the delivery of the packet. On the other hand, dynamic priority assignment

needs some additional calculation and reassignment in each hop which brings an extra

overhead to the QoS mechanism. However, adaptive changes in the importance of the

packets improve the performance of the QoS mechanism.

Decision parameters needed in dynamic assignment may not be present in the

format of the packet so that additional data fields may be required. This causes bigger

packets which means longer transmission times and energy consumption. It is enough

to have a simple priority field in the header of the packet in case of static priority. More-

over, dynamic priority assignment method mostly needs decision parameters which are

not MAC-specific and necessitates cross-layer mechanisms.

2.5.3. Single-queue vs. Multi-queue Architecture

Main drawback of the single-queue scheme is the high cost of managing the rel-

atively long queue of packets as seen in Fig. 2.9(a). Since different priority packets

stored in the same queue, it is impractical to keep them sorted and process the pack-

ets according to their priorities. On the other hand, multi-queue scheme chops the

long single queue into pieces and constitutes smaller different priority queues as seen

in Fig. 2.9(b). By this way, packets can be served with a simple FIFO fashion and

additional sorting or searching operations are not needed anymore. However, multi-

queue systems have to make some sacrifice from the accuracy of the prioritization if we

have more priority levels than the number of available queues since all packets in the

same queue treated as they all have equal priority. Moreover, in case of multi-queue

systems, a fair packet scheduler must be integrated to select the next serviced queue

based on the requirements of the classified traffic. If not, explicit precedence might

cause intolerable performances for lower priority traffic.
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(a) Single-Queue architecture

(b) Multi-Queue architecture

Figure 2.9. MAC layer queue architectures

2.5.4. Packet Scheduler

In single-queue architectures, there is no need to use a packet scheduler. However,

in multi-queue architectures, a packet scheduler must be integrated to select the next

serviced queue as in Fig. 2.9(b). There exists two design methods for the packet

scheduler. First method is serving the higher priority queue always prior to lower

priority queues explicitly. The second method is utilizing some kind of fair queueing

between the different priority queues.

Main drawback of the explicit prioritization is probability of intolerable perfor-

mances for lower priority traffic in terms of latency, successful packet delivery ratio,

etc. However, higher priority traffic achieves relatively better performances since it

always served first. Also, explicit prioritization can be chosen for the sake of simplicity

since it is easy to implement and operate.
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There exists many techniques for fair queueing such as weighted round robin,

weighted fair queueing, deficit round robin to be used in the second method. Inte-

grating a fair queueing mechanism brings some performance degradation for the higher

priority traffic since it serves the nonempty queues based on a scheduling algorithm.

Also, it is relatively more complex than the simple explicit prioritization mechanism.

However, small sacrifice from performance of higher priority traffic results remarkable

performance increase for lower priority traffic.

2.6. Properties of a Well-designed QoS-Aware MAC Protocol

As we mentioned earlier, the major problem in WSNs is lack of resources. Since

depletion of energy makes the sensor nodes useless, energy scarcity leads the resource

constraints. Therefore, designed MAC protocol must be aware of energy while pro-

viding QoS support. Also, WSNs have limited resources in terms of memory and

processing capability. Hence, computationally complex and overwhelming algorithms

are not feasible. Since aim of the MAC layer is coordinating the medium access and

WSNs have to operate at relatively scarce bandwidths, better throughput performances

need to be provided with high channel utilization.

WSNs can contain numerous sensor nodes or can be deployed to huge areas.

For this reason, scalable MAC protocols are needed. Moreover, node mobility, natural

disasters or node malfunctioning may result in highly dynamic network topology which

makes the adaptive MAC layer requirement a must.

Priority assignment methods must be fair and accurate in order to achieve bet-

ter QoS performance. Poor prioritization of the traffic leads to non-utilized network

resources or waste of resources. Since WSNs are highly application-specific, the re-

quirements need to be identified with great attention and must be used as a primary

factor for design tradeoffs.

Features listed above must exist in a well-designed QoS-Aware protocol but not

enough to be one. As addressed earlier, performance of the QoS-aware MAC protocols
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extremely depends on the requirements of the application. For example; delay intol-

erant real-time applications necessitate fast delivery of the data or evenly distributed

latency among sources to reduce the jitter meanwhile mission critical applications re-

quire reliable communication. As a final remark, specific requirements of the applica-

tion related to QoS constraints must be determined and fulfilled with great care.
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3. DIFF-MAC DESIGN AND PROPERTIES

Previously proposed QoS-aware MAC protocols already defined many techniques

to improve the efficiency of the QoS-provisioning. Nevertheless, they focus on some

specific aspects and are far away from combining and melting these techniques into a

single protocol to construct a complete solution for the MAC layer. Diff-MAC utilizes

methods introduced by many previous studies in the literature and provides a fair all-

in-one QoS-aware MAC protocol which is supported with an example scenario based

on a security surveillance application.

In this chapter, we introduce Diff-MAC and its key features for QoS-provisioning.

Diff-MAC adopts a CSMA/CA based medium access with RTS/CTS and acknowledge-

ments and Fig. 3.1 shows the simplified state transition diagram for the operation of

the protocol. Sensor nodes adopt a sleep-listen schedule to conserve energy and each

node follows its own independent schedule, so that Diff-MAC does not require any syn-

chronization between the neighboring sensor nodes. Diff-MAC manages the sharing

of the medium by adapting various parameters according to the requirements of the

flowing traffic in the network which are explained in the following sections.

3.1. Fragmentation & Message Passing

Created video frames are relatively long messages and transmitting them as a

single packet is too costly especially in case of MAC failures where retransmissions

are required. Diff-MAC fragments the long video frames into smaller video packets

and transmits them as a burst. Traditional RTS-CTS-DATA-ACK mechanism is used

in Diff-MAC and once the medium is reserved, all packets of the corresponding video

frame are sent as a burst using a mechanism similar to the message passing feature of

the SMAC protocol [11] as shown in Fig. 3.1. In order to accurately obtain and give

meaning to the packets of the relevant video frame, a field called “packet in frame”

is added to the packet structure. This field is used at the receiver side to assure

consistency of the video frame. Moreover, neighboring sensor nodes around the source
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and destination pair enter into sleep state during a video frame exchange after receiving

the RTS-CTS packets which in turn provides considerable amount of energy saving.

Figure 3.1. Simplified state transition diagram of Diff-MAC

3.2. Contention Window Size Adaptation

The objective of this mechanism is to reduce the number of collisions and keep

the CW size as small as possible in order to avoid unnecessary waiting time to reserve

the medium by adjusting the current CW size of the sensor node based on the dynamic

network traffic conditions.

In order to adjust the CW size adaptively, Diff-MAC periodically monitors the

behavior of the network, with period (Tc), and collects two related metrics about the

current state of the network which are total number of transmission attempts (At) and

the number of collisions (Ac). Accordingly, a probability of collision (Pc) value can

be computed for that observation frame. This obtained probability of collision then is
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used as an input for the CW adaptation algorithm and calculated by Pc = Ac

At
.

As seen in the algorithm given in Fig. 3.2, adaptation mechanism varies the

current CW sizes corresponding to each traffic class between the maximum and the

minimum values step-by-step. Diff-MAC runs the CW adaptation routine if and only if

more than a certain number of transmission attempts (%) have been done during (Tc).

Therefore, redundant and inaccurate adjustments are prevented.

Figure 3.2. CW adaptation algorithm for a given traffic class

For service differentiation, two methods are utilized. The first method is setting

the speed of the CW adaptation based on the traffic type by controlling the adaptation

coefficients. Diff-MAC increases the CW size faster for lower priority traffic while

decreases faster for higher priority traffic which means αup(RT ) < αup(NRT ) < αup(BE)

and αdown(RT ) > αdown(NRT ) > αdown(BE) where α represents the adaptation coefficient.

Moreover, different up&down coefficients are used for the same priority traffic like

αup(RT ) < αdown(RT ) and αup(BE) > αdown(BE) in order to decrease latencies of the

delay-intolerant RT data. Therefore, the CW size of the RT class decreases sharper

than it increases. A similar CW adaptation mechanism utilized by Saxena et al. [7] in

a stop-for-a-round fashion. Saxena et al. MAC waits for other sensor nodes to adjust

their CW sizes. In other words, to change the current size of the CW, increased CW size

must be followed by a decreased collision rate or decreased CW size must be followed
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by a increased collision rate. On the other hand, adaptation mechanism of Diff-MAC

continuously adapts the CW size regardless of the neighboring sensor nodes, hence

achieves more accurate CW sizes faster than Saxena et al. MAC. The second method

is setting different maximum and minimum CW sizes for each traffic class, hence giving

different priorities for reserving the medium. To increase the throughput and decrease

the latency of the higher priority traffic, we set CWRT < CWNRT < CWBE where

CW is the size of the CW and give precedence to higher priority traffic. Since we use

non-overlapping CW, this statement holds for both minimum and maximum CW sizes.

Although Diff-MAC dynamically adapts the CW size to the current network

conditions, the minimum and the maximum CW sizes of the traffic classes have to

be selected carefully. The packet traffic modeling for intrusion detection derived by

Demirkol et al. [18] can be extended for video sensor networks. For each sensor node

deployed, the probability of that node to be within the depth of field (DoF)-distance of

the point is a Bernoulli trial, where the probability of success is π(DoF )2

LW
where (L,W )

is the length and with of the surveillance area. Since a sensor node covers camera

observation angle (COA) of 360 degrees, we can also say the probability of covering

the point is again a Bernoulli trial where the probability of success is COA
360

π(DoF )2

LW
.

Hence, the number of video sensor nodes within distance DoF of a point and oriented

to that point forms a Binomial distribution and for large number of sensor nodes this

distribution can be represented by a Poisson process with mean value of Nπ(COA)(DoF )2

360LW

where N is the number sensor nodes deployed to the surveillance area. In [19], the

energy optimizing and the delay optimizing CW sizes are derived as a function of the

number of contending nodes. Since we know the average number of contending sensor

nodes and the optimum CW size as a function of the number of contending nodes,

we can further calculate the CW sizes of the Diff-MAC by combining the techniques

described in [18] and [19]. However, [18] and [19] make analysis of the single class case

and gives us a rough idea about the CW sizes of our each traffic class.
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3.3. Dynamic Duty Cycling

Aim of this mechanism is to reduce both packet latencies and idle listening.

Similar to the CW adaptation mechanism, Diff-MAC observes the total number of

processed packets (created, received or relayed) every Td seconds and classifies them

based on their belonging traffic classes. After the classification, Diff-MAC sets the

active time of the sensor node according to the currently dominating traffic class to

refrain from both idle waiting time caused by the sleeping next hops and unnecessary

waste of energy caused by idle listening. Every traffic class has a corresponding active

time where TABE < TANRT < TART and Diff-MAC directly adjusts the listen duration

of the sensor nodes. Consequently, the node which dominantly processing RT data i.e.

source and the relay nodes between the detection area and the sink stays awake longer

and provides fast delivery of the video data. If the total number of processed packets

is smaller than a certain threshold (δ), the active time of the sensor node set to the

smallest level since the traffic on the node is negligible. However, Diff-MAC does

not provide any synchronization between the neighboring sensor nodes and each node

follows its own independent sleep-listen schedule.

3.4. Intra-node & Intra-queue Prioritization

There is a tradeoff in the operation of multi-queue and single-queue QoS-aware

MAC protocols. Main drawback of the single-queue scheme is the high cost of managing

the relatively long queue of packets. Since different priority packets are stored in the

same queue, it is impractical to keep them sorted and process the packets according

to their priorities. On the other hand, multi-queue scheme chops the long single queue

into pieces and constitutes smaller different priority queues. Thus, packets can be

served with a simple FIFO fashion and additional sorting or searching operations are

not needed anymore. However, multi-queue systems have to tradeoff the accuracy of

prioritization if we have more priority levels than the available queues since all packets

in the same queue treated as they all have equal priority. Moreover, in the case of

multi-queue systems, a fair packet scheduler must be integrated to the MAC protocol

to select the next serviced queue based on the requirements of the classified traffic. If
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not, explicit precedence might cause the lower priority traffic to starve and suffer from

intolerable performance.

Figure 3.3. Multi-queue architecture of Diff-MAC

In order to fulfill the requirements of the QoS-constrained traffic and provide fair-

ness among all nodes in the network, priority assignment methods become more impor-

tant. Priorities can be assigned in a static, dynamic or hybrid manner. Static priority

assignment is rather simple and easy to implement. However, statically assigned prior-

ities might have problems to adapt to the changes in the network conditions. On the

other hand, dynamic priority assignment methods take the current network conditions

into consideration and mostly require some additional information and operations to

decide on the priority. Hybrid methods utilize both static and dynamic assignment

methods and determine the priority of a packet based on several criteria.

Diff-MAC comprises three different priority packet queues for each traffic class

as depicted in Fig. 3.3. As we mentioned, in multi-queue systems, efficient schedul-

ing mechanisms are needed to provide fairness among different priority traffic and to

bound the worst case performances. Most of the proposed protocols employ explicit

prioritization and serve higher priority queues always first since this sharing model is

easy to implement. In this work, we utilize packetized Weighted Fair Queuing (WFQ)

method [66] where each queue has its own weight. Packet scheduler of the Diff-MAC

selects the next serviced packet based on weights of the queues. With WFQ, the

medium sharing rates among the traffic classes can be adjusted easily by changing the

corresponding queue weights. This brings the ability of controlling the medium access,

hence relative throughput of each traffic class. Moreover, increase in the diversity of

the traffic at the contending sensor nodes reduces the collisions since each traffic class
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uses different CW sizes.

Majority of the queuing systems use a FIFO model to manage and determine the

next packet to be processed. However, resource constrained nodes may lack memory

to allocate separate queues for each priority or there might be excessively too many

priority levels. Hence, group of packets belonging to similar priority levels have to be

stored in the same queue. Because of this, some additional intra-queue management

mechanisms can be adopted for better network performance at the expense of keeping

the queues sorted.

In order to provide more precise prioritization, Diff-MAC assigns the priorities of

the packets based on their traversed hop count in a dynamic manner which is named as

Traversed Number of Hops Based Prioritization (TNHBP). TNHBP gives precedence

to the packets for which more energy, bandwidth, memory and time have already been

allocated. Since dropping these packets will be more costly, TNHBP prevents waste

of network resources by relaying them to the next hop immediately. Therefore, Diff-

MAC provides a two-level hybrid prioritization scheme, first being the type of traffic

class and second being the traversed hop count among the packets of the same traffic

class. TNHBP keeps the packet queues sorted according to the traversed hop counts

rather than searching the whole queue for finding the highest priority packet. Therefore,

TNHBP requires a search operation with a worst and average case complexity O(log n)

to find an index for a new packet and a shift operation to free space prior to insertion.

With the integration of TNHBP, Diff-MAC drops the packets already queued for a

longer time, i.e. closer to miss a deadline, among the same priority packets, rather

than dropping the newly created or received packets.
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4. PERFORMANCE EVALUATION OF DIFF-MAC

4.1. Scenario

Since the effect of the employed protocol on the overall performance of the net-

work is highly application dependent, we set up an example scenario which is suitable

for WMSNs. Although various other application fields can be found, our main theme

will be security surveillance for which the primary concern is always fast and reliable

delivery of the created video data related to the observed phenomena. That is why,

video frames will be the first traffic class carried by our network and will be given the

highest priority. In order to accurately detect and eliminate the threats, we also collect

non-visual information about the area under observation like temperature, radioactiv-

ity, sound, light, vibration or pressure which is given the second priority. This kind

of scalar information can be varied up to the capabilities of the sensor nodes since a

single packet would be enough to store all of them. As the third traffic class, auxil-

iary control packets are carried by the network including the location information of

the sensor node, remaining energy, current operation parameters like camera observa-

tion angle (COA), image quality, orientation angle. As a result, we have three traffic

classes which are real-time (RT), non-real-time (NRT), best effort (BE) in order with

their priorities and this scenario will also be our basis for performance evaluation of

Diff-MAC.

Since continuous video frame generation from all sensor nodes will be a waste of

critical resources, target detection mechanism is used to trigger the video streaming.

As shown in Fig. 4.1, a sensor node creates video frames during the target is moving

between the points A and B. The time spent between A and B called the dwell time

and can be calculated as Tdwell = dAB−→
V

where dAB is the distance of |AB| and
−→
V is the

velocity of the target. Thus, a camera working with K frames per second (fps) creates

a video stream of K.Tdwell frames in case of an intrusion.
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Figure 4.1. Camera detection model

4.2. System Model and Simulation Parameters

For the performance evaluation of our protocol, each case is simulated 10 times

with different seeds using the OPNET [21] modeler environment. Test cases are 30-

minutes long and the first 5 minutes of the simulation regarded as warm-up period

since stabilization of the network may take couple of minutes. That’s why, results

obtained during the warm-up period discarded. In compliance with our broad scenario

introduced in Section 4.1, we have a square shape surveillance area and a single sink

deployed to the lower left corner of this area for forwarding the gathered information

to a safe zone. Deployed sensor nodes are equipped with a camera [53] and have

the ability to compress the produced video in the form of sequence of images. We

assumed Sub Quarter Common Intermediate Format (SQCIF) which has a resolution

of 128x96 since it has a lower complexity relative to other proper alternatives. Although

distributed source coding techniques are promising alternatives for encoding video in

WMSNs [50], a stable practical implementation has not been proposed yet. That’s

why, we used JPEG compression which is available on the image module of the sensor

nodes. Quality of the produced video can be controlled by changing the created image
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frames per second (fps) and accuracy of the scalar data can be controlled by changing

the packet interarrival times. Different types of traffic loads offered to the network can

be found in Table 4.1.

Table 4.1. Offered Traffic Load Types

Frame Rate Interarrival Time Average Created

RT (fps) NRT & BE (sec) Traffic (Pkt/Sec)

Type 1 2 12 23.14

Type 2 4 10 31.65

Type 3 6 8 43.96

Type 4 8 6 58.12

Type 5 10 4 83.25

Type 6 12 2 139.32

In our simulations, each video frame has a size of 10 Kbits which will be frag-

mented into 1 Kbits-long video packets. NRT and BE packets are 200 bits long and

packet interarrival times are poisson distributed. The target is assumed to be a pedes-

trian which moves in the surveillance area according to the Random Waypoint Mo-

bility [20] model and its velocity is constant 1 m/s. We applied the binary detection

model where the target is sensed with the probability of 1 when it is within the FoV

of the sensor node as seen in Fig. 4.1.

Figure 4.2. Minimum and maximum contention window sizes for each traffic class

With the help of two methods [18, 19] mentioned in Section 3.2; minimum CW

sizes of the RT, NRT and BE traffic used as CWmin(RT ) = 4, CWmin(NRT ) = 12, CWmin(BE) =

24 where the maximum CW sizes are CWmax(RT ) = 12, CWmax(NRT ) = 24, CWmax(BE) =

36 respectively. Fig. 4.2 shows the minimum and maximum CW sizes of each traffic
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Figure 4.3. Effect of adaptation coefficients (αup and αdown) on the convergence of

CW sizes for each traffic class

class. The current CW size (CWcur) of a particular traffic class can vary between

the respective minimum and maximum CW sizes which is indicated by the striped

portion of the CW bars in Fig. 4.2. Respective adaptation coefficients are αup(RT ) =

0.12, αup(NRT ) = 0.17, αup(BE) = 0.3 for increment and αdown(RT ) = 0.3, αdown(NRT ) =

0.17, αdown(BE) = 0.1 for decrement.

As seen in Fig. 4.3 which is a result of CW adaptation algorithm given in Fig. 3.2

in Section 3.2, the CW size of the higher priority traffic decreases faster and increases

slower than lower priority traffic. Moreover, the CW size of the higher priority traffic

decreases faster than it increases and the CW size of the lower priority traffic increases

faster than it decreases. Selected DC for dominating RT, NRT and BE traffic are

95%, 60% and 40% respectively which equals TART = 95msec ,TANRT = 60msec

and TABE = 40msec. Although these values seem to be high at first sight, we must

remember that our sensor nodes are operating in a heterogeneous WMSN and deliver

QoS constrained real-time traffic. Keeping DC of the sensor nodes too low causes
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an incapable sensor network which cannot fulfill the application requirements because

of the low transmission rates of the sensor devices. The energy consumption values

for transmission, reception, idle and sleep states are 27 mJ, 10 mJ, 10 mJ and 1 µJ

respectively in compliance with the Xbow Mica mote products [61]. Network layer is

handled by GPSR [22] and crucial parameters used in our simulations are listed in

Table 4.2.

Table 4.2. Simulation Parameters

Parameter Value

Surveillance Area 400× 400m2

Network Size 100 Nodes

Deployment Type Uniform Random

Video Frame Size 10 Kbits

Video/Scalar Packet Size 1 Kbits/200 Bits

Camera Frame Rate 2 to 14 fps

Camera Observation Angle 52 deg.

Depth of Field 30m

Bandwidth 250 Kbps

Video/Scalar Buffer Size 50 Kbits/4 Kbits

Target Mobility Model Random Waypoint

Target Velocity 1 m/s

Routing Algorithm GPSR

# of Runs 10

# of Targets 1

Detection Model Binary FoV

Communication Range 80m

Queue Weights (RT/NRT/BE) 0.7/0.2/0.1

In our simulations, we assumed perfect-reception-within-range model for the sake

of simplicity. In other words, a particular sensor node can perfectly exchange packets

with the neighboring sensor nodes within its communication range. However, real life

applications are far away from this assumption and realistic link layer models need to

be utilized. Channel conditions and radio capabilities must be considered especially
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in large sensor networks since the overall performance of the network can be highly

effected. Therefore, we used a realistic link layer model proposed in [67] for hop-based

performance evaluation of Diff-MAC. Zuniga et al. use mathematical techniques from

communication theory to model and analyze low power wireless links. They consider

important channel and radio parameters such as the path loss exponent and shadowing

variance of the channel; and the modulation and encoding of the radio. In their work,

log-normal shadowing path loss model [68] used as radio propagation model and given

by:

PL(d) = PL(d0) + 10nlog10(d/d0) +Xσ (4.1)

Where d is the distance between the transmitter-receiver, d0 a reference distance,

n the path loss exponent, and Xσ a zero-mean Gaussian random variable with standard

deviation σ (N(0, σ)). n used for the rate at which signal decays along its path and σ

used for the shadowing effects. The received signal strength (Pr) at a distance d is the

difference between the output power of the transmitter (Pt) and PL(d) which is given

in (4.2).

Pr = Pt − PL(d) (4.2)

Xσ is a random process that is a function of time and hence, the received signal

strength may change with the time even for the same distance and transmitter output

power. MICA2 [61] motes use the Chipcon CC1000 radio [62], which has a noise figure

of 13 dB and a system noise bandwidth of 30 kHz. Assuming an ambient temperature

of 27 ◦C and no interference, the noise floor (Pn) is -105 dBm. Then, signal-to-noise-

ratio (SNR) at a distance d is received signal strength minus the noise floor and given
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in (4.3).

SNR(d)dB = Pr dB − Pn dB (4.3)

In [69], authors observed the wireless channel features and performed measure-

ments in the 800-1000 MHz band. They choose eleven locations to measure the channel

behavior such as apartment hallway, one-sided corridor, flat beach, bamboo, dry tall

underbrush. Since we are interested in security surveillance as introduced in Section

4.1, “dry tall underbrush” is the most suitable site among their measurement locations

which is told to be tall grassy fields with few tall bushes. Although their results lie in a

large interval, they also provide the mean of their measurements and we used n = 3.6,

σ = 8.4 dB, d0 = 1m and PL(d0) = 34.8 for our simulations.

Assuming non-return-to-zero (NRZ) encoding where 1 Baud = 1 bit and non-

coherent frequency shift keying (FSK) modulation scheme for the radio model similar

to MICA2 motes, probability of successfully receiving a packet (PSR) p(d) at a distance

d is:

p(d) = (1− 1

2
exp−

SNR(d)
2

1
0.64 )8f (4.4)

Where f is the packet size in bytes. Fig. 4.4 obtained through equation 4.4 and

shows how analytical PSR changes with distance. As seen in the Fig. 4.4, we can

divide a wireless link into three distinct reception regions: connected, transitional, and

disconnected. In the connected region, mostly perfect packet reception occurs while

in the disconnected region, mostly zero packet reception occurs. Transitional region

is an intermediate region between the connected and the disconnected regions, and
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mostly represents unreliable links. Zuniga et al. also derive mathematical expressions

to calculate the bounds of this transitional region regarding both the channel and radio

conditions.

However, integrating the calculation-intense realistic link model to the simulation

tool results in very long execution times. Therefore, we used this model only in the

hop-based performance evaluation of Diff-MAC in which the effect of the link layer

comes into prominence. Perfect-reception-within-range model assumed for the rest of

our simulations.
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Figure 4.4. Analytical probability of successfully receiving a packet vs. distance where

n = 3.6, σ = 8.4 dB, d0 = 1m, PL(d0) = 34.8 dB, Pn = −105 dBm, and Pt = 5 dBm

A packet can be one of the two modes in GPSR: perimeter mode and greedy

mode. All packets are created in the greedy mode by default. If the sensor node has a

geographically nearer neighbor to the sink, the nearest neighbor is assigned as the next

hop and a data gathering tree is constructed as seen in Fig. 4.5. If the sensor node

is the closest one to the sink among its neighbors, that sensor node is called a “local

minimum” and relayed packets at the local minimum are entered to the perimeter

mode. Perimeter mode packets are forwarded based on the right-hand rule and a

reduced connectivity graph called Relative Neighborhood Graph (RNG) used as an
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Sink

Local Minimum

Figure 4.5. Sample data gathering tree constructed by GPSR based on Greedy

Forwarding

input to that rule which can be seen in Fig. 4.6.

A sample data gathering tree constructed by GPSR is depicted in Fig. 4.5. There

is a local minimum in the left-center of the surveillance area caused by the random

deployment of the sensor nodes. When a packet created or received to be relayed by

a local minimum, packet enters the perimeter mode and next hop is determined based

on the right-hand rule by using the RNG graph shown in Fig. 4.6. When packet is

forwarded to a sensor node which is closer to the sink than the sensor node it enters

perimeter mode, packet reenters the greedy mode again and continues to be routed

greedily.

Video coverage of the WMSNs are constructed by FoV (Field of View) areas

which is formed by DoF (Depth of Field) and COA (Camera Observation Angle) as

seen in Fig. 4.1. In our simulations, we used DoF as 30m and COA as 52 degrees.

Target detection occurs when the target is within the FoV of the any sensor node and
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Perimeter
Route

Figure 4.6. Sample RNG graph constructed by GPSR

a sample resulting video coverage of our network is depicted in Fig. 4.7. The dotted

rectangle represents the actual surveillance area and seems to be sparsely covered.

However, it is impossible for a trepasser to cross over the surveillance area without

being notified by any of the sensor nodes. A couple of sensor nodes can be seen in

Fig. 4.7 which are oriented out of the observation field since we randomly deploy the

camera orientations of the sensor nodes as well as their positions. Therefore, a similar

mechanism introduced in [63] or [64] can be adopted to reduce the overlapping FoV

areas of the sensor nodes by rotating the camera orientations to maximize the video

coverage of the network.

4.3. Simulation and Performance Evaluation

Performance of Diff-MAC is evaluated with extensive simulations and compared

with Saxena et al. MAC [7] and SMAC [11] protocols. We select SMAC as a competitor

for our protocol since it is a basic and well known MAC protocol for WSNs and Saxena

et al. MAC is the closest protocol in the literature to our protocol.
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Sink

Figure 4.7. Sample surveillance area coverage

In order to make a fair comparison between the protocols, we have to make a

preliminary performance evaluation of SMAC. Performance of the SMAC is highly

depends on the used duty cycle (DC) because active time of the sensor nodes effects

both throughput and energy consumption of the network. Therefore, we employed

three different DC to find an optimum for the SMAC to be used in the remaining part

of the performance evaluation.

As the active time of the sensor nodes increases, i.e. uses higher DCs, we expect

the received packet rate at the sink to be increased. Fig. 4.8 depicts the comparative

successful packet delivery rate of SMAC for 10%, 50%, 90% DCs with Diff-MAC. SMAC

with 10% DC results in very poor packet delivery rates and does not change as the

offered traffic increases since sensor nodes stay awake in a very limited portion of the

cycle. SMAC with 50% DC achieves better performance than SMAC with 10% DC but

worse than Diff-MAC. SMAC with 90% DC obtains satisfying results by successfully

delivering most of the created packets to sink.
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Figure 4.8. Effect of duty cycle on the successful packet delivery rate

On the other hand, we need to evaluate the energy consumption of the SMAC

for each DC in conjunction with the successful packet delivery rate. Fig. 4.9 shows

comparative average energy consumption of SMAC for 10%, 50%, 90% DCs with Diff-

MAC. Similar to successful packet delivery rate results, average energy consumption

of SMAC with 10% DC does not change so much with the increasing traffic load and

outperforms all of its competitors. However, when we consider the packet delivery

rate of SMAC with 10% DC, it seems to be impractical to use it. SMAC with 50%

DC consumes more energy than Diff-MAC for the lightly loaded network conditions

whereas consumes less energy for the heavily loaded conditions since Diff-MAC tries to

adapt to the dynamic network conditions. SMAC with 90% DC is the top most energy

consumer since it utilizes high active times. Moreover, the gap between Diff-MAC

closes up as the traffic load increases which is another indicator of the DC adaptation

of Diff-MAC. After examining Fig. 4.8 and Fig. 4.9, we determined to use SMAC 50%

DC for the remaining performance evaluations. Moreover, if we recall the corresponding

DCs of Diff-MAC for RT, NRT and BE traffic which are 95%, 60% and 40%, it would

be irreverent to use SMAC 10% DC or SMAC 90% DC as a competitor.
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Figure 4.9. Effect of duty cycle on the average energy consumption

Fig. 4.10 presents the successfully received traffic rate at the sink node for each

MAC protocol. We measure the average traffic received at the sink node for variable

traffic loads given in Table 4.1. All protocols achieve nearly the same traffic delivery

rate for the lightly loaded cases since most of the created packets successfully delivered.

However, Diff-MAC achieves higher throughput and outperforms both its competitors

as the offered traffic load increases since Diff-MAC provides higher channel utilization

by integrating effective adaptation mechanisms. Moreover, fragmentation and message

passing feature of the Diff-MAC reduces the retransmission costs and results in higher

throughput consequently. Confidence intervals are included in Fig. 4.10 for assuring

the sufficiency of the number of simulation repetitions and will not be given in the rest

of the graphs.

Fast delivery of the produced traffic from sensor nodes to sink node is always one

of the primary goals of the MAC layer protocols and becomes a compulsion in case of

real-time or critical data. Fig. 4.11 depicts the average source-to-sink latencies of each

traffic class. As seen in Fig. 4.11, Diff-MAC and Saxena et al. MAC prioritize the
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Figure 4.10. Comparative successful packet delivery rate

traffic successfully and deliver high priority traffic with low latencies. However, Diff-

MAC achieves lower end-to-end latencies for each traffic class and provides fast delivery

of the data with respect to Saxena et al. MAC. As the offered traffic load increases,

latency performance of Saxena et al. MAC worsens and yields to intolerable delays for

BE traffic. Although SMAC achieves reasonable packet latencies without any service

differentiation, we must recall from Fig. 4.10 that comparative packet delivery ratio of

SMAC is very low. However, used routing algorithm may severely effect the source-to-

sink delay of the traffic. That’s why, buffer delay of the protocols also examined and

depicted in Fig. 4.12 for pure latency performance evaluation of the derived MAC layer.

Diff-MAC processes the received packets rapidly and exposes lower queueing delay for

each traffic class than Saxena et al. MAC. Therefore, source-to-sink latency of the

packets also decreases since MAC latency is added in every traversed hop. Similar to

source-to-sink latency, Saxena et al. MAC results intolerable queueing delays for lower

priority traffic. The latency deviations of SMAC for increasing traffic loads relatively

small because of high packet drop ratios caused by the single-queue architecture.
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Figure 4.11. Comparative source to sink packet delay

Fig. 4.13 depicts the comparative energy consumption of the protocols for in-

creasing traffic loads. Diff-MAC consumes less energy than both its competitors in

the lightly loaded conditions whereas consumes more in the heavily loaded conditions.

Because of the novel features of the Diff-MAC explained in Chapter 3, Diff-MAC re-

duces the active time of the sensor nodes when there is not any considerable traffic

flow and similarly increases the active time of the sensor nodes when the offered traf-

fic load is high. By this way, Diff-MAC provides a quite significant energy saving in

lower traffic conditions while consumes slightly more energy to successful deliver the

offered load in higher traffic conditions. Hence, we can say that the adaptivity of Diff-

MAC to the current network conditions is more accurate than Saxena et al. MAC.

The energy consumption variation of SMAC is lower since it utilizes a fixed DC of

50% regardless of the dynamic network conditions and does not utilize any adaptation

mechanism. Fig. 4.14 shows the comparative energy consumption of the protocols per

successfully received packet at the sink node. Diff-MAC consumes less energy than half

of SMAC for lightly loaded traffic conditions per successfully received packet. How-

ever, the gap between Diff-MAC and SMAC closes as the traffic load increases. Energy
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Figure 4.12. Comparative medium access latency

consumption of Saxena et al. MAC places between the Diff-MAC and SMAC. When

achieved throughput and latency performances of Diff-MAC considered in conjunction

with Fig. 4.14, the energy expenditure in the heavy traffic conditions shown in Fig. 4.13

seems to be tolerable.

Depending on the application requirements, deployment area of the WMSNs can

be relatively large areas. Since packets are carried in a hop-by-hop manner in sensor

networks, packets created by the sensor nodes further from the sink have to traverse

more hops and delivery of these packets takes more time than the ones created near

to sink. However, critical events may also occur at the far end of the observation field

and has to be relayed within a reasonable time duration. To observe the contributions

of WFQ and TNHBP, average source-to-sink latencies and average successful packet

delivery ratios of the NRT and BE traffic depicted in Figures 4.15 - 4.181 depending

on the distances of the sensor nodes to sink.

1Figures 4.15 - 4.18 are obtained under the heavily loaded (Load Type 6) traffic conditions to see
the contributions of WFQ and TNHBP clearly.
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Figure 4.13. Comparative energy consumption

Traversing more hops brings an extra delay for packets coming from further sensor

nodes. Moreover, explicit prioritization of the packet scheduler introduces a longer

queueing delay for the lower priority traffic. Fig. 4.15 and Fig. 4.16 present the average

source-to-sink latencies of NRT and BE traffic respectively. The latency of the each

received packet by the sink is classified based on both packet’s traffic type and traversed

hop count. The maximum hop count in our simulations is measured as 10 and average

distance to sink distribution of the sensor nodes in our test cases can be found in

Table 4.3. When we look at the latencies of the packets based on their hop count, the

difference between Diff-MAC and Saxena et al. MAC is not quite much for the packets

created near the sink node. However, performance of the Saxena et al. MAC worsens

as the hop-count increases. Meanwhile, Diff-MAC provides fairness among all sensor

nodes by minimizing the maximum of the packet latencies and tries to distribute delay

evenly by integrating the intra-node and intra-queue prioritization mechanisms. As we

mentioned in Section 3.4, TNHBP increases the priority of the packet as it traverses

more hops and relays faster as it gets closer to the sink. Additionally, WFQ gives low

priority packets a chance to reserve the medium rather than serving the higher priority
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Figure 4.14. Comparative energy consumption per successfully received packet at the

sink node

packets always first. That’s why, Diff-MAC keeps the latency deviations of the packets

traversing different hops until the sink and prevents intolerable performances. On the

other hand, Saxena et al. MAC introduces beyond the limit latencies for lower priority

and distant created traffic.

In sensor networks, packets generated by the sensor nodes that are further from

the sink are not only delivered with high latencies but also more vulnerable to collisions

and buffer overflows. Hence, the probability of successful packet delivery drops as

the distance between the source and destination increases. Diff-MAC overcomes this

problem and provides fair delivery of the packets among all sensor nodes regardless of

their geographical position in the network by integrating WFQ and TNHBP. Fig. 4.17

and Fig. 4.18 present the average successful packet delivery ratio of the NRT and BE

traffic. Both Diff-MAC and Saxena et al. MAC achieves higher delivery ratios for

closer sensor nodes. As the distance to sink node increases, successful packet delivery

ratio of the Saxena et al. MAC drops sharply. On the other hand, Diff-MAC preserves
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Figure 4.15. Effect of WFQ and TNHBP on the source to sink delay of NRT traffic

the successful packet delivery ratio as the distance increases by adopting WFQ and

TNHBP.

When we look at Fig. 4.17 and Fig. 4.18 closer, Saxena et al. MAC performs

slightly better than Diff-MAC for closer sensor nodes. Since TNHBP prioritize the

packets based on their number of traversed hops, the sensor nodes closer to sink always

receive higher priority packets originated from the distant sensor nodes. Therefore,

newly created packets in the closer sensor nodes have to wait for the other higher

priority packets which have been received from the further sensor nodes. This gives

Saxena et al. MAC the opportunity to successfully deliver more packets than Diff-MAC

which is generated by the sensor nodes closer to the sink.

However, we assumed perfect-reception-within-range model as mentioned earlier.

This assumption prevents us to make a reliable and accurate performance evaluation

especially in hop-based cases. Therefore, we adopted a realistic link layer model de-

scribed in Section 4.2 which takes both the wireless channel and the radio into account.
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Figure 4.16. Effect of WFQ and TNHBP on the source to sink delay of BE traffic

Thus, we have had the opportunity to obtain more realistic results and observe the ef-

fect of the link layer.

Fig. 4.19 and Fig. 4.20 obtained by considering both the wireless medium and

the radio by integrating the realistic link layer model described in Section 4.2. In-

tegration of the link layer model decreases the successful packet delivery ratio of the

NRT and BE traffic unsurprisingly. However, Diff-MAC still manages to be fair among

the sensor nodes by utilizing WFQ and TNHBP relative to Saxena et al. MAC which

performs very poor for distant sensor nodes. Moreover, Fig. 4.19 and Fig. 4.20 reveals

the necessity for a reliable routing protocol which takes the link layer issues into con-

sideration since GPSR tries to relay the packets to the closest one to the sink among

its neighboring sensor nodes. Hence, GPSR chooses the farther neighbor node without

considering the channel conditions and radio capabilities to deliver the packet to its

destination as fast as possible.
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Table 4.3. Distribution of Average Distance to Sink

Distance to Sink # Sensor Nodes Percentage

(hops) (%)

1 11 2.75

2 27 6.75

3 45 11.25

4 54 13.5

5 63 15.75

6 76 19

7 67 16.75

8 36 9

9 15 3.75

10 6 1.5
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Figure 4.17. Effect of WFQ and TNHBP on the fair delivery of NRT traffic
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Figure 4.18. Effect of WFQ and TNHBP on the fair delivery of BE traffic
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Figure 4.19. Effect of WFQ and TNHBP on the fair delivery of NRT traffic with

realistic link layer model
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Figure 4.20. Effect of WFQ and TNHBP on the fair delivery of BE traffic with

realistic link layer model
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5. CONCLUSIONS

In this thesis, after an extensive survey of QoS provisioning in WMSNs and iden-

tifying the required properties of a QoS-aware MAC protocol, we proposed Diff-MAC; a

novel QoS-aware and hybrid-priority MAC protocol for heterogeneous WMSNs. Firstly,

we explored QoS perspectives for WMSNs and classified the sensory applications based

on their data delivery models in order to define the required QoS parameters for accu-

rate performance evaluation of QoS mechanisms in WMSNs. WMSN-specific challenges

for QoS-provisioning are listed and service differentiation methods in the literature

examined. Properties of a well-designed QoS-aware MAC protocol for WMSNs are

pointed out and existing protocols surveyed with their advantages and disadvantages.

QoS-aware MAC layer design tradeoffs comparatively evaluated.

After exploring the QoS Provisioning issues in sensor networks, design and archi-

tecture details of Diff-MAC explained in detail. Diff-MAC uses a multi-queue architec-

ture and coordinates the medium access of each traffic class by using effective service

differentiation mechanisms. Fragmentation and message passing features of Diff-MAC

reduces the retransmission cost in case of MAC failures while CW size adaptation

mechanism tries to balance both energy consumption and delay. Moreover, dynamic

DC mechanism prevents either unnecessary idle waiting and early sleeping.

Traversed Number of Hops Based Prioritization (TNHBP) and Weighted Fair

Queueing (WFQ) defined for providing fair delivery of the data among all sensor nodes

and among all traffic classes respectively to avoid intolerable performances. Integration

of intra-queue prioritization mechanism prevents waste of network resources by giving

precedence to more invested packets in terms of energy, bandwidth, memory and time.

Proposed intra-node prioritization mechanism gives chance to all traffic classes for

accessing the medium and tries to bound the worst case performances of lower priority

packets.
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A real-life surveillance application scenario introduced as a motivation for our

protocol and this broad scenario used in all simulation runs for performance evaluation

of Diff-MAC. Results of extensive simulation runs showed that Diff-MAC outperforms

both Saxena et al. MAC and SMAC in terms of throughput by achieving higher per-

formance. Also Diff-MAC reduces the source-to-sink latencies of all traffic classes with

effective service differentiation mechanisms. SMAC does not make any differentiation

between traffic classes while Saxena et al. MAC introduces intolerable performances

for BE traffic. For pure performance evaluation of the MAC layer, MAC latencies

also investigated and obtained results are similar to source-to-sink latencies. Diff-

MAC consumes less energy in lightly loaded traffic conditions while consumes more

in heavily loaded traffic conditions since it adapts to current network conditions well.

Energy expenditure variations of SMAC is relatively low due to pre-determined static

duty cycling. However, more energy expenditure of Diff-MAC in heavily loaded traffic

conditions might be tolerable when higher throughput and lower latency performance

considered.

For effective performance evaluation of TNHBP and WFQ, successful packet de-

livery ratios and source-to-sink latencies of the produced packets by the sensor nodes are

examined based on their distance to sink node and compared with Saxena et al. MAC.

Diff-MAC provides fair delivery of the packets regardless of their distance between the

owner sensor node of the packet and sink. Moreover, it minimizes the maximum of the

packet latencies originated from different locations of the sensor network. On the other

hand, packet latencies of the Saxena et al. MAC increases as the distance increases

and finally causes intolerable performance for the packets created by the furthest sen-

sor nodes. Similarly, successful packet delivery ratio of the sensor nodes decreases as

the distance to sink increases since these packets are more vulnerable to collisions and

buffer overflow. However, Diff-MAC gives precedence to more traversed packets and

tries to fairly deliver all the packet regardless of their originating location.

As the future work, a mechanism for sleep-listen synchronization between neigh-

boring sensor nodes can be implemented to reduce the packet latencies at the cost of

control overhead. Also, performance of the QoS support might be increased by utilizing
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more decision parameters for packet prioritization like remaining hop count, remaining

energy or buffer load. Moreover, integration of more decision parameters may lead to

a more effective cross-layer solution by melting down both MAC and network layer

protocols into a single layer rather than the traditional layered QoS approaches.
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APPENDIX A: OPNET IMPLEMENTATION OF

DIFF-MAC

Since implementation of Diff-MAC on OPNET Modeler covered most of the thesis

preparation process, encountered problems during the code generation will be discussed

in this Appendix. Although there is an accumulated know-how in the Wireless Sensor

Networks Research Group (WiSe), implementation of Diff-MAC was not very easy

which took nearly eight months including the removal of the bugs. Remote access

of OPNET license server located in the ETA building was achieved by Cisco VPN

Manager and OPNET version 14.A.PL2 was used.

One of the major problems that we suffer during the code development process

was lack of adequate debugging facilities. Since the source code cannot be executed

step-by-step, it is very hard to find out the faulty parts. Moreover, each entity in the

network topology runs the same code simultaneously. Hence, the parallel execution

of the code brings an additional challenge for debugging. We used a primitive but

highly efficient method to overcome the debugging problem. Simple output messages

generated at the beginning and end of each routine and written to a file. Each message

includes sensor node identifier, simulation time, current state of the node, etc. By this

way, a kind of detailed log file created during the execution. In the case of a crash or

malfunctioning, this log file can be referred to find out the source. However, this log

file can be used just for short simulation runs since it becomes very hard to track the

faults as the size of the file grows2 .

Since OPNET has its own procedures and packages, it is not enough to be a

software developer in order to design and implement protocols on OPNET. Developer

must be familiar with the OPNET specific kernel procedures and must know what they

are used for. Hence, considerable part of the implementation process spent by reading

the help document of OPNET.

2A simple log file generated for a 20-second simulation run of a 100-node network contains approx-
imately 30-40 MB of ASCII information
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Figure A.1. Complete state transition diagram of Diff-MAC

It is not enough to implement just the MAC layer for obtaining results from

OPNET. You must develop a complete system including the routing layer, traffic gen-

eration, node deployment, etc. and each of these issues solved by the WiSe Group.

Hence, we did not only implement Diff-MAC but also remaining parts of a complete

sensor network. Fig. A.1 depicts the complete state transition diagram of Diff-MAC

which a simplified version of it was given in Fig. 3.1. Fig A.2 depicts the OPNET

process model of Diff-MAC. BE and NRT traffic generators can be seen easily. Tar-

get Detector module used for video detection of the target as depicted in Fig. 4.7.

QoS MAC Data Handler module is the heart of Diff-MAC and handles majority of the

networking issues. Rx and Tx modules receive data from and send data to the Antenna

module.
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Figure A.2. Process model of Diff-MAC

Another problem was the high computational power requirement of the discrete

event simulations. Ordinary desktop PCs are far from meeting the requirements and

causes endless execution times. That’s why, An 8-core cluster machine used for simu-

lation runs and the total time spent depicted in Table A.1.

Table A.1. Total Time Spent for Simulation Runs

# of # of Total Time

Test Cases Repetitions (hours)

Diff-MAC 6 10 120

Diff-MAC with RLLM 3 1 10 50

Saxena et al. MAC 6 10 110

Saxena et al. MAC with RLLM 1 10 35

SMAC 10% DC 6 10 20

SMAC 50% DC 6 10 30

SMAC 90% DC 6 10 45

Grand Total 410

During the design phase of Diff-MAC, we decided to develop the code in a mod-

ular manner. From detection mechanism to adaptation, to queue management can

be changed by easily selecting the related parameters in the config node. Moreover,

3RLLM stands for Realistic Link Layer Model and described in Section 4.2.
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enlightening comment lines inserted every part of the source code to help the other

developers who will integrate new add-ons for Diff-MAC. As a matter of the fact, other

WiSe researchers have already started to develop a QoS-aware routing protocol on top

of the Diff-MAC.
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